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SUMMARY

The objective of this research is to develop physical desigthodologies for mono-
lithic 3D ICs and use them to evaluate the improvements in tdveep-performance enve-
lope offered over 2D ICs. In addition, design-for-test (Df€rhniques essential for the
adoption of shorter term through-silicon-via (TSV) basé&di@s are explored.

Testing of TSV-based 3D ICs is one of the last challenges @gttiair commercializa-
tion. First, a pre-bond testable 3D scan chain constru¢gonnique is developed. Next, a
transition-delay-fault test architecture is presentéoh@with a study on how to mitigate
IR-drop. Finally, to facilitate partitioning, a quick andcagate framework for test-TSV
estimation is developed.

Block-level monolithic 3D ICs will be the first to emerge, asrsfggant IP can be
reused. However, no physical design flows exist, and hencerelithic 3D floorplan-
ning framework is developed. Next, inter-tier performanidgerences that arise due to
the not yet mature fabrication process are investigatechaodkled. Finally, an inter-tier
performance-difference aware floorplanner is presented,itas demonstrated that high
guality 3D floorplans are achievable even under these treedifferences.

Monolithic 3D offers sufficient integration density to peamdividual gates in three
dimensions and connect them together. However, no toolsabmtques exist that can
take advantage of the high integration density offered.rdfoee, a gate-level framework
that leverages existing 2D ICs tools is presented. This fwariealso provides conges-
tion modeling and produces results that minimize routinggestion. Next, this frame-
work is extended to commercial 2D IC tools, so that steps asdiming optimization and
clock tree synthesis can be applied. Finally, a voltagg-dware partitioning technique
is presented that can alleviate IR-drop issues, without axpact on the performance or

maximum operating temperature of the chip.

Xiv



CHAPTER |

INTRODUCTION

Technology scaling has been the fundamental driver of tecemductor industry over the
last few decades. Each new technology generation delivxgps that are not only smaller
and faster, but also cheaper. However, scaling brings wiéim iexponential increase in
fabrication complexity. Devices today are no longer plamad finFET structures have
become mainstream. Today’s extremely small geometrieslydeequire advancements
in lithography such as extreme-ultraviolet lithographywever, delays in its deployment
have led to the necessity of stop-gap solutions such as ea@undl triple patterning. This
not only increases mask and fabrication cost, but also @ase®design cycle time. All this
additional complexity has led to speculation that cost mgy&y scales belo@8nm.

These issues have led the industry to rethink the directio@atnology scaling. Typi-
cally, as chips shrink, the devices get smaller and fastiéthle interconnects become more
resistive and slower. In older nodes, the interconnectydets such a small portion of the
total delay that this could be neglected. Today, howeveriterconnect delay is dominant.
This has led to three dimensional integrated circuits (3D &sng proposed as a solution
to the interconnect bottleneck. In 3D ICs, devices are plasetultiple layers, instead
of just one, and connected together. This reduces the lexigtie on-chip interconnect,
squeezing additional performance out of the same devicerggan.

One of the first techniques developed to enable 3D ICs wasgdhrsilicon-vias (TSVSs).
Two or more layers of devices are fabricated, TSVs creatédedies, and then each die is
aligned and bonded. This technology is relatively closedok®t, and design-for-test (DfT)

is one of the last challenges facing its adoption. Howewerguality of TSV-based 3D ICs



strongly depends on the TSV dimensions and parasitics, le@yddo not solve all inter-
connect issues. Their relatively large pitch and parasitioit then to memory-on-logic or
large logic-on-logic designs with relatively small numioéglobal interconnectp, 15].

An emerging alternative is monolithic 3D integration (M3®)here the tiers are fabri-
cated sequentially, one on top of another, and connectethtegusing monolithic inter-tier
vias (MIVs). Since no die alignment is required, these MIV&s @ughly the same size as
local vias. Overall, monolithic 3D ICs offer several advayga over TSV-based 3D ICs:
(1) the small size of MIVs enables ultra-high integratiomsigy, considerably reducing
silicon area and cost, (2) the significantly reduced MIV pdies help improve the power-
performance envelope, and (3) the manufacturing processtiiely foundry-driven, and
does not involve a packaging house for the processing ofdidekedistribution layers and
micro-bumps. This enables tighter process control, p@atiynteading to a faster ramp-up
once the technology is mature.

This section now presents an overview of the fabricatiohniepies and design styles
available for monolithic 3D ICs, and then outlines the cdnttions and the structure of the

rest of this dissertation.

1.1 Overview of Monolithic 3D ICs

1.1.1 Fabrication Techniques

The first technique developed to fabricate monolithic 3D IGs wo fabricate the bottom
tier as usual, and then to deposit a thin-film of amorphousosilon top of it. Existing
know-how was then used to fabricate thin-film-transist@®sT) on the top tier 25, 48].
However, the problem with this technique is that amorphdli=os leads to severely de-
graded transistors. Next, attempts were made to crystahie amorphous silicon on the
top tier using lasers2p, 18]. This, however, leads to islands of crystalline silicorttwi
unpredictable device behaviour at these island boundaBiatideet al. were the first to

propose a process that produces extremely high qualityadlipe silicon on the top tier,



which allows the fabrication of general l0gi8,[2]. The rest of the dissertation assumes

this process, and an illustration of it is given in Figdre
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Figure 1: The fabrication process of monolithic 3D ICZ[(a) The bottom tier is created
the same way as 2D ICs. (b,c,d) Attachment of thin layer o€ailito the top of the

bottom tier. () FEOL of top tier and creation of MIVs and tigr contacts, and (f) BEOL
processing of top-tier.

-
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This is a silicon-on-insulator (SOI) process, and the bottier is fabricated similar to
a 2D IC (Figurel(a)). Next, a thermal oxide is grown on an empty wafer, &hdions are
implanted just below the silicon surface at a constant dégigure1(b)). The thickness of
the oxide determines the buried oxide (BOX) thickness, aadi#pth of ion-implantation
determines the active silicon thickness. This new wafdrasa flipped and bonded to the top
of the bottom tier using a low temperature oxide bonding essqFigurel(c)). The excess
silicon is then sheared of at the implant line, and polishsithgi chemical-mechanical-
polishing (CMP) to give an extremely high quality singlestal silicon layer. The gates
are formed on the top tier, and the MIVs are created with theaztt mask of the top tier

(Figurel(e)). Finally, the metallization of the top tier is creat&agure1(f)).



1.1.2 Design Styles

Monolithic 3D ICs were first applied to SRAM and FPGA design, vehe masks are ex-
tremely regular, and full-custom design techniques argyeagplied. Junget al. demon-
strated a 3D SRAM fabricated using a TFT layer on the top 2&}.[ Naito et al. pre-
sented a monolithic 3D FPGA design using a TFT configurati®@AM over bulk CMOS
logic [48]. Junget al. also demonstrated a high-performance cost-effective DDIRANS
using epitaxial growth6]. This technology also allows heterogeneous integrasoich

as that demonstrated by Golshanal. , where a photodiode array was stacked onto SRAM
for image sensing application$d]. With respect to design, Liu and Lim evaluated several
design options for 3D SRAM including separating the PMOS aniO$ into different
tiers, and changing transistor and metal layer coutis [However, none of these works
considered general logic, where physical design techsigeeomes essential. In general,
monolithic 3D ICs can be divided into three design styles asvshin Figure2.

MIV_ NOR INV NOR INV NAND

Block-level

Figure 2: Various design styles available for monolithic 3D ICs.

Transistor-level integration is the most fine-grained teghe @, 33, 39, 34], where the
PMOS and NMOS within standard cells are placed on differiens t It has the advantage
that the PMOS and NMOS fabrication process can be optimiepdrately. However,

this style requires redesign and re-characterizationestandard cells themselves, which



takes significant effort. In addition, the standard celltfomt does not reduce by0%

in 3D due to the mismatch in the PMOS and NMOS sizes, as weleaause MIVs are
required within the cell itself. Lee, Morrow, and Lim haventlenstrated that one of the
main advantages of this design style is that the redesigaadard cells can be directly fed
into existing 2D tools 34].

Since re-designing existing logic, memory and IP blocks3orincurs significant de-
sign overhead and cost, near-term 3D ICs will focus on reuskisting 2D blocks. In
block-level monolithic 3D ICs, functional blocks are floaphed onto different tiers. This
style has the benefit of IP reuse, but does not fully take adgarof the fine-grained nature
of MIVs. There has been no prior work in designing block-lewenolithic 3D ICs.

The last design style is gate-level monolithic 3D ICs, whetistang standard cells
and memory can be placed on multiple tiers, and connectezthtegusing MIVs. The
advantage of this style is that it offers the reuse of exgstiells, zero total silicon area
overhead (unlike transistor-level), and a sufficientlythigtegration density to obtain sig-
nificant power benefits (unlike block-level). The only prigork in this design style i],
where the authors provide a rudimentary design flow that iscapable of handling any
hard macros such as memory, and therefore cannot be appliedltdesigns.

Therefore, for general logic designs, physical design fangistor-level monolithic
3D ICs have been explored, while there is a complete lack of GaBstand methodologies

to design real world block-level and gate-level monolitBi2 ICs.

1.2 Organization and Contributions

This research first explores design-for-test (DfT) techagcrucial to the commercializa-
tion of short term TSV-based 3D ICs. Next, it presents a cotaign-off physical design
framework to take an RTL description of a circuit, and impéerhit in either a block-level
or gate-level monolithic 3D IC. Each of these is organized mtself-contained chapter,

and the contributions of this dissertation are as follows:



Design-for-Test for TSV-based 3D ICsis presented in Chapt&. This chapter first
presents a technique to construct 3D scan chains, thatumiévious works, is pre-bond
testable. Next, as 3D ICs need to be tested at the rated fregubis work presents the
first transition-delay-fault capable test architectune3dD ICs. In addition, since IR-drop
is an issue during transition testing, techniques to miéigR-drop are presented. Finally,
this chapter presents techniques to quickly and accuragtisnate the test time of a given
3D IC partition. This estimate can be used during the panitig process to assess the total

number of test TSVs required by the partition under consilen.

Physical Design for Block-level Monolithic 3D ICsis discussed in Chapt&: First, a

floorplanning framework is presented, and it is demongirét@t this engine produces
results comparable to commercial 2D engines. Inter-tiiopmance differences that arise
due to an immature fabrication process is discussed, andptions to mitigate these
differences are discussed and modeled. A performancerelifte aware floorplanner that

uses these models to produce high quality monolithic 3D flleos is also presented.

Physical Design for Gate-level Monolithic 3D ICss covered in Chaptet. This chapter
first presents a technique to modify existing academic 2Dn&sg and couple them with
a placement-aware partitioning step to obtain high-quatibnolithic 3D IC placement
solutions. It also discusses a technique to use commeumaigtns for MIV insertion. In
addition, it presents a technique to utilize commercial BDiees instead of academic ones.
Finally, an IR-drop-aware partitioner that reduces the paavel IR-drop of a monolithic

3D IC without increasing the maximum operating temperatdide chip is developed.

Conclusions and Future Directionsare discussed in Chapt®r This chapter summarises
all the work presented in this dissertation and goes overdutesearch directions that will

help in designing better quality industrial-sized morott3D systems-on-a-chip.



CHAPTER I

DESIGN-FOR-TEST FOR TSV-BASED 3D ICS

TSV-based 3D ICs are manufactured by fabricating each diaratgly, thinning the dies
containing TSVs, and stacking them all together. Due to tliit@mnal manufacturing steps

of thinning and stacking, additional defects could be idtrced into the circuit. There-
fore, these 3D ICs need to be tested both before stackingofprd), and after stacking
(post-bond). Testing of TSV-based 3D ICs is one of the last EBAllenges facing their
widespread adoptior6p], and some of the challenges facing 3D test were enumerated
in [32].

Wu et al. [63] compare several scan-chain schemes, and provide gendtiti based
algorithms for post-bond test. Zhab al. [67] provide a scheme for clock tree synthesis
to facilitate pre-bond test. At the architectural levelwli®and Lee B5] proposed a scan
island based methodology to testincomplete circuits dysie-bond test. This architecture
is similar to IEEE 1500, and a pre-bond testable architedbased on extensions to IEEE
1500 was formalized in4d4, 46, 47]. The authors of 22, 23] provide test architecture
design for 3D SoCs, and Lest al. provide an architecture that supports different test-
access-mechanism (TAM) widths for pre-bond and post-bestf36].

In this chapter, three different aspects of DfT for TSV-leh3P ICs are presented. First,
a pre and post-bond testable scan chain design scheme usshksic Next, a transition-
delay-fault capable test architecture that can test 3D |@seatted functional frequency is
presented. Since voltage-drop (IR-drop) becomes an isghe &inctional frequency, this
chapter also discusses power-delivery issues and IR-drogatnon during test. Finally,

a theoretical framework to quickly estimate the test timeaajiven 3D IC partition is

included. Typical use cases and benefits of such a framewerkiso demonstrated.



2.1 Scan-Chain Design for 3D ICs

Constructing a 3D scan chain (i.e, goes across tiers) hassedvantages over construct-
ing one 2D scan chain per tier and stitching them togetheweyer, since a 3D scan chain
relies on the use of TSVs, and since TSVs occupy significsinbeiarea, the number of
scan TSVs that can be used is limited. Wual. [63] have demonstrated that 3D scan
chains give up to d0% reduction in the scan wirelength. This can significantly ioye
the speed of the scan chain, and reduce the test time of thetcidowever, the approach
presented in their work does not support pre-bond test, asuhaes that the dies will be
tested only after bonding. This project demonstrates a-sbaim construction approach

that makes use of 3D scan chains, and is also pre-bond testabl
2.1.1 3D Scan Chain Construction

This section presents a greedy heuristic to construct a 3D shain while minimizing
its wirelength. The input constraints are the maximum nunaibescan TSVs that can be
used, the location of all the flip-flops, and a fixed scan-inscah-out pin. The heuristic is

presented in Algorithmi.

Algorithm 1: Greedy algorithm to construct a 3D scan chain
1 C<«{cy,co,. o 01}

2 X« {xo, 21, %2, ., Tin, Ten1 } 5
3Vi,jlnitialize (Cost (i) ;

a M= {xo,l’m+1} ;

5 U< ToV < Tyt

6 while M N X # X do

7 w' =M n (Cost (uj),j¢ M;
8 M=MUjy;

9 uw=u;

10 Vi, 7 Updat e (Cost (i,)) ;

11 v"=Mn (Cost (v,k)),7 ¢ M ;
12 M=MUE;

13 | v="1;
14 | Vi,j Updat e (Cost (i) ;
15 end




Here,C represents the TSV constraint for each die, and therk dies. Assuming face-
to-back (F2B) bonding, TSVs are absent on the last die, ané grek — 1 constraints.
X represents the set of all scan cells, which hassize, represents the scan-in pin, and
Tno1 represents the scan out pin. Next, the cost function betiweermells is initialized.
This cost function is given by Equatiod)( wherez represents all dies between and
xj, and R, represents the remaining number of TSVs that can be usedtmlith without

violating the TSV constraint.

d;j i, in same die
Cost(i,j) = 1)
d;j
min R, /C.
SetM represents the set of marked cells, and the scan-in andositguin are initially

otherwise

marked. Next, the scan chain is grown from two sides, botmftbe scan-in and the
scan-out pins. Each iteration picks the cell with minimurstcand this process continues
until all cells are marked. The cost function is dynamicaifydated, and TSVs become
more expensive as the TSV constraint is approached. Evbntin@ cost of using a TSV
becomes infinity once the TSV constraint is reached. It isortgmt to note that when this
happens, it may not be possible to stitch all the scan cetlsowt using more TSVs due to
the presence of isolated chains. In this case, extra TSVsamaged, which is guaranteed
to not exceed two TSVs per die, and the constraints can betadjappropriately. Although
it is possible to grow the scan chain from one direction ogigwing it from two directions

usually results in smaller scan wirelength, as as showngargB.

oX
X
X
X

Figure 3: Scan chain grown from (a) one direction, and (b) two direxdio



2.1.2 Reuse of Signal TSVs

So far, the assumption has been that a dedicated scan TSyuise® when a scan chain
goes from one die to another. In a scan chain, the output op4dldlp is connected to
the scan input of the next flip flop, as well as to some comtmnatilogic that is of no
consequence during the test mode. It might be possible tiiatféop drives some combi-
national logic on another die through an existing signal Ti&\éuch a case, an additional
dedicated scan TSV is not required, and the existing sig8&l dan be reused. A careful
choice of scan ordering can make use of several existingkigVs, thereby reducing the
overall scan chain wirelength, without suffering the pgnaf inserting a large TSV into

the layout. An example of signal-TSV reuse is shown in Figure

Combinational

Logic --{SE
clk
...... Die o B
Boundary Existing
Signal TSV

..D Q

--1{SI

--{SE

clk

Figure 4: Re-use of existing signal TSVs for scan chain

2.1.3 Broken Scan Chains

Once a 3D scan chain is inserted into the design, it is usddglpost-bond test, and its
scan-in and scan-out pins are accessed through solder bttopever, if pre-bond test is
to be performed, the scan chains on each die are broken inimaer of fragments, and
cannot be used as-is. It is not feasible to probe all theggrfeats as probe needles are
usually large and their number is quite small. Thus, it bee®mecessary to stitch together

different fragments as shown in Figubeso that the pre-bond test-pin count is reduced.
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This can be achieved using tri-state buffers to stitch togrethe broken fragments, and

enabling them using a pre-bond test signal.

Figure 5: (a) A 3D scan chain, and (b) multiple fragments connectedttoey

2.1.4 Experimental Results

Initially scan cells are inserted into the 2D netlist, ertdaring or after synthesis. Next,
the original netlist is partitioned into as many dies as nexgl) and individual netlists are
obtained for each die. Each die is then placed individuadipgiCadence Encounter to get
initial rough locations of scan flip-flops. Scan chains aentktitched together using the
greedy algorithm discussed earlier. This process intreglaciditional scan TSVs into the
design, and placement is again carried out to accommodate th

The greedy heuristic for scan chain insertion was implestim C++, and a FFT
circuit from [5]] is chosen for analysis. Synthesis was carried out in Syyspsesign
Compiler using NCSUi5nm technology. The design was placed in two dies, and the
number of signal TSVs is chosen to occupy around 20% of thiecedie area. Statistics
about the design used are as follows: the number of gat®® 213, signal TSVs i2953,
and flip-flops is75, 723. The TSV is assumed to have a diamete6émf, with a height of
50pm. The inserted wrapper scan elements occup§% of the total die area, and have a
total stitched wirelength of5054m.

In order to study the impact of the number of scan TSVs on thelength of the design,
three different scan chains are constructed, as shown ile TabSince a 3D scan chain

cannot be constructed without any TSVs, the “scan0” casevwagest TSVs inserted,
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which is the minimum number required. Column 3 shows that evgmout using any
specific algorithm to re-use existing signal TSVs, it is floigsto re-use aroun@% of
the TSVs required for the scan chain. The number of scamdmagments formed per
die is exactly half of the number of TSVs, and Column 4 givesaihmunt of additional
wirelength that is required to stitch all of them togethéoia single chain. With an increase

in the number of fragments, the wirelength required toIstitkem together also increases.

Table 1: Statistics for different scan chain configurations.

Name |No. TSVS #TSV reusedStitch WL (um)

scan0 2 0 4.75
scan100 100 2 26595
scan200 200 4 34296

The impact of the scan chain TSV count on the scan wirelenglhitee total wirelength

of the 3D design is plotted in FiguBfa). First, it is observed that an increase in the number
of scan TSVs always helps reduce the scan wirelength. Honastding more scan TSVs
does not always reduce the signal and total wirelength. Bsyocertain point they start
to worsen. The initial improvement is achieved becausedivei scan wirelength reduces
the routing congestion. With a further increase in the nunab@ SVs, either the die area
or standard cell density increases. If the die area incsgdise average distance between
gates increases, increasing the overall wirelength. Arease in the cell density increases

routing congestion, and hence wirelength.

1.01
1.00 -
0.99 -
0.98 -
0.97 -
0.96 -
0.95 -
0.94 -
0.93 -

M Scan WL

m Signal WL
Total WL

scan0 scanl100 scan200

Figure 6: The impact of scan configuration on wirelength
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2.2 Transistion-delay-fault Testing for 3D 1Cswith | R-drop Study

One of the reasons 3D ICs are being explored is because they@aeted to be faster than
2D ICs. Therefore, it becomes essential to test them at tked fahctional frequency, and
make sure that they work. While there exists literature tbppserts transition delay fault
testing of 2D SoCs41, 7], no prior work has looked at transition delay fault testfiog
3D ICs. This section first presents a DfT architecture thapetp transition delay fault
testing of 3D ICs. It supports both pre-bond and post-bontksttian testing. In addition,
it supports transition testing of TSVs after bonding.

In a 3D IC, only one die has C4 bumps, and all other dies have rctdiest access.
During pre-bond test of these dies, no wire bond pads exidtitdbecomes necessary to add
large probe pads into the layout to facilitate probe neamleitdown, as shown in Figuie
This section discusses how these probe pads can be addédarayout, and how they fit

into the transition delay fault test architecture.

Q Q Q<—c4 Bumps

Die 0

| _Signal
TSV

TSV landing
Mulu = :\ML R [} e

+ Probe Pad

Die 1

Figure 7: The Structure of a 3D Integrated Circuit

Finally, since transition test is carried out at the ratedjfrency of the chip, excessive
voltage drop (IR-drop) may occur. This is because test patfeneration tools aim to test
as many faults as possible with each pattern, leading te laogions of the chip switching
at the same time. This section also discusses creating ar peireery network (PDN)
that can support transition test, including the additiorpoiver/ground probe pads, and

techniques to mitigate IR-drop.
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2.2.1 Transition-delay-fault Architecture

The application of a transition fault vector to a circuit uggs two cycles. The first cycle
triggers a transition (launch) at the location to be tested,the second cycle (capture) cap-
tures the response to this transition. The IEEE 1500 Wrappendary Registers (WBR)
specified in #4], cannot directly be used as it only supports the applicatica single bit to

a primary input, while two bits are required to launch a triams. Instead, a three flip flop
IEEE 1500 WBR specified imfl] is used. Such a register is shown in Fig8rd his figure
also explains abbreviations that will be used in the remeaind this section. Each flip flop
is sensitive to a different combination of IEEE 1500 consiginals, which are indicated
above the clock. To apply a transition test, one bit is scdnm each of the SC and ST

flip-flops, and applied sequentially through the Updatestegi

CTO

CFI 1
’\ CFO
0,
B D D Q) D QF Hold
Enable
Scanl 5‘\5 §1' /U\
Enable O
IEEE 1500 WBR
CTI

Figure 8: An IEEE 1500 Wrapper Boundary Register capable of launchingresition on
CFO. The abbreviations used are S-shiftWR, C-captureWR, T-gaf&t, U-updateWR

The overall transition fault DfT architecture is shown ig&ie9. This figure is sim-
plified for illustration, and only the data path and a seradrschain is shown. Parallel
testing is essentially the same idea, but with a larger numbgcan chains. Each TSV is
equipped with a WBR, so that values can be scanned into it duestig®nce the values are
scanned in, the launch and capture clocks are applied, angsponses are scanned out.
Each die is tested independently of the other, during balptke-bond and post-bond tests.
Each unwrapped die is equipped with an internal bypass,a&dlik internal scan chains

can be bypassed, if desired. In order to transport data tdrandthe top die, the bottom
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die is equipped with a multiplexer (elevator enable) tocedlee data from the top die. The

various control signals are generated by the IEEE 1149.1cdox®oller.

IEEE 1500 Die Wrapper
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Unwrapped Die
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Figure 9: The DIT Architecture for Transition Delay Fault Testing dd 3Cs, showing
only the data path and serial operation

This architecture is similar to that presented44][ but with a few notable differences.
The first one is that a transition fault capable WBR is used. Eleersd is that this system
has to support the transfer operation, in order to transis detween the SC and ST
registers. Therefore, an extra transfer signal is to beetbbetween the dies. However,
the IEEE 1149.1 TAP controller does not natively supportapplication of delay tests,
and two approaches to modify it exist in the literature. Tihst fone uses the exitl-DR,
exit2-DR and pause-DR states of the IEEE 1149.1 FSM to genegpdate, transfer and
capture signals, while in delay test modd]} The second approach utilizes an additional
TMS bit to change the state from update-DR to capture-DRiwdlsingle clock cycleT].

The first approach is used, because additional package rgnsédesirable.

15



TSVs also need to be tested at-speed in a 3D IC. For stuckiatdating, TSV testing
is trivial. Each TSV has a WBR on either side, and TSVs can beddsy placing both
dies in their respective extest modes. However, for tremmstesting, the time between the
launch and capture pulses has to be of the order of the TSY.délas is a few tens of
picoseconds, and it is unreasonable to assume that the céwcke applied with such a
high speed.

This section presents an alternate approach to test the af&fsthe dies have been
bonded. Consider FiguE)a). This represents the post-bond testing of the top di, avi
transition launched from the WBR on the top die. FigLi@g) shows the identical transi-
tion on the top die, but launched from the WBR on the bottom dlas Transition would
also occur on the TSV, and would hence test the TSV also. Tipses that a test vector
generated for the top die, but launched from the bottom dikealgo test TSVs. If, after
bonding, the testing of the top die is performed exclusiteipugh the WBRs of the bot-
tom die, no additional patterns will be required, and all B®étween the top and bottom

die will be tested.

Bottom Die (Die 0) |3

“op Die (Bie 1) g

Bottom Die (Die 0) |

(b)

Figure 10: (a) A 0 to 1 Transition launched from WBR on Top Die (no TSV teg}ir{b)
An equivalent 0 to 1 Transition launched from WBR on Bottom Di&ifW SV testing)

In order to support TSV test, an additional mode of operatian configures the WBRs
as shown in Figurd0is required, which is called TSVtest. The default modes e

by [44] are serial/parallel , pre-bond/post-bond, intest/ekbgpass and turn/elevator. If
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a die is placed into TSVtest, all WBRs facing the bottom die arderneansparent. TSV
testing can then be performed by placing the bottom die irtest, and the top die in the
intest TSVtest mode.

Two example modes of operation are shown in Figlite Figurel1ll(a) Shows the
post-bond test of the bottom die. The instruction used i$-posd-intest-serial-turn. Fig-
ure 11(b) shows the post-bond testing of the top die with TSV testreHthe bottom die is
programmed with post-bond-extest-serial-elevator, &edtdop die with post-bond-intest-
serial-turn-TSVtest. The solid red lines show the flow ofadstanned in, and the dashed

blue lines show the data flow to and from the WBRs in the launchacamvindow.

IEEE 1500 Die Wrapper IEEE 1500 Die Wrapper

aaaaaaaaaaaa

a1q dop.

Internal
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~Test TSV
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Figure 11: (a) Post-bond test of bottom die, (b) Post-bond test of tepadih TSV test.
Solid red lines indicate flow of scanned data, and dashedibleindicate flow of data to
and from WBRs in the launch-capture window

2.2.2 Probe-pad Placement and PDN Design

Fine grained probe needles are unlikely to be availableast or another decad&3].
Today'’s probe pads are limited by available technolo$} fo a minimum pitch of35 —
40pum for cantilever probing, andl00um for vertical probing with a minimum pad size

of around25um. As seen from Figur&, not only do these probes occupy significant area
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on the die in which it is placed, any TSVs in the previous diantd be placed in the
same location as the probe pad in order to avoid overlap wgtlanding pad. In addition,
when the probe needle makes contact with the probe pad,atesr@ scrub mark, which
significantly affects its planarity, as shown in Figur2 [27]. Therefore, several layout

implications exist while adding probe pads, and their lmcest need to be chosen carefully.

PROBE MARK

Figure 12: Damage caused to the probe pad after a single probe toucH@&vn

Probe pads can be divided into two categories — signal anempgmund (PG). Signal
probe pads are needed as the top die requires test accass pi@ibond test. Each IEEE
1500 data and control signal needs to be provided with its jpr@be pad. In addition to
these, the die needs to be powered during test. Ideally,RGChSV chosen for touchdown
would have a PG probe pad directly on top of its landing pads Would minimize the
area overhead, as well as provide a low resistance conndotipower delivery. However,
the scrub mark will affect the TSV bonding process, and ferdhke of reliability, a certain
distance has to be maintained between the probe pad and Yh&amding pad. Figurd3
shows such an arrangement. This figure also shows how PG T8¥¢ezated in the layout,
and since they are quite large, how the thin PG rails detcwurat them.

This study focuses on circuits that have a regular power amaihgl TSV placement as
shown in Figurel4(a). Since the power and ground TSVs form a regular arraysplaee
in between them are candidate locations for probe pads. EBGignal probe pads can be
placed in a subset of these candidate locations. An exaspleoiwn in Figurd4(b). Two
choices exist when connecting a power probe pad to a power-T&W¥er a horizontal or a

vertical configuration. This figure also shows two signalgrpads. To simplify the design
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(a) probe pads and TSVs (b) P/GTSV with P/G wires (c) signal TSV and P/G wires

Figure 13: Layout images of (a) probe pads and TSVs, (b) P/G TSVs and R/& w
detours, (c) signal TSVs and P/G wires. P/G wires can be domter signal TSVs.

process and reduce the search space, PG probe pads areiplaitedr the horizontal or
the vertical configuration, but not both. Figuté(c) shows how 4 power probe pads are
placed in & x 2 array in a horizontal configuration, and Figur4(d) shows the same for

a vertical configuration.
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Figure 14: (a) Candidate locations for probe pads, (b) Sample horiz@ama vertical
power/ground pads, as well as signal pads, (c) 4 power pratie placed in a %2 hori-
zontal configuration, and (d) in a vertical configuration
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2.2.3 Design and Analysis Flow

The design flow used in this section is shown in Figlige It can be broadly divided
into two categories. The left column represents physicalgie and the right column
represents test related steps. Finally, IR-drop analygisriermed. Each step is explained

individually below.

( Initial 3D Netlists ) ( Pin Constraints )
(_ Scan Insertion ) (" Logic Simulation )
( Wrapper RTL ) ( ATPG )
( Synthesis (_ sTiLParser )
(Probe Pad Insertion) (Pattern Reordering)
( Placement ) ( Testbench )
( Routing ) ( Simulation )

(IR Drop Analysis )

Figure 15: The overall design Flow. Yellow indicates inputs to the floneen boxes are
custom scripts, blue indicates use of Synopsys tools, ahtheeuse of Cadence tools

With respect to physical design, the starting point is atidhBD gate-level verilog
netlist, generated by partitioning a 2D netlist. Synopsgsiin Compiler is then used to
insert as many scan chains per die as required. Custom sttrgstsake this netlist with
scan chains, and generates the RTL for the IEEE 1500 wrappisris then re-synthesized
using Synopsys Design Compiler. Probe pads are then ingattethe layout and treated
as locations where other TSVs cannot be placed. The desitemsplaced and routed
using Cadence Encounter.

The test related steps starts with pin constraints, whiehaay pins that need to be
constrained to a certain logic value during the test modeh(sis reset). Logic simula-

tion is then performed on the bottom die to get the pin comdsan the top die. Using
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this information, automatic test pattern generation (A EJerformed on both dies us-
ing Synopsys Tetramax. The output is STIL files, containiageyn information. These
are parsed, and using the information about the wrappen ardering from the physical
design stage, the bits in the test patterns are reorderedstBench is generated, and sim-
ulated using Synopsys VCS. Using the routed result, and the #f€Denerated from the
testbench, IR-drop analysis is performed as described next.

For 2D IR-drop analysis, as is the case with all pre-bondrtgstxisting tools can
simply be used. However, 3D IR-drop analysis is required tasuee the post-bond voltage
drop. Power simulations are first performed on a per-dieshasing the switching activity
from the VCD file, after annotating each die with TSV parasiticThe DEF files from
both the dies are then combined into a single DEF file, trgatie TSV as a via. This
tricks the tool into believing that it is dealing with a 2D dgs but with a higher number of
metal layers. The power numbers generated earlier can thesda to perform 3D IR-drop

analysis using Cadence Encounter.
2.2.4 Experimental Results

All required scripts were implemented in C++. The designsl@se synthesized using the
nangate 4bm technology library. The TSV diameter is assumed td e , and its height
to be40um. The TSV landing pads size is assumed td be:, and the total TSV cell size
including keep out zone &4um. Power and ground TSVs are placed in a regular fashion,
with a pitch of 130um. The TSV resistance, including contact resistance is densd
to be50mS). The probe pads are assumed to have a siz®f. x 40um, and that the
minimum pitch is100um.

Figure16 shows a sample testing waveform of a design with four scamsh®uring
capture, the responses from the circuit are stored into the=§ister, and the value of ST
is don't care. Only the first vector scanned out exhibits tlue’t care, and all subsequent

vectors have a junk value in the ST register. Sample layaetstaown in Figurel7.
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Figure 16: A sample waveform obtained during testing, designed withi &zan chains
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Figure 17: GDSIl images. (a) A close up of a TSV and its WBR, (b) IEEE 1500rtrest
tion Register Chain, (c) zoom out shot of the top metal layeheftop die, showing TSV
landing pads and probe pads

Two designs are picked from the OpenCores benchmark suitergtemented in two
dies. Design statistics are shown in TaBl& his table splits up the statistics on a die by die
basis. The top die does not have any TSVs, and hence thatypartentry is blank. This
table also reports the results of ATPG for both stuck-att$aass well as transition faults.

In all the following experiments, each die is assumed to laeescan chains. Since
the power consumption of stuck at tests can be controlleceyaing the frequency, all
power numbers and IR-drop results focus on transition tésts.transition test vectors are
picked from each die, and used as representative vectoeste$hvectors of the bottom die
are prefixed with “BD” , and those of the top die with “TD”. Sind&PG runs in a greedy

fashion, the first few vectors test a larger number of faudis\gector than later vectors.
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Table 2: Design Statistics for two designs, split by die.

Jpeg FFT

Bottom Die| Top Die| Bottom Die| Top Die
Gate Count 214,641 197,187 328,512 |296,929
# Scan F.F 15,828 | 22,219 87,681 | 78,503
# Signal TSV 2,164 - 2,879 -
S-A Coverage (%) 99.77 99.61 99.99 99.99
S-A Patterns 2012 2217 12180 11610
Tr Coverage (%) 98.93 97.74 99.92 99.90
Tr Patterns 3892 5200 61,798 | 55,656

Therefore, choosing five vectors at random out of the first gewerated gives patterns
with high switching activity. Since only a single die at a éns tested in the following
experiments, the clocks to all the scan flip flops of the dieb®ibg tested are gated off,

which helps reduce power consumption.
2.2.4.1 Overhead Study

This section discusses the overhead involved in adding2BE& [1500 wrappers to different
designs. The overhead is computed with respect to wirdleggte count, area, and power,

and plotted in Figurd.8.
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Figure 18: Various overheads involved in adding wrappers for (a) FFT (@) Jpeg

From this graph, it is observed that there is aroun@% increase in gate area for jpeg,
but this reduces t6% in the case of FFT. This is because FFT has a smaller TSV to gate
ratio. For both designs, the wirelength and gate count asardy less thabo. In addition,

only a small increase in the power consumption is observédin circuits. This because
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the test related elements do not switch during the normabdipa, and any power increase

comes only from the small increase in the wirelength.
2.2.4.2 Test Time Study

This section discusses the change in test time for diffeesttypes and test configurations.

A summary of results is shown in Tale

Table 3: Post-bond test time results. All test times are in cycles

Stuck-at test Transition test
Design Die | [44] |This Work|% Inc.|{w/o TSV|with TSV|% Inc.
(x108)| (x106) (x108) | (x106)

Bot.| 220.6| 227.6 | 3.17 | 1155.0 -
Top| 189.0| 195.7 | 3.53| 938.2 | 1002.0 | 6.83
Bot.| 7.2 8.1 12.02, 15.7 -
Top| 10.8 11.8 8.87 | 27.6 321 |16.29

FFT

Jpeg

The test time is reported for post-bond test only, as the rmurobvectors is identical in
the pre-bond case. The third and fourth column refers todsietime obtained by running
stuck at tests only. The test times are compared agaldstWhich implements a stuck-
at architecture only. Since the proposed architecture hasohe additional flip-flop per
WBR, the test time is expected to increase. It is observed tlstitrease reduces with an
increase in the circuit size. Columns 6 and 7 compare tesstohthe top die, when tested
through its own WBR, as opposed to through that of the bottom™és corresponds to
testing of the top die without, and with TSV test. Since theelacase has a longer chain
length, the test time increases. Again, this increase isrgbd to be proportional to the
circuit size. If this increase is found to be unacceptalble WBR chain in the top die can

be bypassed, incurring some additional area and wirelerggits due to extra multiplexers.
2.2.4.3 Power Study

This section evaluates the change in power consumption fr@abond to post-bond test,
as well as across different test patterns. In the case obthdie, post-bond without and

with TSV test is also compared. These results are plottedyur&19.
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Figure 19: Total Power comparison among (1) pre-bond, (2) post-bomidont TSV test,
and (3) post-bond with TSV test under five different test gesct

The total power consumed in each case is split into the darion by each die. From
these graphs, it is observed that the power consumed byiayaridie changes very little
when moving from pre-bond to post-bond test. However, tlineodie consumes some
additional power due to leakage and switching in the tesudiy, leading to an increase
in the overall power. Furthermore, when the top die is test@dnjunction with TSVs, the
power consumed by both dies increase, compared to the case T8Vs are not tested.

This is because the logic driving TSVs in each die now consumare power.
2.2.4.4 Pre-bond IR-drop

Here, the impact of different configurations of power probdgon the voltage drop during
the pre-bond test is studied. Since the bottom die receimwsipfrom solder bumps, it is of
no interest in this study, and hence results focus on theitoprdy. As mentioned earlier,
the probe pads are placed in a regular grid like fashion,ferdnt pitches, and different

configurations. The results are shown in Fig2oe
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Figure 20: Pre-bond IR-drop under different probe pad configuratiomnktest vectors for
FFT (a, b, ¢) and Jpeg (d, e)

As expected, the IR-drop goes down if the pitch of probe padtogm. It is interesting
to note that the vertical configuration almost always odtpgers the horizontal configura-
tion. This is because the standard cells receive power fromzdntal metal stripes, and
placing pads in a horizontal configuration would simply méaat the same stripes get
power at two locations. However, in the vertical configuwmatimore of these stripes will
get a direct connection to power, and hence the IR-drop reduce

As observed for thé x 2 configuration of probe pads of the circuit jpeg, the IR-drop
can be quite high. One obvious solution would be to go backTtiB@®, and constrain the
power budget. This would increase the total number of veci@nd hence the test time.
Instead, this project investigates whether any improvenmetime IR-drop can be achieved
by cleverly placing probe pads. A manually optimized confagion, along with IR-drop
maps are shown in Figu4. Therefore, a careful choice of probe pad locations cancedu

the IR-drop.
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Figure 21: IR-drop maps before (= a, ¢) and after (= b, d) probe pad opéitiaa.

2.2.4.5 Pre-bond vs. Post-bond IR-drop

This section studies how the voltage drop of a particularati@nges depending on the
stage in the bonding process. These results are plottegurd22. In the case of the top
die, the lowest pre-bond voltage drop achieved among afliblesscombinations is plotted.
Not surprisingly, the post-bond IR-drop of the top die is mimer than the pre-bond
case. This is because in the post-bond case, the top dieesqmwer through TSVs at a
much finer pitch than the probe pads in the pre-bond case. bk imcrease in the power
consumption, when tested with TSVs is not sufficient to causechange in the IR-drop.
It is interesting to note however, that the IR-drop of the dwitdie also reduces slightly
during post-bond test, even though it still receives powa@nfthe same locations, and has a

slightly higher power consumption. This is because duriregaost-bond test of the bottom
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die, the top die consumes very little power, yet attachesntse power grid in parallel to
that of the bottom die. This reduces the equivalent ressstafthe power grid, and hence

the IR-drop is lower.
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Figure 22: Comparison between pre-bond and post-bond IR-drop. (a) Fétigrh die,
(b) FFT, top die, (c) Jpeg bottom die, (d) Jpeg, top die

2.2.4.6 Normal vs. Test Mode

Since transition fault testing aims to switch as many nefgogsible with one vector, the
IR-drop during the test mode is expected to be much higher tth@mR-drop during the

normal mode. The normal mode IR-drop of Jpeg was found ttObél/, and that of FFT

was found to b&mV. When compared with the post-bond numbers from Fi@&et is

clear that test mode has much higher IR-drop.
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2.3 Test-time Estimation for 3D ICs

During early design space exploration, a large number o$iptes partitioning solutions

are evaluated w.r.t. power, performance, area, TSV cotmtTée TSV count includes the
number of signal TSVs, as well as estimates of TSVs for powdvety, clock, thermal,

and test. The number of test-TSVs depend on the test arthige@nd includes TSVs
required for control, as well as those required to pump détast-TSVs are not accounted
for during partition evaluation, downstream design stepy trave insufficient area to add
these TSVs. One such example is shown in Fi@&eavhere floorplanning was carried out
considering only signal TSV count. Insufficient area remmdmadd other TSVs such as
clock, power and test. The only solution is to expand die ,am#ch increases cost, and
reduces yield. To avoid this, test-TSVs need to be accouoteduring the partitioning

process.

T TSV Block
(a) (b)

Figure 23: (a) GDSII screen shot of a single die of a block-level 3D ICZbbm in shot
of the boxed TSV block in (a)

The chosen test architecture determines the number ofatdest-TSVs, while the
number of TSVs required to pump data is variable, and leftaithé design engineer.
Only the latter is of interest, as the former remains consteespective of partition. In the
remainder of this section, test-TSVs refer only to those 38%ed to carry test vectors and
responses, and control test-TSVs can be treated as a sgfixead constant.

If a fixed number of test-TSVSI(SV, ;) are allocated during partitioning, there is the

possibility of overestimating the real total TSV count ofaxtgion. It has been show()

29



that pareto-optimality exists in the test-TSV countlI'§'V, ,,, is the pareto-optimal number
of test-TSVs, any TSVs allocated beyond this will not yielteduction in test time. The

actual number of test-TSVs used during scheduling is giyen b

TSV, = min(T'SV; s, TSV o) )

In area critical designs, wheRSV;, ; is small, it is usually the smaller of the two, so it
serves as a reasonable estimate. Howeveisif; ; is large, and it was used as an estimate
for T'SV;, several candidate partitioning solutions would be ddedrfor having too many
TSVs. Therefore, an accurate estimate/¢fl; ,, is required, and it needs to be quickly
computed to be incorporated into automatic partitioning.

Existing test-scheduling algorithms such 49,[50] focus on determining the test time
given a fixed test-pin and test-TSV constraid]| Using such algorithms to determine
TSV:,, would require repeatedly applying them for different t€Stv constraints, and
finding the point where there is no reduction in test time. Wlidis process will work
if the partition is fixed, it is too slow to be used during eatlgsign space exploration.
In this section, a fast and accurate estimate of the pamgiotal number of test-TSVs
required for a given 3D partition is derived. Since the tesetestimate is meant to be used
during design space exploration, block-level designs ssarmed, where the blocks are all
soft, and top-level interconnect tests are ignored. Tadeddi results, the ILP-based test

scheduling algorithm presented id9 is used to compute test time for a given partition.
2.3.1 Die-level partitioning

Die-level partitioning is studied first, where partitiogirmplies die ordering. While the so-
lution space is small, and exhaustive search methods cdy leasipplied, insights gained

in this section are used to explain block-level partitigniater.
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2.3.1.1 Two-die stack

A two tier die-level stack is the simplest form of a 3D IC, andréhare only two partitions
possible. Furthermore, only two test scheduling optionistezerial or parallel test. In
serial test, each die is tested one at a time, the bottom dreallithe test-pins, and the top
die with all the test-TSVs. In parallel test, the test-pirsdivided between the bottom and
the top die. Three circuits are considered, and shown inr€igd The first circuit is a
homogeneous stack, and the next two are different die-fgaueitions of a heterogeneous

stack. Each die is a circuit taken from the ITC’'02 SOC benchspt5).

cktl ckt2_pl ckt2_p2
(a) (b) (c)

Figure 24: Three different circuits considered for die-level paotiing of a two-die stack.
(&) A homogeneous stack, (b & c) Two different partitions diederogeneous stack. A
larger number implies the die is more complex.

Since the solution space is small, all possible test sciveglaptions are tried, and the
pareto-optimal TSV count for both serial and parallel testabulated in Tabld. Fifty
test-pins are assumed, and the test-TSV count is swept &naibie minimum test time
andT'SV,,,. The parallel schedule offers lower test time, and wouldHiesen by any test
scheduling algorithm. For the homogeneous stack, an egusiloh of test-pins is optimal,
which implies thatl'SV, ,, is half of the number of test-pins, or 25. For the heterogaseo
stack however, it is observed that both partitioning ogigive the same minimum test
time, but7'SV, ,, is different. As expected, the partition with the more coexpdie on top

requires more test-TSVs to obtain minimum test time.
2.3.1.2 Multi-die stack

This section tabulates the test time for a given set of pamstunder fixed test-pin and TSV
constraints, and then uses this information to identifyctheracteristics of the partition that

affects the test time. The different multi-die circuits s@tered are shown in Figugs.
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Table 4: The optimal test times (in cycles) achieved for a two-diewir, along with the
TSV usage at which this optimum time is reached.

Circuit Serial Test Parallel Test
Tmin TSV;‘/,po Tm'm TSW,po
cktl |2,447,767 47 (2,363,730 25
ckt2 p1|1,931,75( 47 1,899,170 19
ckt2 p2|1,940,656 1,899,170 31
p34392
p34392 p34392
ckt3 pl ckt3 p2 ckt3 p3
d695 d695
p34392 p34392
ckt4 pl ckt4 p2 ckt4 _p3

(d)

(e)
Figure 25: Circuits considered for die-level partitioning of multiedstacks. (a - c) three
die stack, (d - f) four die stack. A larger number implies tieid more complex.

TSV constraints can be assigned in two ways. The first methadiform TSV con-
straints which allocates an equal TSV budget to all the dies. Thergkowethod isapering
TSV constraintswhich allocates more TSVs for the lower dies (closer to thekpge), and
less TSVs for the upper dies. The test time is computed usiRgbbsed scheduling. The
test time difference for both types of constraints is stddand tabulated for three and four
dies in Table$ and6, respectively.

Table 5: The test times for die-level partitioning of a three-die 3I) tonsidering both
uniform and tapered TSV constraints.

P TSV Test time (cycles)
me1D2-D1|D3-D2| ckt3.pl | ckt3.p2 | ckt3 p3
50 50 [2,197,0602,197,0602,197,06(
50 | 30 30 |2,252,5353,138,7533,138,753
30 10 |2,252,5353,826,5047,021,398
70 70 |1,541,3081,541,3081,541,308
70 | 30 30 |1,753,7533,138,7533,138,753
30 10 |2,249,0173,826,5047,021,398
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Table 6: The test times for die-level partitioning of a four-die 3D I€nsidering both
uniform and tapered TSV constraints.
P TSV 0z Test time (cycles)
mar '52-D1[D3-D2[D4-D3| cktdpl | ckidp2 | ckit4p3
50 50 50 |2,225,7652,225,7652,225,765
50 | 30 30 30 |2,300,8512,597,7762,597,776
30 20 10 |2,418,4382,971,7867,021,398
70 70 70 |1,561,7511,561,7511,561,751
70 | 30 30 30 [1,802,0682,597,7762,597,776
30 20 10 1,919,6552,971,7867,021,398

It is clear from these tables that, as expected, the testdfragpartition with the most
complex dies closest to the package is least. However, wrdirm TSV constraints, the
test time changes only when the bottom die changes. Any gation of the upper dies
without changing the bottom die does not affect the test.tifethermore, if the pin and
TSV constraints are equal, partitioning has no impact ontésetime. If two partitions
have the same test time when tested with the same number of, iSgllows that they
both also have the samié&sV, ,,,. This implies thafl'SV; ,,, only needs to be updated if the
complexity of the bottom die changes. These results areastticted to these particular

simulation settings, and a formal proof is given below.

Lemma 1. Assume thafl’'SV,,.. is a uniform TSV constraint to test the set of dies
Let D, C D be a subset of the dies tested in parallel within a single tessisn. Let
pa = (p1.--- ,pp,|) be a division of pins within this test session. If two digsand D;,

i # j # 1 are swapped, thep, obtained fronp, by swapping; andp; does not violate

P o andT SV,,... cONstraints.

Proof. The number of TSVs in dié (7'SV}) satisfies

D)
TSV, — Z'%LXZ Do < TSViw V> 1 3)
- m=l

Since the set of die® is known to be tested with,;, Equation 8) is satisfied. It needs to

be proved that this equation is also satisfiedffis tested withp’d. Clearly, the greatest
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term in Equation ) occurs wherk = 2, or at the die immediately above the bottom die.
ThereforeZLﬂQ pm Satisfies th@'SV,,,,. constraint. I1fD’ is tested wittp!,, this sum does

not change, and therefopg also satisfies th&'SV/,,,.. constraint. ]

This lemma proves that if two dies are tested in parallel, thed interchanged in the
stack, they can still be tested in parallel with the samesawi of pins. It does not claim
that the same old division of pins will be optimal for the nearfioning, just that it is

possible without violating TSV and pin constraints.

Lemma 2. If the set of died is tested with a certain test schedule (with uniféfi§iV,, ...
constraints), then any different partitio®’ with the same bottom di®,, can be tested

with the same test schedule.

Proof. A test schedule is merely a series of test sessions with efs¢sd in parallel within

the same test session. Since TSVs are multiplexed betweediffgrent sessions, it is
enough to show that a single test session can be repeatéd ferom the previous lemma,
the test session can be repeated for a different partititim twio dies interchanged. It is
clear thatD’ can be obtained fron» with a series of two die exchanges. TherefbYecan

also be tested with the same test schedule. ]

Again, this lemma does not claim that the same test scheduptimal for the new
partition, but simply that it is possible. Finally, it is pred that the test time is independent

of the partition of upper dies.

Theorem 1. All partitions of a set of died with same bottom di®; have the same test

time under a uniform’’SV,,,,., constraint.

Proof. Let D,; be the set of all partitions oD with the same bottom di#;. Using
identical T'SV,,,, constraints, find the partition with the minimum test timay 9,,.;,,.
Then, from the previous lemma, any other partitiohe D,; can be tested with the same

test schedule ab,,,;,,, and hence also has minimum test time. O
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Tables5 and6 also show that if the number of test pins is equal to the nurobgest
TSVs, then all partitioning results have the same test tifine proof of this follows from

the fact that ifP,,,, = T'SV,..., lemmal holds for interchanging any two dies, including

the bottom die.

2.3.2 Block-level partitioning

Block-level partitioning is the more general case of dieslgvartitioning. This section
studies the change in test time for different partitionsearniiked test-TSV constraints,
derives lower bounds on the test time, and uses these lowadbsdo derive equations for

TSV, »o. This section assumes uniform TSV constraints.

2.3.2.1 Two-die stack

Ckt2 p2 is taken as a starting solution, and modules are movedstire tiers. Each move
results in a new partition. Two types of module moves aregoeréd. The first is moving a
module from one die to another, and the other is swapping tadubes from different dies.
A total of 1000 moves are performed, and test schedulingrigecbout for each partition

assuming 50 test-pins and different TSV constraints. Theltgare plotted in Figur26.

Test Time ( x10°cycles )

0 200 400 600 800 1000
Move

Figure 26: The variation in test time observed for a two-die stack stgmvith ckt2 p2 and

performing 1000 different random moves. 50 test-pins aniff@dnt test-TSV constraints
are assumed.
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As observed in the previous section, if the test-TSV comdtia high enough, all par-
titions have similar test time. With lower test-TSV constta (= 20), it is observed that a
significant number of partitions have much higher test timdicating that theifI'SV; ,,,
is higher. There are also partitions, however (Moves 650)8Bat have close to the min-
imum test time, indicating that thefrSV; ,, is close to 20. These results are explained on

the basis of the lower bounds derived below.

Lower bound on test time For a modulen, leti,,, o,,, andb,, be the number of input,

output, and bi-directional ports, respectively. Furtiet,p,, be the number of patterns
required to test that module. Lé}, be the number of flip flops in that module. In the
case of hard moduleg,, is simply the sum of the lengths of the internal scan chaihe T
number of stimulustg,,) bits is the sum oft,,, b,,, and f,,, and the number of response

bits (tr,,) is the sum ob,,, b,,, andf,,. The complexity of a module: is then defined as:
Cm = Max(tSy,, try) - pm + min(tsy,, try,) 4)

Note that this is simply the test data volume of that particahodule, neglecting the
one cycle required to run the test. Given a set of modiMeghe complexity of that set
Cy is defined as the sum of the complexities of all its constitweodules i.e.p " _,, cn.
Although similar to the ITC'02 45] definition of complexity, this formulation is linear.
This implies that irrespective of any partition of the maekil/ into M; and M,, the sum
of Cyy, andC)y, will always result inC'y,.

Given a set of modules/ and P pins with which to test them, a lower bound on the
test time of a 2D design based on the amount of data that nedmsgumped into it was

given by [L7], and can be re-written as:

| M| M.
min(tr,,, tSm11) |M|

LBsp(M, P) Z LP/2 mz1 WA +min p, (5)

Let M;p be the set of all modules in the 3D stack/; is the set of modules in the

bottom die, and/, the set of modules in the top die. Lét3,, denote the lower bound
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of the test time of the set of modulég;. First, the lower bounds induced by both TSV
and pin constraints are considered. It is assumeditfdf,,.. <= P,..., as any additional
TSVs will simply be wasted. The maximum test-pins availdbléhe bottom and top dies
areP,,,. andT'SV,,.., respectively. Therefore, a partition-dependant lowemubis given
by:

LBge, = max{LBp(Mi, Paz), LBap(Ma, T'SVines)} (6)
This lower bound can be improved by considering that evergutein the 3D stack can
be tested with no more than,,.. pins. Such a lower bound is partition independent, and is
given by:

LBindgep = LBop(Msp, Pray) (7)

This lower bound holds irrespective of the partition or ti&VTcount. The overall lower
bound is then given by the maximum of the partition indepah@ad dependent lower

bounds, and it can be reduced to:
LBBD - maX{LBQD(MSDa Pmaa:)a LB2D<M27 TSVmax)} (8)

Once the lower bound is defined, its behaviour w.r.t. changlea partitioning solution
needs to be captured. A partition-dependent metric, theptadity factor (C'F') for a two-
die stack is defined as:

Chr, 1 Ch,

CF= ——2 -1 - —*2
OM1 +CM2 CM1 +CM2

(9)

Varying C'F’ from 0 to 1 captures all types of partitions.CAF" of 0 means that all modules
are in the top die, and@F of 1 means that all modules are in the bottom die. There exists

aC'F beyond which the lower bound becomes constant, as proved/bel

Theorem 2. LByp(Ms, T'SV,,4,) decreases with increasing ', and intersectd. B, g,

for all values ofT'SV,,00 < Praz-

Proof. The first statement is trivial. I€'F’ increases, it implies that,,, reduces, and this

will reduce the lower bound oi/,. Next, whenC'F = 0, all the modules are in Die 2,
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Mtop becomeg\/ng. SinceTSVm,w < Pz LBQD(MgD, TSVmaa;) > LBQD(M3D, Pmaaj).
WhenCF = 1, the top die is empty with lower bound zero, and therefdrB; (M,
, TSVinaz) < LBingep- This shows that somewhere in between a CF of 0 and 1, they

intersect. ]

To calculate the value of this threshold, a linear approtionaof Equation 8) is de-
veloped. It is assumed that the scan unload and scan loadccésgive modules are not
overlapped. In addition, the third term in Equatid) (s neglected, as it is small when

compared with the first. EquatioB)(can then be approximated as:

The lower bound then becomes

CMF C]V[2
LB;, =2 - max (sz , TSVmaw) (11)

The threshold complexity factor is the complexity factorambboth terms are equal,

and beyond which test time does not change. It is given by

TSViaa

max

CFth — 1 - (12)

Note that this threshold value only depends on the TSV andagmstraints and not on the
actual design or partition.
With these simplifications, the approximate lower bound loe 3D test time can be

written as

(1= CF)/TSVipaw 0<CF <CFy,
LB, = 2Ch,, % (13)

1/Pas CF, <(CF<1

This gives a linear model for the lower bound, with both deslgpendant and independent
terms. The shape of the lower bound curve is independensgjrieand it is simply shifted

up or down depending on the particular design. This lineadehgives a way to predict the
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lower bounds on the test time without having any real partithnformation. The converse
of Equation {2) can be used to find out the pareto-optimal number of TSVs fgiven

partition. Given a partitior” with complexity factorC' Fp, 'SV, ,,, can be written as:

TSV, po = Pras % (1 — CFp) (14)

This equation essentially finds the TSV count for which tl@gition is at the threshold
complexity factor. Increasing the TSV count beyond thisieamplies that the first term in

Equation (1) is greater than the second term, and since it is a conskentest time does

not reduce. This is the definition GiSV, ;.

Testtime vs. lower bound This section plots the test time versus {h&, to observe how
different partitions affect the test time. In addition, tqgroximate lower bound is plotted

on the same scale to investigate how the test time curve aespathe lower bound curve,

and is shown in Figurg?.

" ——TSV=20 ——TSV=25
=~ 40 5 | ——TSV=30——T8V=50
Q
g 35 %~ Approximate lower bound
8 3.0 Test time
<
o 25
=
t 20
S SV aemaw
)

F 15

00 02 04 06 08 10
Complexity Factor

Figure 27: Comparison between the measured test time and approximete bound of
test time (= Equatiod3) for a 2 die stack. The number of test pins is 50.

As expected, the test time curve follows the general shapleeolower bound, but is
shifted upwards by some amount. Most importantly, the tiwlescomplexity factoC' Fy,

for both the test time and the lower bounds is similar. Thaeefthe lower bound gives

39



the designer a very good estimate of what the shape of thértesicurve is. Therefore,

TSV: o is well estimated by Equatiori4).

2.3.2.2 Multi-die stack

Similar to the experiment done with two dies, ckid is used as the initial design. Then,
1000 random moves are made and the variation in test timessreeéd. Although the
moves random, specific kinds of moves are made. Thelfifsinoves are performed only
between Die 1 and Die 2. The nekt3 are only between Die 1 and Die 3. The third and
final 1/3 is made between Die 2 and Die 3. The test time is computed uisigvith a
test-pin constraint of 50 and 2 different uniform TSV coastts and the results obtained

are plotted in Figur@8.
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Figure 28: Variation in test time observed while performing 1000 ramdooves, starting

with ckt3 pl. The test time is computed assuming 50 test-pins, andiéefit uniform
TSV constraints (20 vs 50 per-die).

From these results, it is again observed that if sufficierivg &re available, the test
time does not vary much, indicating that all partitions havdeast7'SV,,, TSVs. If,
however, sufficient TSVs are not available, there is sigaificvariation in the test time.
Most interestingly however, similar to the die-level paéotiing, moves between the upper

dies do not change the test time. These results are explam#t basis of lower bounds

on test time, as described next.
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Lower bound on test time This section generalizes the results obtained for the t@ro-t

case. The lower bound on the top die can be written as:

LBy, = LBap(Mp), T'SVinaz ) (15)
For the dig/D| — 1, the lower bound can be written as
LBy, -, = LBap(Mpj-1, T'SVyaw, D -1) (16)

Now, all the modules in the upper two dies can be tested with@gt7'SV,,q. |p|—1

TSVs. Therefore
LBy p-s = LBap(M|p| U Mp|—1, T'SVinas,|p|-1) 17)

The true lower bound on the test time of the upper two diesnigplyi the maximum
of Equations 15), (16), and (L7). Similar lower bounds on all dies can be obtained by
inductively working backwards from the top die. The loweuhd of test time to test all

upper tiers can then be written as

LBp p, = &%x{LBgD(u'JZLMj, TSViari)} (18)

This is the time to test the upper die withS'V,,,., o] TSVS, the upper two dies with

T'SViaz,p)—1 @and so on. The test time of the entire 3D stack can than be given
LBgD = HlaX(LBgD,DI, LBQD(MgD, Pma:p)) (19)

This is a general equation, for arbitrary TSV constraintswigver, for the special case

when all the TSV constraints are equal, §8YV/,..., this can be reduced to
LBSD,eq - maX(LB2D(UL‘Z‘2ML'7 TSVmaz)7 LB2D(M3D7 Pmax)) (20)

Approximate formulae can then be obtained by linearisation

D 2 ZLD:L Cr; 2 Chgyy } 1)

LB, =
3D e {I?gx TSVmam,i 7 Pmaac
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If uniform TSV constraints, say'SV,,..., are assumed, then this reduces to

2.3 Py 2.
Z]—Z M; 2 CM:SD (22)

/ —
Fap g = max { TSViar " Ponas
This shows that the lower bound is independent of the pamtibif the upper dies. For

uniform TSV constraints, a complexity factor can be defined a

1D Cr
_ G 2= Oy (23)
C]WgD TSVma:L‘

CF

Note that thisC'F' has a slightly different meaning from that of the two-dieecadere,

if CF =1, then all modules are in the bottom die as usual, bttFaof 0 simply means
that no modules exist in the bottom die. With this definitidrCaF, the definitions of the

threshold complexity factot’ Fy,, andT'SV; ,, are identical to the two-die case.

Testtime vs. lower bound The test time vs CF for a four-die circuit is plotted by stagtin
with ckt4 p1, and performing 1000 different moves. The test-pin cairgtis assumed to
be 100, and a uniform TSV constraint is assumed. The TSV ntsrdre chosen such
that the TSV-to-pin ratio is the same as that of the two-dsecarhis would imply that
the shape of the approximate lower bounds is exactly the shuteghe curve will have
a different magnitude. The purpose of this is to demonsttaedifferent circuits tested
under the same TSV-to-pin ratio indeed have similar tes¢ turves. This is plotted in
Figure29.

As observed from this figure, the slope of the test time cus/evall as the threshold
complexity values are dependent only on the TSV and pin caings, and not on the circuit
being tested. This implies that Equatidi) gives us a good estimate 65V, ,,,, even for

more than two tiers.
2.3.3 Case Studies

In this section, benchmark circuits are chosen from the IVOBenchmark suite, and

the developed theory is applied to it. Two circuits are chosed details are tabulated in
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Figure 29: Comparison between the measured test time and approximatebound for
a four-die stack. The test pin constraint is assumed to be 100

Table7. ATPG for each module is performed using Synopsys Tetraarakthis table lists
the average and standard deviation of test data volume (BBWhg all modules. Uniform
TSV constraints are assumed in all experiments involvingentiman two dies.

Table 7: Details of benchmark circuits used, showing the averagestardtiard deviation
of the test data volume among all modules.

Circuit |#Modules Average TDV Std.Dev TDV|
b19 57 141,489 168,833
desperf 51 18,820 18,857

2.3.3.1 Test time variation

The objective of this experiment is to confirm that differpattitions with the same bottom
die have similar test time. This will justify the definitioh@mplexity factor, which in turn
translates to a more accurdté'V, ,,. Four die implementations of the two benchmarks are
taken as the baseline, and 500 moves that change the cotpméxhe bottom die are
performed. Next, an additional 500 moves that change theplsxity of the upper dies,
but maintain the bottom die constant are performed. Thetran observed for each type
of move is plotted in Figur80. The variation is computed d$,... — tmin)/tmin, Where
tmae @Ndt,,;, are the maximum and minimum test times respectively.

It is observed that moves involving the bottom die have $icgmtly higher variation
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Figure 30: Comparison of the variation in test time observed betweenesawolving
the bottom die (= D1 moves), and all other moves. The numbrerseported for four-die
implementations of (a,b) b19, (c,d) dpsrf.

when compared with moves that do not, validating the assomgpimade. It is also ob-
served that if the test-TSV constraint is increased, the&tran in the moves involving
the bottom die decreases. This is because with increase@3®&sconstraints, a greater

fraction of all possible partitions already m&et'V; ,,,.
2.3.3.2 Threshold complexity factor prediction

Correct prediction o’ Fy;, is important, as it directly translates in to the correctgon
of 'SV, ,,.. Theoretically, it is computed by Equatiohd). This section validates the fact
that C'F};, is independent of design and only depends on the ratio batW8& and pin
constraints.

The experimental’ F};, is computed as follows. One thousand partitions of a design a
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taken, and thé€’ F' and test time of each one is computed. Bins are created wipece
C'F, with a bin size 00).005. For each bin, the average test time of all the partitions@us
ILP) that lie within that bin is computed. The threshdld’ is computed as the first bin for
which the test time is within0% of the minimum test time observed for that particular pin
and TSV constraint.

The theoretical and experimental results observed aréedlot Figure31. Different
TSV and pin constraints that lead to the sa@g;, are considered. In addition, both
two and four die implementations of both designs are plotius figure shows that the
theoretical formula does indeed give results close to thee@mentally observed ones,

which means that'F};,, and equivalently'SV, ,,,, can be quickly and accurately estimated.
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Figure 31: Comparison of theoretical and experimental threshold ceriiyl factors un-
der various TSV and pin constraints. (a,b) Two-die stackl)(€our-die stack.
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2.3.3.3 Over-design reduction

In this experiment'SV, ,, is computed during a simulated partitioning process, asd it
variation is observed. The partitioning process is sinedaldty taking an initial circuit,
and performing 1000 different random moves on it. The resafé plotted assuming 50

test-pins in Figur82.
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Figure 32: The variation inT'SV; ,, observed while performing 1000 different random
moves, assuming 50 test-pins. (a) b19 two-dies, (b) b19das, (c) degerf two-dies
and (d) degerf four-dies.

From this figure, it is observed that if a fixed TSV constramtised, then there is the
possibility of over-design depending on what that constriai If it is quite low (e.g., 10),
then thel'SV, ,, is always greater than this, and no resources are wastedwkver the
fixed TSV constraint is high (e.g., 40), then the actual nundfer SVs required can be
much lesser than this, and correct predictiorf'6fV; ,, helps eliminate resource wastage.
It is also observed that increasing the number of tiers as®s/'SV; ,,. This is expected,

as more tiers require more TSVs to test them with minimumties.
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24 Summary

This chapter presented various techniques for desigte&tifor TSV-based 3D ICs, which
is one of the last challenges facing their adoption. Firdechnique to create 3D scan
chains was developed. Unlike previous approaches, thisigge is pre-bond testable.
The impact of the number of scan TSVs on the scan wirelengshalem presented.

Next, an architecture for transition delay fault testing3&f ICs was presented. This
architecture supports pre-bond as well as post-bond tekedbgic, as well as post-bond
test of all the TSVs. In addition, since IR-drop is an issudrdytransition testing, tech-
niques to mitigate IR-drop were presented. In addition, mgigrobe pads into the layout
for pre-bond test access was also discussed.

Finally, this chapter presented techniques to quickly armiately estimate the test
time of a given 3D IC partition. This estimate can be usedrdptihe partitioning process

to assess the total number of test-TSVs required by a giveitipa.

a7



CHAPTER Il

PHYSICAL DESIGN FOR BLOCK-LEVEL MONOLITHIC 3D ICS

Since re-designing existing logic, memory and IP blocks3®@rincurs significant design
overhead and cost, 3D ICs will first focus on reusing existiDdcks R9, 61, 31]. These
2D blocks are placed in a 3D space and connected togethey MdWs. However, since
block-level designs have only a few inter-block wires, tHesign style is also a prime
target for TSV-based 3D ICs. A few works have considered afddi@Vs into existing
whitespace blocks at the floorplanning stage. Simultaneaifsring and TSV planning
was carried out ing0], but the authors reported inaccurate 3D half perimeteelength
(HPWL) and timing metrics. An improved algorithm was presenin [61], but the same
inaccurate HPWL metric was used. Results based on an improve2CBBPWL metric
was presented ir8fl], and the most accurate HPWL metric based on subnets waspgdse
in [29]. However, none of these papers compared the quality of émgjine with that of a
commercially available tool, or took the obtained floorlat the way through place and
route to obtain GDSII layouts.

This chapter first presents a 3D floorplanning framework ihaapable of handling
monolithic 3D ICs as well as TSV-based 3D ICs. The quality offtberplanning results
are validated against a commercial tool. It is shown thaanew coarse-grained block-level
designs, monolithic 3D can lead to better designs than in-B&¢éd 3D. Next, due to the
fabrication process, some tiers suffer from degraded padace. This chapter models this
performance degradation, and provides a floorplanningniqok to make designs more

resilient to it.
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3.1 3D Floorplanning with Monalithic I nter-tier Vias

3.1.1 Problem Formulation and Overview

A general form of the 3D floorplanning problem can be statddlésvs: Given the number
of desired tiers, and a set of blocks along with their comesiing widths and heights,
determine théz, y, z) locations of each of the blocks and all MIVs/TSVs.

The overall design flow, assuming hard blocks (i.e., haveafaspect ratio) is shown
in Figure33. Floorplanning is performed to determine the location bfred blocks assum-
ing the pins are placed at the center. Once the locationd tifeablocks are determined,
blocks are updated with the locations of the pins, and a mefeme step (i.e., PFPR) is per-
formed out to further minimize wirelength. Note that thisimement is unnecessary for
soft blocks, as the pin locations are determined based diottrplanning result. Different
via planning engines are used depending on whether TSVs ¥s Méed to be inserted.
Finally, separate verilog and DEF files are created for eatier with the corresponding
connectivity information and location of blocks and TSV#¥d, respectively. Each of the

above steps are further explained in following subsections

Center-to-Center based

Annealing L
L Create Verilog and DEF files
‘ Update with pin locations ‘ with pins
‘ Annealing based refinement ‘ ‘ Route with Encounter
Extract MIV location and
Yes connectivity
No \
‘ TSV planning Create Verllog/I?EF file for
each die

ﬂExisting work ﬂCustom program mCadence Encounter

Figure 33: The design flow to obtain a 3D floorplan, assuming hard blocks.
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3.1.2 Floorplanning Engine

This step takes the description of all the blocks as well aztmnnectivity information and
generates an output floorplan that minimizes a certain ewsition. This cost function
is different for TSV-based and monolithic 3D ICs. A simulatathealing engine similar
to [29] is used, which maintains a separate sequence pair for @achTthe following
different moves are performed during the annealing proodgschange aspect ratio of a
block (or rotate in case of hard blocks), (2) swap two blocksiiher the positive sequence,
negative sequence, or both, and (3) move or swap two blodlseba a pair of dies/tiers.
In TSV-based 3D, the number of TSVs need to be limited as thei eccupy signifi-

cant silicon area. Hence, the TSV-based 3D cost functioivengs follows
CTSV =aWlLlL + ﬁA + "YNTSV (24)

In the above equatior)/ L represents the inter-block wirelength, represents the chip
area, andVrgy represents the number of TSVs. Since the MIV size is nedégibmono-
lithic 3D, the floorplanner doesn’t need to artificially caoittheir count. The monolithic

3D cost function is given as follows
Curv =a'WL+ (A (25)

Now, in a given block-level netlist, not all the nets are tigcritical. More effort should
be spent minimizing the nets that are the most critical, @tetkpense of non-critical nets.
A histogram of the longest path delays (LPD) through eadaribtock net for a benchmark
are shown in Figur&4.

From this figure, it is observed that this distribution fel® something resembling a
Gaussian curve for the nets with LPD greater thaddns. There are very few nets that
are the most critical, and the most effort should be speiigrio minimize their length.
Weighting each net by the LPD through it makes the floorplatimeng aware.

In case of soft blocks, the pin locations are determined #fterplanning, and mea-

suring the wirelength from the center of the block is adegugtowever, for hard blocks,

50



800 A
600 N
1)
)
Z 400_
+* . S
200 Eﬂ
0 3 Eﬂl ; IV ; . ; . ,.N«»NBSE
0.0 0.1 0.2 0.3 0.4 0.5

Longest Path Delay Through Net (ns)

Figure 34: Histogram of the longest path delay through inter-blocls rméta benchmark.

considering the pin locations of the blocks during floorplagy will require an extra step to
compute the physical location of all block-pins. Since thenber of block-pins are quite
large, this will lead to large runtime overhead. Insteadpat{iloorplanning refinement
(PFPR) step is proposed to consider block-pin locations threblock locations have been

determined.
3.1.3 Post-Floorplan Refinement (PFPR)

After determining the relative locations of all the blocksich block is assumed to have
a random orientation, and updated with its block-pin lanai Each block has 8 possi-
ble orientations(°, 90°, 180°, 270°, and their flipped counterparts. Without changing the
relative locations of the blocks in the floorplan, each bloek only have four possible
orientations. For example, if the pins are in the center olfoaky 0°, 180° or 90°, 270°
and their flipped counterparts are all the same. Howevehgifpins are placed along the
periphery each of the above four orientations gives a diffewirelength result. The ob-
jective of this step is to determine the orientation of edclcsuch that the wirelength is
minimized. Simulated annealing is used for this purposerevthe only operation allowed
is to change block orientation. The block orientation caly @ changed among the al-
lowed four scenarios. No sequence pair is necessary, asldtwe locations of blocks do
not change. Furthermore, wirelength computation can be dwrementally, as only one

block is changed at a time.
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3.1.4 MIV Planning Algorithm

Once the 3D floorplanning result is obtained, TSVs or MIVscheebe inserted into the
whitespace between blocks. Since TSVs are big (aréund to 10um), and there may
not be enough whitespace in the dies, a whitespace mangulstep is required. TSV
planners exist, and this project uses the planner fra@hthat constructs a 3D rectilinear
Steiner tree (RST) from a 2D rectilinear Steiner minimum {e&MT). It then moves
TSVs to nearby whitespace based on a network-flow formulatibthere is insufficient
whitespace, it also inserts whitespace between blockseatdst of increased area.
However, in the case of monolithic 3D, MIVs are very smalb{amd70nm), and it can

be assumed that there is always whitespace available foriNd&ttion. Since MIVs are
also the same size as local vias, existing obstacle avordugrs can be used to perform
MIV insertion. Commercial tools, such as the 2D IC router in &zt SOC Encounter
can therefore be used. However, it is limited handling to Eiarlayers only. In order to
maximize the number of dies that can be supported, thred lagéais are used to represent
the inter-block nets of a tier. For example, if a block is ert2, metal layer 4 is used to
place block-pins, and metal layers 5 and 6 are used to regreser-block routing on that
tier. Vias between metal 6 and 7 represent MIVs between tard3. The choice of the
number of metal layers used is justified because only the-bitek nets are considered
during MIV planning, and they are usually routed in the top 2 metal layers of each tier.
Now, an MIV planning algorithm is presented assuming thattfocks are hard (block pin

locations are known). Next, this is extended for soft-bkck
3.1.4.1 MIV Planning for Hard Blocks

The MIV planning heuristic starts with creating a netlisattitontains the connectivity
information of the pins of all the 3D nets as shown in Lines bfA\lgorithm 2, where
N,; denotes the total number of 3D nets. A DEF file that contaiespthysical location

of every pin of each block is then created, andy; denote ther andy coordinates of
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pin p of block b;, respectively, and’ denotes the metal layer that blotkis assigned to.
In addition, routing blockages for each block are added tmawt for: (1) the fact that
MIVs cannot be placed within the blocks and (2) the interniing of each block (Lines
4-9). Next, verilog and DEF files are fed to SOC Encounterctvinoutes all the 3D nets
simultaneously (Lines 10 and 11). Simultaneous routindl#&@ nets avoids any possible
congestion issues due to the small size of MIVs. The routell Bparsed, and the routing
topology of each net is traced to determine (1) the net thett &V belongs to, and (2)
the block-pin that each MIV connects to (Lines 12 and 13)afynverilog and DEF files

for each tier (Lines 14 and 15) that contain the block/MIVdbens are generated.

Algorithm 2: MIV planning algorithm for hard blocks.
Input : Location of all blocks inB, block orientation, block-pin locations, and
connectivity information
Output: Number, location, and connectivity information of MIVs
for n < 1to N, do
\ add connectivity information into a Verilog file;

end
for i < 1to |B| do

for p + 1to N;, do

| addpin physical locatior{z} ,y; , 1) in the DEF;

end

addrouting blockage fob, on its assigned Iayé?i;
end
readthe above Verilog and DEF files into SOC Encounter;
routethe design and save the routed DEF file;
readthe routed DEF file and reconstruct the routing graphs;
extractcorresponding subnets in each die / tier from the routinghga
createVerilog file for each die/tier with subnet connectivity;
createDEF file for each die/tier with MIV locations;

© 00 N o g b~ W N P

e i o e
g M W N B O

3.1.4.2 MIV Planning for Soft Blocks

In the case of soft blocks, the block pin locations are detegthonly after floorplanning is
finished. These block-pin locations are determined basat@imter-block connectivity,

as well as the locations of any MIVs present. From the disonsm hard blocks, the MIV
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locations depend on the block-pin locations as well. Thasdbkicken and an egg problem,
and an iterative method to determine both the MIV and thekopie locations is presented

in Figure35.

| Block Outlines | MIV Planning |

New MIV Locations |

onverged

Yes
| Final MIV Locations |

| Initial MIV Locations |

| Load Each Tier In Encounter
v
[Determine Block-Pin Locations

Figure 35: Iterative MIV planning algorithm for soft blocks.

Given the block outlines from the floorplanner, the blockssgre first assumed to be in
the center of the block. Next, for each 3D net, the optimal Ndwation can then roughly
be given as the center of its 3D bounding box. However, this@gch will lead to overlap

between blocks and MIVs, as well as between MIVs themseagshown in Figur86(a).

/

Determined
Block Pin

Locations O

y

New MIV
Locations

Initial MIV
Locations

(b)
Figure 36: lllustration of MIV planning for soft blocks. (a) Initial ésnated MIV loca-
tions (b) After one iteration of MIV planning.

With these initial MIV locations, verilog and DEF files aresated for each tier. Ca-
dence Encounter is then used to open each tier separatdlyo aietermine the block pin
locations based on the estimated MIV locations. These bpmeKocations can then be
fed into the MIV planner for hard blocks to determine updaWd locations, as shown
in Figure36(b). This entire process can be repeated until the MIV locetistabilize. In

practice, only one or two iterations are required as thetioea converge quickly. Once
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the MIV locations are finalized, each block and tier can begdieand routed separately in

Cadence Encounter.

3.2 Floorplan Quality Evaluation

This section evaluates the quality of the floorplan engiseyell as the quality of mono-
lithic 3D vs TSV-based floorplans. All required code and@tsrare implemented in C/C++
and python, and all experiments are carried out on a 2.5 GHaitdhux system. The
45nm Nangate open source standard cell library is used in expetsn The TSV diame-
ter, landing pad size, pitch, and thickness are assumed@g/be7um, 10um, and 5Q:m
respectively. The MIV diameter, pitch and thickness ar& @@, 0.28.m and 0.3Lm re-
spectively. The TSV resistance and capacitance ar& b@nd 127 F' respectively. These
parasitics are measured values, taken fréd).[ The MIV resistance and capacitance are
similar to that of local vias and aré¥ and 1f F' respectively, and six metal layers per tier

are assumed.
3.2.1 Experimental Setup

Four benchmarks are considered, and their statistics awensim Table8. The first three
are taken from the Opencores benchmark s&ifg, and the fourth is a custom built 256-
bit integer multiplier. This multiplier is built out of 2564-bit multiplier and 512-bit adder
blocks, arranged into an adder tree. Each multiplier blcak 3 pipeline stages and each

adder block has 4 pipeline stages.

Table 8: Design Statistics for All Benchmarks

. #inter-blk| Intra-blk | Target
Design # Gates |#Blk nets | WL (uum) | period (ns
desperf 33,024 | 38 | 2,378 | 210,488 0.9
cfrcal6é | 146,542| 95 | 3,135 | 1,210,618 1.3

cf fit 2568 | 288,145| 49 | 1,402 | 4,490,813 15
mult 256 256/ 1,639,050 127 | 49,471 |12,354,340 0.845
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In this particular section, evaluation is carried out widlrdhblocks, and the design flow
used to obtain all results is shown in FiguBé It consists of roughly two steps: block

design, and top-level design and analysis.

‘ Block Design ‘ Timing/Area constraints
| 3D Floorplanning Place and Route
‘ Route each die separately ‘ Timing Optimization

Veril PEF fi h
i) e cie or eac ‘ Top level verilog and SPEF ‘
7
¢ Synopsys Primetime
| Primetime <« B synopsy

D Custom program

‘ Timing and Power Analysis ‘ D Cadence Encounter

Figure 37: Our design flow used to get post-layout simulation results.

Each block is first designed separately in Cadence SoC Ereodiite netlist for each
block is obtained by grouping modules bottom up along theahofy, until they reach a
certain area threshold. Timing constraints for each bloggethd on the overall system
frequency, and are determined by context characterizati®ach block is then placed,
routed and timing optimized in SOC Encounter. This stepiiealthe pin locations within
each block.

These blocks are then fed into the floorplanner to obtainkdoc M1V locations. After
each die is routed separately in SOC Encounter, parasitiaation is performed to obtain
the SPEF files for each die. In addition, a top-level verildgy dnd SPEF file are created
which contain inter-die connectivity and TSV/MIV parasgj respectively. All netlist and
parasitic information is then fed into Synopsys Primetimeobtain true 3D timing and
power numbers. Sample layouts of block design as well as 2dlanning and 2-Die

implementations of cfca 16 are shown in Figurd8.
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Figure 38: Sample layouts for cfca 16 testcase, along with select block designs, and
zoomed in shots of TSVs and MIVs

3.2.2 Floorplanner Validation

The proposed floorplanner is run in 2D mode, and comparedthéthesults obtained from
wirelength-driven floorplanning in Cadence Encounter. Thedtnter footprint area is
obtained by gradually increasing the area and running flanrpng until no block overlap

is observed. The results are summarized in Table

Table 9: Comparison between the proposed floorplanner and Cadenceriiaco

Design Footprint (nm?) Inter-block WL (n)
Encounter | This Project| Encounter| This Project
desperf |0.0655 (1.00)0.0604 (0.92)0.352 (1.00)0.356 (1.01
cforcal6 | 0.445 (1.00)] 0.413 (0.93)0.361 (1.00)0.368 (1.02
cf fft 256.8 | 1.690 (1.00) 1.141 (0.68)[0.414 (1.00)0.437 (1.06
mul_256.256| 5.198 (1.00)| 4.896 (0.94) 17.01 (1.00)17.87 (1.05
Average 1.00 0.87 1.00 1.035

As seen from this table, the proposed floorplanner producesparable results with
SOC Encounter. The large area reduction in thétc256.8 design is due to the fact that
Cadence Encounter repeatedly produces module overlapspmnvaded with smaller area.
This is presumably due to some bug in the legalization sth§O& Encounter. It can still
provide comparable wirelength to our floorplanner, howeasrthis particular testcase is

only locally connected, and each block communicates witi one or two neighbours.

57



3.2.3 Monolithic 3D vs. TSV-based 3D

This section compares the intra-block as well as interfolaelength for each design
implemented in 2D as well as monolithic or TSV-based 3D. €hessults are summa-
rized in Tablel0. From this table, it is observed that with respect to theribteck wire-
length, monolithic 3D gives significant advantage over 2be Total wirelength reduction
depends upon the ratio of inter-block wirelength to intlack wirelength, and varies de-
pending on the circuit. TSV-based 3D design however, doégine any improvement
in wirelength for the small design dexrf, and small improvements begin be seen in the
cf_rca 16 and cffft_256 8 testcases. However, with the largest design, no impromerse
visible mainly because a large distance needs to be tra&é@® the block boundary to
the nearest whitespace block to insert TSVs.

Therefore, monolithic 3D can provide significant benefitera®D even in the case of
small designs, while TSV-based 3D is suitable for desigrth wilarge number of long

interconnections or memory-on-logic stacking applicagio

3.3 Inter-Tier Performance Differences

Although it has been demonstrated that monolithic 3D ICsradignificant advantages, it
has so far been assumed that both tiers have identical perfae. In reality, one or more
of the tiers suffers from degraded performance, due toditoits in the current fabrication

process. This section discusses the source of these difiese@nd how to model them.
3.3.1 Source of Inter-Tier Performance Differences

The fabrication process was shown in FigdreDuring the fabrication process of the top
tier, a low temperature transistor process is key to preglantage to the devices of the
bottom tier. It has been demonstraté8][that transistors can be fabricated at temperatures
down t0625°C without any loss of performance. While this is sufficient teyent damage

to the devices, this temperature is still too high to prewmage to the copper BEOL.
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Table 10: A comparison of wirelength, timing and top net power of 2Dskex 3D

Type Footprint | Norm. | #MIV/ Inter-block Total routed
(um x um) |Si. Area) #TSV | routed WL (um) WL (pm)
desperf

2D Encounter 256x256 1 - 352,805 (1.00) | 563,293 (1.00)
Ours 251x241 | 0.92 - 356,489 (1.01) | 566,977 (1.01)
2 Tiers | 146x211 | 0.94 | 1,800 | 267,678 (0.76)| 478,166 (0.85)
MIV | 3Tiers | 127x179 | 1.04 | 2,738 | 222,240 (0.63)| 432,728 (0.77)
4 Tiers | 111x149 | 1.01 | 3,823 | 204,868 (0.58)| 415,356 (0.74)
2Dies | 215x323 | 2.12 120 | 473,092 (1.34)| 683,580 (1.21)
TSV| 3Dies | 320x235 | 3.44 | 456 | 515,267 (1.46)| 725,755 (1.29)
4 Dies | 359x402 | 8.81 984 | 734,739 (2.08)| 945,227 (1.68)

cfrca 16
2D Encounter 667x667 1 - 361,673 (1.00) | 1,572,291 (1.00
Ours 555x744 | 0.93 - 367,542 (1.02) | 1,578,160 (1.00
2 Tiers | 416x477 | 0.89 | 1,747 | 289,156 (0.80)| 1,499,774 (0.95
MIV | 3 Tiers | 367x370 | 0.92 | 2,925 | 255,910 (0.71)| 1,466,258 (0.93
4 Tiers | 273x384 | 0.94 | 3,936 | 240,583 (0.67)| 1,451,201 (0.92
2 Dies | 484x418 | 0.91 156 354,347 (1.07) | 1,564,965 (1.00
TSV| 3Dies 377x370 0.94 334 401,425 (1.11) | 1,612,043 (1.03
4 Dies | 350x349 | 1.10 477 345,090 (0.95) | 1,555,708 (0.99

cf fft 256.8
2D Encounter1,300x1,300 1.00 - 413,674 (1.00) | 4,904,487 (1.00
Ours | 1,142x999| 0.68 - 436,933 (1.06) | 4,927,746 (1.00
2 Tiers | 819x718 | 0.70 | 1,050 | 263,787 (0.64) | 4,754,600 (0.97
MIV | 3 Tiers | 581x799 | 0.82 | 1,921 | 254,256 (0.61) | 4,745,069 (0.97
4 Tiers | 595x594 | 0.84 | 2,475 | 269,049 (0.65) | 4,759,862 (0.97
2Dies | 679x932 | 0.75 75 369,166 (0.89) | 4,859,979 (0.99
TSV| 3Dies | 653x674 | 0.78 147 357,592 (0.86) | 4,848,405 (0.99
4 Dies | 584x527 | 0.73 377 | 422,216 (1.02) | 4,913,029 (1.00

mult 256 256
2D Encounter2,280x2,280 1.00 - 17,089,968 (1.00r9,444,308 (1.00
Ours [2,144x2,284 0.94 - 17,870,346 (1.05)30,224,686 (1.03
2 Tiers |1,506x1,718 1.00 | 48,513/13,815,376 (0.81)6,169,716 (0.89
MIV | 3 Tiers |1,286x1,29% 0.96 | 79,682|11,392,196 (0.67)23,746,536 (0.81
4 Tiers |1,177x1,131 1.02 [102,99410,116,222 (0.59R2,470,562 (0.76
2 Dies |1,608x1,616 1.00 | 1,683 |18,825,744 (1.10)31,180,084 (1.06
TSV| 3Dies |1,508x1,236 1.08 | 3,599 (21,184,404 (1.2433,538,744 (1.14
4 Dies |1,240x1,190 1.14 | 4,232 (20,890,062 (1.22)33,244,402 (1.13
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This problem can be avoided by using tungsten as the inteedmmaterial on the
bottom tier B], which degrades the interconnects. If, however, coppestrba used in
the bottom tier, the top tier needs an alternate manufaxgfyprocess such as laser scan
anneal b5, which degrades the top-tier transistors. Therefore ctiwce is between de-
graded interconnects on the bottom tier or degraded ttansisn the top tier. This section

discusses the modelling of these performance degradations
3.3.2 Degraded Interconnects on the Bottom Tier

Tungsten has several attractive properties that make itaboéel choice for nano-scale in-
terconnects. It has a much higher melting point than copp2¢(C' vs 1085°C'), SO no
low temperature process is needed for the top tier. It al&s dwt diffuse into silicon,
eliminating the need for a diffusion barrier and preventing copper contamination issues
during FEOL processing of the top tier. It also has much highectromigration resistance
and can be etched similar to aluminium, eliminating the nieeda damascene process.
However, tungsten has a bulk resistivityl x that of copper, which has so far prevented its
widespread use.

When interconnects shrink, the bulk resistivity no longeplegs, and resistivity goes
up due to effects such as line edge roughness, sidewalksogtt and grain boundary

scattering. The equation for size dependent resistivignohterconnect is given byg):

0o I a o o ( 1)]1
eff = S ———n(1+ =
Pets 1_(u/w0)2{{9 6 3 3 a

+0.45(1 — p) A <w“ + ;> } (26)

wo h_o 1 — (u/wp)?

Most of these quantities are empirically fitted, and an exgti@n of the various parameters
and a choice of their values for both copper and tungsterisaesllin Tablell.

Using this equation, the resistivity for both tungsten aogper interconnects are plot-
ted in Figure39. This curve is in close agreement with measured data from I§MI{ is

observed that the degradation of resistivity due to tumgsteignificantly lower at lower
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Table 11: Various interconnect parameters

Parameter Description Copper| Tungstern
wo Width
20 Bulk Resistivity (£2-cm) 1.68 5.28
u Line Edge Roughness 0.4wy | 0.4wy
ho Height (Thickness) 1.8wyq 1.8wy
d Dist. Between Grain Boundaries wy wo
A Electron Mean Free Pathi) | 39 [54] | 19.1 9]
P Sidewall Specularity 0.2 [54] | 0.3[60]
R Grain Boundary Reflectivity {0.3 [54] |0.25 [60]
a AR/(dR(1 — R))
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Figure 39: Copper vs. Tungsten resistivity at different wire widths.

widths. It should be noted that3am diffusion barrier was assumed for both tungsten and
copper. In reality, tungsten does not diffuse into the ILD¢d @ diffusion barrier is not
strictly necessary. This makes the tungsten numbers pistisinand its resistivity will be
lower in practice.

Using these resistivity values, the change in the intereotresistivity for the Nangate
45nm library is tabulated in TablE2. From this table, it is observed that the local metal
lines degrade less than the global metal lines. These mod#sstivity values are used
to generate interconnect technology file (.ict), and fed idadence QRC Techgen to re-

characterize the interconnect extraction libraries.
3.3.3 Degraded Transistors on the Top Tier

If copper is to be used on the bottom tier, laser-scan anresbken proposed for the

dopant activation on the top ties%]. This results in localized heating in the source/drain
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Table 12: The change in resistivity values of different metal layershe Nangate 45nm
library due to Tungsten interconnects.

Layer Width(nm)| Thickness(nm)p(Cu) / p(W)
Metall — Metal3 70 140 2.38
Metal4 — Metal6 140 280 2.67
Metal7 — Metal8| 400 800 2.94
Metal9 — Metall0 800 2000 3.04

regions thereby preventing damage to the underlying deaod interconnects. However,
the process is not mature yet, and identical transistoopmadnce as a high-temperature
anneal has not yet been obtained. The PMOS and NMOS perfoetigrade bg7.8%
and16.2% respectively $5]. This is referred to as th€7'm20p corner, as on average, the
performance is worse by rough®)%. However, this work was from several years ago,
and improvements in the process are bound to be made. Therefoepresent fabrication
progress, another corn&fl'm10p is defined, which has a PMOS and NMOS degradation
of 13.9% and8.1% respectively, which is exactly half that of td& m20p corner. The tran-
sistor parameters in the Nangate 45nm library are modifiedpgcesent this degradation,

and the IV curves of the nominal and degraded transistorglatied in Figure4O.

1.2
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Figure 40: IV curves of nominal and degraded transistors.

These modified transistor models are used to re-charaetallithe std. cell libraries

using Encounter Library Characterizer. The resulting perénce of select std. cells at
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maximum loading is tabulated in Tabl&. In addition to re-characterization at different
transistor corners, tungsten interconnects also incrtb@smternal parasitics of std. cells.

The std. cells are also re-characterized under this camd#ind this corner is named TW.

Table 13: Minimum size (X1) std. cell average delay (R), assuming worst loading, at

different corners.

Std. Cell TT TTm10p | TTm20p TT.W
NAND2 | 221.8 (1.00)[243.9 (1.10) 265.2 (1.19)222.35 (1.00
AOI211 | 154.5 (1.00)[173.8 (1.12) 192.9 (1.25)| 154.97 (1.00
XOR2 [163.42 (1.00)187.6 (1.14)210.85 (1.28)163.86 (1.00
DFF Clk-Q| 213.1 (1.00)| 243.8 (1.14) 277.7 (1.30)[214.05 (1.00
DFF Setup 40.29 (1.00)50.95 (1.26) 58.11 (1.44)| 43.86 (1.08)

From this table, it is observed that the cell delays for senghtes such as NAND
roughly follow the average of NMOS and PMOS degradation,levbomplex gates are
more or less dominated by PMOS degradation. In additiors, dhiserved that the setup
time for the flip-flops degrade at a much higher rate than elfidOS/PMOS. Tungsten
interconnects only have a minimum impact on the gate pedao®, as the wires within
the std. cells are very small, and the resistance is dondrmt¢he Ry of the transistor.

In summary, two choices exist: (1) Use tungsten on the bottermand deal with de-
graded interconnects and marginally worse std. cells,)dd§2 copper on the bottom tier
and deal with significantly degraded std. cells on the top fidis chapter studies both

options and compares and contrasts them.

3.4 Peformance-Difference-Aware Design and Analysis Flow

This section first describes how the floorplanner is modifiezhghat designs become less
sensitive to inter-tier performance differences. It thesaibes how timing and power
analysis is performed for a 3D design where each tier hasrdift models for transistors

or interconnects.
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3.4.1 Performance-Difference-Aware Floorplanner

In most designs, not every block is timing critical. Althdugon-timing critical blocks

can operate faster, they are synthesized at the frequertbg afitical block to save area
and power. Therefore, even with degraded transistorse thiegks can be synthesized to
operate at the frequency of the critical block, albeit wittaager area. As long as the

critical blocks do not operate with slower transistors defoonnects, the chip can still

meet timing.

Given the block RTL and timing constraints, four differemtrsions of each block are
synthesized: One for the nominal corner, and one for eadmeofi¢graded libraries. In the
case of tungsten interconnects, in addition to the moditi@adard cell libraries, the resis-
tivity of the wire load models is modified to accurately drsyethesis. For each version of
the block, the area and longest path delay (LPD) througleihated. An illustration of this

synthesis is shown in Figurl, where all the blocks in a particular design are synthesized

at all four corners.

T T T T T T T T T
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Figure 41: Synthesis results of “des3” benchmark for different degtads.

This figure plots the block area vs. the longest path delautyin it. Each point on this

plot is a single block. As seen from this graph, the largesths in this benchmark are not

Block Area (um?)
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timing critical. For all of the degraded transistor and rntanect options, they have the
same frequency and area. However, the smallest blocks sdegrthhe most timing critical.
They require much larger area (buffers) to try and meet gyyamd it is still not possible.
Given that the design has inter-tier performance diffeespn@ach block will have a
different area and LPD depending on the tier in which it lidfie premise of the modi-
fied floorplanner is to move the timing critical blocks to tier that is not degraded. The
non-timing critical blocks, although on a slower tier, caa dptimized to meet the sys-
tem frequency. An overview of the inter-tier performand#edence aware floorplanner is

shown in Figure42.

[ Block Timing Constraints| | Normal/Degraded Libraries |
Block RTL [ Cu/W Wire Load Model |
v v *
| Block Synthesis |
v
Block
[T ] [TTmiop J[TTm20p J[ 1T W ]| Block

| Perturb Solution

Modified
Floorplanner

Update Block Area
and Delay Cost

Figure 42: The proposed inter-tier performance difference aware fllaoner.

If LPD(b;) is the tier-dependant longest path delay of a blogkthe modified cost
function of the floorplanner is defined as:

NBlock
Costys = WL+ B.Area+~ Y LPD(b) (27)

=1
In the above equation, WL refers to the wirelength. The aremldbck is also dependent
on its tier. Therefore, whenever a 3D move is made, the aredl die blocks that have
changed their tier is also updated. The third term in the aleopation will try to place the

timing critical blocks in the faster tier, and the non-timicritical blocks in the slower tier.
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An illustration of the modified floorplanner is shown in Figd3. This figure assumes
that the top tier is at th&'7'm20p corner, and the floorplanning is carried out for the same
benchmark shown in FigurEL. In this figure, it is observed that the performance diffeeen
aware floorplanner moves the smaller, more timing crititatks to the bottom tier, so they

can operate at the desired frequency.

Top
Tier

N .
_ MV Landing

(b) o

Figure 43: Floorplan screenshots of “des3” when the top tier is at thenZUp corner. (a)
Without performance difference aware floorplanning, arjd\flih performance difference
aware floorplanning.

3.4.2 Performance-Difference-Aware Analysis

The floorplanner gives the corner in which each block operdace the placed and routed
netlists of all the blocks and tiers are available, they aagléd into Synopsys PrimeTime.
The appropriate std. cell library is chosen for each celledeling on the tier in which

it lies. The extraction tech file for each block and tier isoatsodified depending on the

interconnect material, and the appropriate parasiticéoaed into Synopsys PrimeTime.
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A top-level netlist and parasitic file is created to représiea MIV connectivity and para-
sitics. According to 2], if the inter-tier oxide thickness is greater than or egoal00nm,
there is negligible inter-tier coupling. Therefore, anglswwoupling is ignored. Once all

the netlists and parasitics are loaded, 3D timing and statigpower analysis is performed.

3.5 Power-Performance Study

One benchmark is chosen from the OpenCores benchmark ses®)(@dne from the IWLS
benchmark suite (b19), and one custom 128-bit integer pligltiis designed. These bench-
marks are designed using the Nangate 45nm library, and stedistics are tabulated in
Table14. The cell counts shown are the synthesis results withoutnargy/load models. In
all the 3D implementations considered, the diameter of axl Mlassumed to b&00nm,

with a resistance di() and a capacitance 0f1 f ' [34].

Table 14: Benchmarks used for evaluation evaluation.
Benchmark#Blocks| #Gates|#Inter-Block Nets

des3 55 | 63,194 6,138
b19 55 | 78,852 14,223
mull128 63 |253,867 12,447

3.5.1 Identical Performance on Both Tiers

This section discusses the case where both tiers in 3D hamwéiadl transistors and inter-
connects. This represents an ideal manufacturing proaedgepresents the best possible
case for monolithic 3D. Initial floorplanning is first perfoed to derive wire load models
for each benchmark. Floorplanning is carried out again,kzasgic floorplan comparisons
for 2D and 3D are tabulated in Takl®. In addition to these two flavors, an “ideal” block-
level implementation is defined. This implementation isanieéd by assuming that all the
inter-block nets have zero length and parasitics. Duriegotbck implementation, the out-
put load of the blocks is set to be zero and the inputs are as$tonbe driven by ideal
drivers. This is the lower bound amy block-level implementation of this design, given

the same set of blocks, and the constraint that each blookpkemented in 2D.
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Table 15: Basic floorplan comparisons assuming both tiers have sanm@pance.

Cki. |Flavor #Gates | Footprint Total # MIV
' (x10%) (mm?) WL (m) |(x10%)
2D | 68.9(1.00)[0.328 (1.00)1.514 (1.00) -
des3 | 3D | 66.2(0.96)/0.156 (0.48)1.287 (0.85) 3.75
Ideal | 64.4 (0.94) - 0.938 (0.62) -
2D | 82.3(1.00)[0.398 (1.00)3.341 (1.00) -
b19 | 3D |80.62 (0.98)0.204 (0.51)2.847 (0.85) 13.46
Ideal | 79.35 (0.96 - 1.838 (0.55) -
2D | 251 (1.00)(1.096 (1.00)4.693 (1.00) -
mul128/ 3D | 245 (0.97)|0.550 (0.50)4.447 (0.95) 7.261
Ideal | 235 (0.93) - 3.271(0.70) -

From this table, it is observed that monolithic 3D leads gmgicantly shorter wire-
length. Although the inter-block wirelength is always sfgrantly reduced, the total wire-
length reduction depends on the intra-block wirelength afl. wBenchmarks such as
“mull28” have most of the wirelength within the block, soriés not much total wire-
length reduction. In addition, shorter wires leads to fegaes (buffers) being required.

Next, the power-performance trade-off for each of the thtiferent implementations
is studied. In order to get the numbers for the ideal impletatéon, the parasitics of all
inter-block nets are forced to zero in Synopsys PrimeTimedidition to the nominal,
of 1.1V, the std. cell libraries are characterized at four addatidr,, values covering
+10% of nominalVpp (1.00V, 1.05V, 1.10V, 1.15V, 1.20V). The power and frequeare
measured at each of theBgp, values and the resulting curves are plotted in Figi4te

From this figure, it is observed that 3D usually offers a peniance advantage (at the
same power) over 2D, and it closes the gap to ideal by uf%. This additional per-
formance can be traded for power savings to meet the 2D freguand up to d6.1%
reduction in power is observed. In these curves, the idgalementation of “b19” requires
extrapolation to make iso-performance power comparisbtiseanominal 2D frequency.
Such a comparison is avoided due to inaccuracies that ameddolbe introduced by ex-
trapolation.

The reason the absolute values of the gains in the “mull2B8thmmark are so small
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Figure 44: Power-performance trade-off curves assuming that bottietehave identical
transistors and interconnects.

is because the critical path is always within a single bldg8kce the inter-block nets are
not timing critical, shortening them does not make the defagter, and there is no addi-
tional performance to trade for power. Making this desigtdawill require architectural

modifications such as block folding.
3.5.2 Impact of Inter-Tier Performance Differences

The performance difference aware floorplanner (PDAFP)nsruall benchmarks for each
degraded option, and the basic floorplan comparisons anéatald in Tablel6. The num-

bers are normalized to the respective 2D numbers in THble
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Table 16: Basic floorplan comparisons for different degraded 3D ojstiofhe numbers

are normalized to the respective 2D numbers in Table

Ckt.

Flavor

#Gates
(x10%)

Footprint
(mm?)

Total
WL (m)

# MIV
(x10%)

des3

Top=TTm10p
Top=TTm20p
Bot=TT_-W

68.1 (0.99
67.2 (0.98
66.8 (0.97

0.159 (0.49
0.177 (0.54
0.153 (0.47

1.29 (0.85
1.44 (0.95
1.31(0.87

3.92
5.67
3.11

b19

Top=TTm10p
Top=TTm20p
Bot=TT_W

80.8 (0.98
82.0 (1.00
80.8 (0.98

0.212 (0.53
0.222 (0.56
0.208 (0.52

2.84 (0.85
2.90 (0.87
2.91(0.87

11.6
11.3
12.9

mull28

Top=TTm10p
Top=TTm20p
Bot=TT_W

247 (0.98)
249 (0.99)
246 (0.98)

0.574 (0.52
0.575 (0.52
0.568 (0.52

4.35 (0.93
4.38 (0.94
4.29 (0.91

4.48
4.48
4.48

As observed from this table, all of the degraded options useergates than the case
when both tiers have identical performance. However, the gaunts are still less than 2D.
Similarly, both the footprint area and the wirelength areréased from the non-degraded
case, but are still less than 2D. The only exception is thelX2& benchmark, when the
bottom tier is at the TIW corner. This has a slightly lower wirelength than the non-
degraded option, but this is due to the trade off with footjparea.

Next, the power-performance trade-off curves for the digglatransistors and inter-
connects are plotted in Figukb. For the sake of comparison, degraded transistors and
interconnects on top of a non PDAFP floorplanning solutienadso plotted.

As observed from this figure, the performance differencerawWlaorplanner (PDAFP)
always outperforms the non-PDAFP one. The top tier havingnZ0p transistors is always
worse than 2D, except in the case of “mul128”. After PDAFI, tibp tier with TTm10p
transistors always becomes better than 2D. Finally, temgsiterconnects on the bottom
tier are by far the best option, and although there is ndgédiming degradation compared
to the identical tiers case, some power overhead exists.

To summarize the impact of PDAFP, the iso-power frequenay ian-performance

power for differetn benchmarks are tabulated in TdleThe comparison point for each of
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Figure 45: Power-performance trade-off curves assuming degradedistars and in-
terconnects. Dashed lines represent non performanceatitfe aware floorplanning and
solid lines represent performance difference aware flaorphg.
the three benchmarks is the respective 2D power and fregumominallpp. If a par-
ticular point is not achievable withitt10% of nominalV},p, and extrapolation is required,
it is marked with a *-’.

From this table, PDAFP improves the iso-power performancagbto 12.6% and the
iso-performance power by up t.6%. The non-PDAFP floorplan results are often not
able to meet the 2D frequency even with @4 Vpp boost. If theVpp was increased

further so that they could meet timing, PDAFP would show evene benefit.
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Table 17: Impact of performance difference aware floorplanning (PBAF’ indicates that point is not achievable withinl0% Vpp.

Ckt Parameter Top=TTm10p Top=TTm20p Bot=TT_W
' Non-PDAFF  PDAFP  |Non-PDAFP PDAFP Non-PDAFP PDAFP
des3 iso-power freq. (Ghz) 1.233 1.259 (+2.1% 1.14 1.19 (+4.4%) 1.222 1.28 (+4.7%)
iso-freq. power (mW)) 507.746 | 479.1 (-5.6%) - 547.65 (-) 519.48 |464.55 (-11.6%
b19 iso-power freq. (Ghz) 0.417 |0.424 (+1.7% 0.396 0.396 (+0%) 0.432 0.439 (+1.6%)
iso-freq. power (mW)) 151.723 |144.58 (-4.7%) 173.14 [172.828 (-0.2%) 135.06 135.06 (+0%)
mul128 iso-power freq. (Ghz) 0.737 0.793 (+7.6% 0.692 0.779 (+12.6% - 0.793 (-)
iso-freq. power (MW - 892.95 (-) - 922.53 (-) - 887.37 (-)
Table 18: Iso-power performance and iso-performance power resulalifimplementation flavors.
3D
Ckt Parameter 2D \deal Both=TT | Top=TTm10p| Top=TTm20p | Bo=TT.W
des3 |1S0-Power freq. (Ghz)1.222[1.411 (+15.5%) 1.293 (+5.8%) 1.259 (+3.0%) 1.19 (-2.6%) | 1.28 (+4.7%)
iso-freq. power (MW)519.48 372.06 (-28.4%)458.45 (-11.7%) 479.1 (-7.8%)| 547.65 (+5.4%)|464.55 (-10.6%
b19 iso-power freq. (Ghz)0.408| 0.5 (+22.5%) | 0.439 (+7.6%)| 0.424 (+3.9%) 0.396 (-2.9%) | 0.439 (+7.6%)
iso-freq. power (MW)157.05 -(9) 131.81 (-16.1%)144.58 (-7.9%)172.828 (+10.0%4)135.06 (-14.0%
mul128 iso-power freq. (Ghz)0.779| 0.807 (+3.6%)| 0.793 (+1.8%)| 0.793 (+1.8% 0.779 0.793 (+1.8%)
iso-freq. power (mW)922.53 810.56 (-12.1%) 859.15 (-6.9%) 892.95 (-3.2% 922.53 887.37 (-3.8%)




3.5.3 Overall Comparisons

The iso-power performance and iso-performance power fqri@€al, the non-degraded
monolithic 3D, as well the PDAFP results for degraded mdhili3D are tabulated in
Tablel18.

From this table, it is clearly seen that tungsten intercotsien the bottom tier outper-
form degraded transistors on the top tier. This option isguedle from the manufacturing
perspective as well, as the process is already availablen BAth tungsten interconnects
on the bottom tier, the gap to the ideal block-level impletagan can be closed by up to

50% w.r.t. performance ang6% w.r.t power.
3.5.4 Block Folding

As mentioned in SubsectioB.5.], the “mull28” benchmark has very limited benefit in
block-level 3D due to the fact that the critical path is witlai single block. This block is a
128 x 4 multiplier. In this benchmark, there are 32 such blocks.hE@idhese blocks has
only 4,906 gates when synthesized without any wire load tsp@@d is too small to be
folded using other 3D technologies such as TSV-based 3[3. Sdution demonstrates how
monolithic 3D can help to increase the chip performance awlekse the chip power by
folding this one block.

In order to perform 3D block folding, the gate-level 3D plapeesented in2§] is used.
Once the locations of all gates are determined, MIV inserisgerformed by tricking the
2D router, similar to the method presented for block-le\esdigns.

This block is first synthesized without any wire load modeitglemented it in 2D and
3D, and then re-synthesized using the derived wire load taodlais is then placed, and the
resulting footprint and wirelength comparisons are shawmable19. The corresponding
screenshots are shown in Figure

From this table, block folding offer&6% wirelength reduction, even for extremely

small blocks. The MIV density is approximatehy, 000 per mm?, which is significantly
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Table 19: Placement results for the8 x 4 multiplier block.
Flavor| #Gates |Footprint um?)| WL (um) |# MIV
2D |5,398 (1.00) 13,225 (1.00) (61,045 (1.00) -
3D |5,261 (0.97) 6,561 (0.50) {45,336 (0.74) 326

3D-Bottom Tier

Figure 46: 3D placement layout snapshots of oz x 4 multiplier block within the
“mul128” benchmark.

higher than that offered by any other 3D integration tecbggl In addition, this comes at
zero area overhead.

Finally, similar to the block-level designs, the powerfpemance curves for 2D and
3D designs are plotted. In addition, since it has already loeenonstrated that tungsten
interconnects are preferable to degraded transistorppther-performance curves are also
plotted assuming that the bottom tier uses tungsten imeexxs. These curves are shown
in Figure47.

As seen from this figure, even with degraded interconnecis;% performance boost
and 12.6% power saving is obtained. The impact due to tungsten is nahis such
small blocks are almost always transistor dominated. Tlwebesults suggest an alter-
nate design methodology for monolithic 3D ICs. Every blockakled using tungsten

interconnects on the bottom tier. This comes at a negligibléormance hit, as the blocks
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Figure 47: Power-performance trade-off curves for 48 x 4 multiplier block.

are gate dominated. Next, since each block has a reducqatifdpaissembling these 3D
blocks together will reduce the chip footprint, leadinghoer wires between blocks. The
timing critical buses between the blocks can then be rougetyuhe global metal layers of

the top tier, using copper interconnects, at no performéosse

3.6 Summary

This chapter presented physical design techniques fok#&el monolithic 3D ICs un-
der real world considerations. First, a floorplanning fraumek was presented, and it was
demonstrated that this engine produces results compambtenmercial engines. Next,
it was demonstrated that even in coarse-grained integratioh as block level, monolithic
3D significantly outperforms other 3D styles such as TS\ede&D.

Inter-tier performance differences that arise due to an atone fabrication process
was discussed, and two options for monolithic 3D ICs wereudised and modeled. A
performance difference aware floorplanner was presentatijtavas demonstrated that
using this floorplanner, monolithic 3D still shows signifitdenefits compared to 2D ICs.
Finally, it was demonstrated that tungsten interconnetthe bottom tier are preferable to

degraded transistors on the top tier.
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CHAPTER IV

PHYSICAL DESIGN FOR GATE-LEVEL MONOLITHIC 3D ICS

So far, block-level monolithic 3D ICs have been discussedvéder, the potential benefit
offered is limited, as this style does not fully take advagetaf the high integration density
offered. In contrast, the gate-level design style natytalds itself to monolithic 3D ICs.
Existing standard cells and memory can simply be reusede@lanto multiple tiers, and
MIVs used to connect them together. In addition, there isilicos area overhead of doing
this. Out of the three design styles available for monai®D ICs, gate-level offers the
greatest balance between integration density and reusdsting libraries. The authors
of [4] provided a rudimentary design flow that is not capable ofdtiag any hard macros
such as memory, and therefore cannot be applied to realrdesig

The gate-level design style can also be applied to othekistatechnologies such as
TSV-based 3D ICs and face-to-face 3D ICs. In TSV-based 3D I@syitnsize is so large
compared to the gate size that the power benefit is limitedveder, face-to-face 3D ICs
offer only slightly larger via sizes than monolithic 3D, aodn also be considered fine-
grained. Therefore, this chapter provides results on kexth-fo-face and monolithic 3D
integration.

This chapter first provides a routing congestion aware physiesign framework that
modifies existing 2D placement engines for M3D placemend, aso inserts MIVs into
the layout. Next, it discusses how commercial 2D enginedearsed for M3D placement,
taking full advantage of state-of-the-art power and tinopgmization techniques. Finally,
it discusses how to partition the gates in the design sudhvtiitage-drop is minimized,

with a minimal impact on the temperature of the 3D chip.
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4.1 Congestion-Aware Placement for Gate-level Monolithic 3D ICs

This section first formulates the problem, and then dis@ubser existing 2D placers can
be minimally modified for M3D placement. It then presents agestion model, and uses it
to derive a congestion-driven placement algorithm. Fné#lpresents results that demon-

strate the effectiveness and benefits of the proposed tpetmi

4.1.1 Overall Design Flow
4.1.1.1 Problem Formulation

The“Projected 2D HPWL"is defined as the half perimeter wirelength (HPWL) of a mono-
lithic 3D IC if all the gates are projected onto a single plaeat layer. The total routing
overflow is defined as the sum of routing demand minus routiipgls on all global rout-
ing edges that are congested. The problem to be solved carbéhstated asGiven an
initial monolithic 3D placement, repartition the gates withnimal change to the projected
2D HPWL, such that the total routing overflow is minimized

However, this formulation still requires an initial mortbic 3D placement. Therefore,
the following problem is also solvedenerate a 2D design, using minimally modified 2D
tools, such that it represents a monolithic 3D IC with all treges projected to a single tier.

If such a design is generated, then tier partitioning cagctly be applied on top of it.
4.1.1.2 Design Flow

An overview of the proposed flow is shown in Figu48. In this figure, the red boxes

indicate steps that will be explained in detail in subset|gsentions.

| Netlist | Placement Legalization |
| M3D Placement | |1 MIV Insertion |
| Routability-Driven Paritioning | | | Tier-by-T+ier Route |
| Top-off P+Iacement [ 3D Timing & Igower Analysis |

Figure 48: The design flow used for gate-level M3D placement.
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From the synthesized netlist, an initial monolithic 3D I@gment result is obtained.
Next, routability-driven partitioning is performed, whit¢akes the initial placement solu-
tion and re-partitions the gates to improve the routed wirgth of the design. A top-off
placement step is then performed to make sure that each tiee monolithic 3D IC meets
target density requirements. The last step in the placeprecess is legalization, which
snaps the cells to the placement grid. Once the locationglsf are determined, MIVs
need to be inserted into the whitespace between cells. Mévistieen simply be treated
as I/Os in each tier, and a tier-by-tier route can be carrigdising commercial tools (Ca-
dence Encounter). Finally, parasitics are extractedayetier, and a separate parasitic file
to represent MIV parasitics is created. All this informatis fed into Synopsys PrimeTime

to obtain 3D timing and power numbers.
4.1.2 Monolithic 3D IC Placement

This section first presents prior work in TSV-based 3D IC phaent, and discusses why
those approaches are not applicable to monolithic 3D ICst,lderethodology is proposed
based on modifications to 2D IC tools. Finally, handling ptaced memory macros in a
3D design while still using 2D IC tools is discussed.

The monolithic 3D gate-level placement problem is simitattte TSV-based problem,
except that the via count need not be minimized. The firstagagrto TSV-based 3D place-
ment is folding-basedlf3]. This takes an existing legal 2D placement, and transfatios
3D by several folding operations. This approach generatesior quality solutions12],
and is also not capable of handling pre-placed memory. TRemethod is partitioning-
based 28], where the netlist is first partitioned and all tiers arecpld simultaneously.
Lastly, true 3D placement approaches exi®, 21], where the half-perimeter wirelength
(HPWL) is minimized in ther, y and z dimensions. However, in monolithic 3D ICs, the
z dimension is so smalil(— 2um) that attempting to minimize the HPWL is not really

necessary. In addition, all of these engines are geareddewsV-based 3D, and try to
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minimize the via count. This section demonstrates the Fadtgince monolithic vias are so
small, only a minimally modified 2D placement engine suffieexl separate 3D placement

engines are not required.
4.1.2.1 Placement-Aware Partitioning

An illustration of the proposed method for a two-tier mottat 3D IC is shown in Fig-
ure49. If the width and height of a 2D IC ané’,, and H,, respectively, the M3D outline
is defined such that the width and height of a 2D chip are diV/tmie\/2. This modification
leads to exactly half the footprint of a 2D IC. All 2D placemengines have the concept of
chip capacity(or target density), which is the maximum number of standait$ that can
be placed in a given area. Since all the gates need to fit iritéheearea, simply doubling
the capacity of the chip will workAnyexisting 2D placer can be modified for this purpose,
and this section implements a custom implementation oftiVafk2 [59]. Clearly, the
HPWL obtained after such a placement represents the HPWL ofhalittuc 3D IC where

all the tiers have been projected onto a single tier — theepteg 2D HPWL.

Haop/\2

Hap=

* Double the capacity

Figure 49: Placement-aware partitioning. A modified 2D engine is usepldce all the
gates into half the area, and then partitioned with areanbela each bin.

The next step is to partition the gates such that each tieaha&sjual number of gates,
and the deviation from the initiglr, ) location is minimized. An obvious approach to
partitioning the gates is a min-cut approach, and modifyhegFiduccia-Mattheysed §]
(FM) min-cut partitioner is straightforward, an overvietwehich is given below.

First, partition bins are defined in a regular fashion. Né&xg design is partitioned
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such that the cells in a given bin in the modified 2D result renva the same bin after
splitting. As will be discussed in Sectiaghl.5.] the choice of bin size affects solution
quality greatly. This is because after partitioning, althb each bin in each tier will contain
the correct number of cells, these cells may not be disttbuiniformly throughout the
bin. If the partitioning bin size is much larger than the glbplacement bin size, there
could potentially be large areas of extra-dense cell placg@nd large areas of whitespace.
Therefore, top-off placement becomes necessary to obtanaeptable placement solution
that meets target density within each global bin.

Initially, a random, area-balanced (within each partiimn) solution is created. The
gain of a cell is defined as the reduction in the cutsize if #lésctier is changed. A cell
is “legal” if moving it does not violate the area-balance staints within its partition bin.
While moving a single cell from one tier to another will notedt the area balance too
much, this condition ensures that too many cells are not théreen one tier to another.

Initially, all the cell gains are computed and stored in akatistructure. All the cells
also marked as “unlocked”. Among all legal cells, the onéwlite highest gain is picked,
moved to the other tier, and locked. Once a cell is moved, th@ygains of its neighbors
(connected by a net) needs to be updated. This process iawedtuntil all the cells are
locked. This is termed pass Several passes are performed until no more cutsize gans ar
achieved. Due to the nature of the incremental gain updaiteatgorithm runs irO(C)
time, whereC' is the number of cells. While the min-cut is straightforwavtlys are ex-
tremely small and there is no real need to perform a min-cthemetlist. Additional MIVs
can be tolerated, if there is good reason to use them. A ribityadiriven partitioner is pre-
sented in Sectiod.1.3 where additional MIVs are utilized to reduce routing costgm,
and hence, routed WL.

Note that while this approach may appear somewhat simildretdocal stacking trans-
formation (LST) presented irLB], it is superior in one major aspect — the handling of pre-

placed memory macros. The LST method obtains the iritia)) locations of all the cells
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by scaling them from &cgal 2D placement, and hence has no way to handle pre-placed
memory macros in a 3D space. Handling them in the proposeldanés straightforward,

and will be discussed in the following subsection.
4.1.2.2 Handling Memory Macros

In a M3D design, hard macros such as memory are bound to bglared. This section
discusses how to handle these memory macros while stilidgugy 2D IC tools. Let,

be the target density required in the final, post-partittbkED design, and), be the target
density in the modified 2D placement. Consider the pre-placechories in both tiers as

shown in Figuré(a).

/ I-

pre-placed
memory macros

Tier 0

projected memory
locations

Figure 50: Handling pre-placed memory macros (a) Initial pre-placeztions, (b) Pro-
jection of both tiers onto the same plane, and (c) Modifyimg target density to represent
memory locations?/, is the target density in the modified 2D placement ani$ the re-
quired target density in the final M3D design.

First, both these tiers are projected onto the same plarf@assn Figures0(b). Those
regions that have two memories overlapping cannot con#igio any tier, and hence will

havet!, = 0. Those regions that have only one memory can contain cefleitier where
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the memory is not placed. To reflect this fact, the targetitheimsthose regions will not be
doubled, ort/, = t4, as shown in Figur&0(c). Finally, the regions not containing memory
will have cells of both tiers placed, and herte= 2¢,.

Handling these region-specific target density constrasrgaightforward in the Kraftwerk
placement system. In order to remove overlap between dettgintains a supply/demand
system of placement space. The chip is divided into fine mkesh) and each mesh tile has
a supplyt,. Each cell has demaridon each mesh tile that it occupies. Solving the poisson
equation of supply minus demand gives the direction and atrtounove each cell in order
to equalize supply and demand. In this system, the supplgaf &ne mesh tile is set tQ
or 2t,; depending on requirements.

The partitioning process can also be modified easily. Themnsgvith memory overlap
in both tiers do not have cells, and need not be partitionedos& cells placed in the
regions with a single memory macro are moved to the tier notasoing memory. Finally,

the regions with cell overlap are partitioned as usual.
4.1.3 Routability-Driven Partitioning

The first step in building a routability-driven partitioristto estimate the routing congestion
in the monolithic 3D IC. The routing congestion is measurethagotal routing overflow,
which is the routing demand minus routing supply on all thabgl routing edges in the
chip. The routing supply is determined from the number atchpf metal layers, and this
section discusses how to determine the 3D routing demana sEction then describes

how to re-partition the monolithic 3D IC to reduce routinghgestion.
4.1.3.1 Prior Work

While this is the first work to discuss a monolithic 3D routirentand model, this topic has
been explored extensively for 2D ICs. The first approach isdalgses approactbg] where
the demand of a net is assumed to be distributed evenly alopgssible Steiner tree com-

binations. This was extended to consider the differencésdsn horizontal and vertical
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segments in34]. These approaches are more suitable for routabilityedriplacement, not
partitioning, as both these papers try to minimize the eyedf the net bounding boxes.
The other approach is to first decompose multi-pin nets imtogin nets, and add each two
pin net into the demand estimate. The demand of each two picanebe estimated either
by maze routing30Q], rough global (LZ) routing 37], or probabilistically p]. This project
chooses a probabilistic demand model because (1) It isregtyefast unlike maze routing,
and (2) The predicted demand numbers are independent ofdezireg unlike LZ routing.
The first property is necessary as several solutions willva¢uated during partitioning,
and the second property is essential for a partitioner as macompute of the demand of

the same two-pin net must yield the same result.
4.1.3.2 Decomposing Multi-Pin Nets into Two-Pin Nets

This section presents a method of decomposing multi-pia imé two-pin nets by con-
structing 3D rectilinear Steiner trees (RSTs). Currentlytow exists to efficiently com-
pute a 3D RST, so the net is projected to 2D, a 2D rectilinean&teninimum tree (RSMT)
constructed, and then expanded back to 3D.

Sample points to be routed are shown in Figbiéa). The points are first projected
to a 2D plane, and a 2D RSMT is constructed using FLUTH [Figure 51(b)). Now,
while expanding this 2D RSMT to a 3D RST, the tiers of all the fipeihts are already
known. The tier of each Steiner point is determined by a nitgjoote of the tier of all
of its neighbors. Any ties are broken in any arbitrary, deiarstic manner. A neighbor
is defined as any point (steiner or fixed) that the currenn®tgpoint is connected to. If a
neighbor does not have a tier determined yet, it is ignorechgthe current iteration of the
majority vote operation. For example, when the 2D RSMT of Fedgid(b) is expanded, the
tiers of the three steiner points that are connected to tled fpoints are determined first.
They each have two neighbors in one tier, and one undetedmigighbor. Therefore, they

all lie in the same tier as the fixed points that they are caegeim. Next, the tier of the
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middle steiner point can be determined as the top tier asitva neighbors in the top tier

and one in the bottom tier. The resulting 3D RST is shown in f@&d(c).

:

Points to route

Steiner
point

i

.

@) (®)
2D Edge
Edge changed .n :
¥~ 3D Edge 9 9 .\ Tierchanged

i

(c) (d)

Figure 51: Construction of a 3D RST. (a) The points to be routed. (b) Ptage2D and
construct a 2D RSMT. (c) Expand the 2D RSMT to a 3D RST. (d) If ad®inges tier, the
2D RSMT can be re-used.

Since the target is move-based partitioning, the changgpioldgy needs to be quickly
evaluated if the tier of a given cell is changed. Since sudieage does not change thé&
y co-ordinate of the cell, the same 2D RSMT can be reused. Theftome cell is changed
and the resulting 3D RST is shown in Figus#(d). The expansion from Figurgl(b) is
redone, and only the quick majority vote operation needstpdrformed on the Steiner
points. Note that the steiner point connected to the cetlliha changed tier now has an
equal number of neighbors in each tier. This tie can be brakany deterministic manner,
and this project always goes with the lower tier. Since thedbei steiner point now has two
neighbors in the bottom tier and one in the top tier, it is @ssigned to the bottom tier.

As seen from this figure, a lot of the routing demand on the irpg offloaded to the
bottom tier, with an unchanged 3D bounding-box. Thereftoegvaluate the change in
demand if the tier of a given cell is changed, the followingpst need to be performed:

(1) Redo the majority vote operation for all nets connecteth#o cell, (2) Delete the old
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topology (rip-up) of the changed two-pin nets from the dedhastimate, and (3) Add the
new topology (re-route) of the changed two-pin nets intodbmand estimate. Handling

each two-pin net is described next.
4.1.3.3 3D Demand Model for Two-Pin Nets

A 3D routing graph is maintained for the entire chip. Thistsetconsiders only that sub-
graph that a given two-pin net spans. Although the focus Ig on two tier monolithic
3D ICs, the model presented in this section is general, angpicable to any number of
tiers. An examplel x 3 x 2 three-tier subgraph is shown in Figus2

B

A

Top-down view Unfurled view

Figure 52: A legal route from Ato B in al x 3 x 2 grid. The top-view is limited to two
bends, while the unfurled view can have unlimited bends.

Assume that the net (A-B) spans & m x n routing sub-graph. The probabilistic
routing demand contributed by this two-pin net on each edigi@mthis sub-graph needs
to be computed. One possible route from A to B is highlighteded. Many such legal
routes exist, and a probabilistic demand model assumes#tiicgal route is equally
probable. Therefore, the key to such a demand model is teattyridentify which routes
are legal.

Two key observations that help derive the demand model d)eldoking at the 3D
demand graph from the top-view, each bend represents thye udaa local via. Since

current global routers try to minimize the usage of locasyiais is limited to at most two
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bends (or local vias) in the top vievs,[37]. (2) A new view called the unfurled view is
defined, which unfurls the routing graph along a legal rovéef Figure52). In such a
view, movement along either or y directions look the same. In this view, irrespective of
the number of bends, the number of MIVs is always the same qual ¢o exactlyn — 1.
For example, in Figur&2, two MIVs always connect A and B, irrespective of the number
of bends in the route. Therefore, there are no limits to thabwer of bends in the unfurled
view.

Assuming the above constraints, the total number of rovbes A to B is(I-+m) x (+m+m)
C,. First, given the top-view constraint, the sum of all thelyabilities along all the edges

that look identical in the top-view is given by:

(

(l—x), ify=0
& 1
Z Ploat1),y,i = T~m X3 (z+1), ify=m (28)
=1
1, otherwise

\

A similar expression can also be written for all hedges. Next, in the unfurled view,
all edges with the samg + y) look the same. Therefore, lerepresentx + y). Since
there is no limit to the number of bends, the routing probigbdn any horizontal edge is
given by a uniform probability distribution:

(H_Z)Cl x (+mtn—i—z—1) C
Py, = TGrmim O

(I4+m—i—1) (29)

Equations 28) & (29) can be combined to give the routing probability on any x edge

the 3D graph:
(J:+y+z)CZ X(l+m+n—:c—y—z—1) C(l+m—a:—y—1)
K3D =
(l—x), ify=0
Plaat1)y,: = K3p X (x+1), ify=m (30)
1, otherwise

\
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A similar expression can also be computed for all hedges. Once the probabilities
of thex & y edges have been computed, the probability on eastige can be computed
by visiting them in turn, and setting the probability to be sum of the probability on all
incoming edges (towards A) minus the sum of the probabilityatl the outgoing edges

(towards B).
4.1.3.4 Interdependent Supply/Demand Model

In 2D ICs, there are two types of tracksr-andy. Using anx track does not affect the
supply ofy tracks, and vice-versa. In monolithic 3D ICs, the number thcks available
also needs to be taken into account. Thesmacks, however, are not independent of the
andy track usage. Assuming that the top metal layer is vertitad, fact is illustrated in
Figure53. This figure shows the top view of the top metal layer of ondglaouting bin.
The green squares represent potential MIV landing padwsitese pitch is determined by

the pitch of the top metal layer.

2D route on top metal Externally usend MIV Slot
- Blocked - < S
— OoCcKe
— mvsiot |2 E 0o
OO oDoowugno
Available

-0 |\/||VS|ot_’D Doood

OO opDoooo

OO ODpoOooo
Guloba| rou:ing bin Interrllally used MIV Slot

(a) (b)

Figure 53: A view of the top metal layer that contains MIV landing pads) A 2D wire

on the top metal layer blocks potential MIV landing pad sl¢kg If MIVs connect to cells
outside the current bin (external), they block other MIMsMIVs connect to cells within
the current bin (internal), they do not block other potdriléV slots.

There are three effects that need to be modelled. Firstiresthat a 2D wire on the top
metal layer crosses this bin. As shown in FigbB¢a), this 2D route blocks potential MIV

landing pad sites, and hence reduces the 3D supply. Nextoamsn Figure53(b), if a
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MIV lands on the top metal layer (from the other die), and cargs onto a different global
routing bin, this is termed an externally used MIV slot. Swomnections use one MIV
slot, but also block others. Finally, if an MIV lands on the tmetal layer but connects
to a gate within the same bin itself, it is termed an integnaied MIV. As seen from this
figure, it uses one MIV slot but does not block other MIV sldt&wever, this requires an
entire via stack from the top metal to the lowest metal to eanto the cell. This via stack
causes via blockage8][ which reduces the 2D supply in the lower metal layers.

Let Wp and Hp be the width and height of the global routing biN,,;; and N, are
the number of horizontal and vertical metal layers, respelgt Let Py; and P, be the
pitch of the:* horizontal and vertical metal layer respectively. Note ¥4 is ignored as
it is usually used for within-cell routing. Therefore, thierst” metal layer is actually M2.
Also, this section assumes that the top metal layer has arpeefvertical direction. The
derivation can also easily be carried out if it is horizontal

If the top metal pitch is assumed to be the only factor deteigithe number of MIV
slots, then the number of vertical and horizontal MIV slots:aVy = Wg/Py,,,, and
Ny = Hg/Py,,,. However, not all these slots are accessible. This is becaash metal
layer only contributes a finite number of tracks that can eatto MIVs in this bin. The

number of MIV slots can then be given as
Nuyrv = 2NgNyv + 2Ny Ny — ANyv Ny (31)

This can then be divided into a matrix wiffy,; and Vi, effective horizontal and vertical
slots. It should be noted that this routing-based congtamirnthe number of MIVs is far
more restrictive than computing the number of MIVs slotsilatde by simply looking at
the whitespace available for MIV insertion. It can be shohat even if all the above MIV
slots are utilized, it will occupy onlg — 3% of the area of a given placement bin.

Next, to determine the number of blocked MIV slots, the nundé&€D and 3D routes
that use the top metal layer needs to be determined. Thigresquetal layer assignment,

which is a complicated problem. Instead, the routes arenasduo be assigned to metal
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layers based on the inverse ratio of pitch, i.e., a largehpmetal will have fewer wires.
Let Ny 2p; be the number of 2D routes that cross the north edge on mgaalilaSimilar
definitions can be made for 3D routes and the east, west, atidlsdges. LelNy o be the
total number of 2D routes crossing the north edge, Arizk the pitch of the'” metal layer.
For each vertical metal layer Nyop; = Nyoap/(Pi. Zj(l/Pj)). It is pessimistically
assumed that any 2D or 3D wire crossing an edge goes all theonthg center of the bin.

The number of blocked MIV slots (assuming the top metal i$ie@l) can then be given as

!
Nurv,gie =0.5Ny (Nx2p Ny + Ns2p vy )

+(0.5N7, — 1)(Nn3p.Nyy + Nssp Nuy) (32)

The first term in the above equation represents the numberl\gfdlbts blocked by 2D
wires and the second term represents the number of MIV slotkéd by external MIV
connections. The actual number of MIV slots can be obtailyeslibtracting Equatior3Q)
from Equation 81).

The next step is to calculate the 2D supply reduction duegeitnblockages introduced
by MIV connections. LetV,,, ;p be the number of internal MIV connections in this bin.
Each bin is divided into four quadrants, numbered one thidogr, in the usual naming
convention. The number of vias in the first quadrant, on nmayar:, can then be given as

Nuiai = 0.25Ninesp + > 0.5(Nysp,; + Neap.) (33)
7<i
If Wi, 1S the width of the via on metal layerthen the fraction of metal layein the first

guadrant that is blocked by vias is given 8k [

Nvia 1 i(inai + O5Pz)
Bvia i = — : 34
. \/ 0.25Wg Hp (34

Based on this, the actual 2D supply on the north edge of thegphin is given as

Nnyrv
SUPy =Wpg Z (1 — 0.5(Byia1i + Buia2i))/ P (35)

i=1

Similar expressions can then be derived for all the otheesdg well.
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4.1.3.5 Min-Overflow Partitioning

Routability-driven (min-overflow) partitioning can now nmeakse of the 3D demand model.
First, min-cut partitioning as described in Sectiri.2is performed. A min-overflow
partitioning is then performed on top of this solution. Taeerflow is used as the metric
to be minimized, which is defined as the summation of the awerén all the 2D and 3D
edges in the chip that are congested. The overflow-gain ofl &sdben the reduction in
the total overflow when its tier is changed, and it is compugthe procedure outlined in
Subsectiort.1.3.2

Let C be the set of all cells andy be the set of all the nets in the design. In the min-
cut partitioner, once a cell is moved, only the gains of itghkors needs to be updated.
However, the overflow depends afl nets that use a particular routing edge, not just those
connected to this cell. If a cell is moved, it affects seveaaiting edges. Any other net
that uses the affected routing edges will now need to hawevéslow updated. Since the
gain is defined for moving a cell, all cells connected to suets will also need to have
their gain updated. For cells connected to nets with largenbimg boxes, up t@’ cells
will need to be updated every time it is moved. This means itig@ntaining a priority
gueue with all cells, such as in the default FM algorithm, lddaad to a time complexity
of O(C?). This neglects the time necessary to rebuild the queuechailds a further
O(log(C')) complexity. Overall, this would lead to excessively largatime, making it
infeasible. A heuristic that reduces the time complexigngicantly is now presented, and
shown in Algorithm3.

The top-level function in this algorithm &/ inOver flow(). Initially, the demand esti-
mate is cleared i.e, all nets are removed, and the utilizatioeach routing edge is setdo
Next, there are two stages, build and refine, both of whictsandar, and handled by the
Stage() function. In the build phase, all the nets are initially geirtvalid. In both stages,
the nets are then sorted by bounding-box. This is becausewmitta larger bounding box

have a greater impact on the routing graph, and will be psszk§irst. During the build
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Algorithm 3: A Min-Overflow Partitioning Heuristic

1 Function M nOver fl ow()
2 demandEstimate —Cl ear () ;
3 St age( build) ;
4
5

St age( refing ;
end

6 Function St age(type

7 if (type == build) then

8 | Vn € N:n—valid=false ;

9 end

10 Sort N in descending order of bounding-box ;
11 foreach n € N do

12 if (type == build) then

13 demandEstimate —AddRST( n —rst) ;
14 n —valid = true ;

15 end

16 FM n —c¢,) ;

17 end

18 end

phase, the 3D-RST of the net currently being processed isladttethe demand estimate,
and the net is set to valid. Next, irrespective of stage /ihé() function (to be described
later) is performed on the cells of the current net. Note thahe build phase, the de-
mand estimate does not have all the nets included, only tes tat have been processed
so far. This is to avoid any noise introduced by a bad initaldom partitioning of the
unprocessed nets.

The FM () function is similar to the basic algorithm described in 8sc#.1.2 with a
few differences: (1) A heap is used instead of a bucket, agdires are not integer values.
(2) Only a subset of cells that belong to a given net are censd] (3) When a cell is moved
to another tier, the gains of all cells within the currentsettare updated, and (4) The gain
function is the global max-overflow gain, considering aklid” nets in the design, not just
the current net being processed.

The above heuristic adds one net at a time into the demandagsti maintaining a

local optima of the global total overflow after each net isedid Once all the nets are
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added, each net is processed again to further reduce thidoawverhis approach leads to
a time complexity ofO(N.(rmsy,)?), wherermsy, is the root-mean-square of the net
degrees. This value does not scale much with circuit size tlaerefore, the heuristic is

more or less linear in runtime.
4.1.4 Router-based 3D-Via Insertion

To continue with the P&R flow, routing and then parasitic agtion needs to be performed.
However, current routers can only handle 2D ICs, and the wgpmbach is to split the 3D
design into separate designs for each tier, each of whiclhheaauted independently. This
requires the locations of the MIVs to be known, so that theylmarepresented as 1/0 pins
within each tier.

Once the partition of all cells are finalized, current TS\é& placers perform a TSV
and cell co-placement ste@§, 12] to determine the via locations. However, MIVs are so
small that they can actually be handled by the router, andnhehurdle is the lack of an
existing 3D commercial router. However, 2D commercial evsiare capable of routing to
pins on different metal layers, and a method to trick exgs@® commercial routers into

performing MIV insertion is illustrated in Figure4.

MyE i)
B ;} Routing Implicit MIV
L ] 1 . . .
Ms Layers Routing Blockage v Ioc/at|on
MIV in MIV Layer N = 1
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2D TECH LEF 2D MACRO LEF :’ [ = — My

—

My ot MIvV Ianding&ds
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Figure 54: An overview of the router-based MIV insertion methodologg) The tech-
nology and macro LEF are modified to represent a two-tier o 3D IC. (b) The

structure that is fed into the commercial router, which sntihhouted. The MIV locations
are extracted and separate verilog/DEF files are createxhtdr tier.
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First, all the metal layers in the technology LEF are dupédao yield a new 3D LEF
with twice the number of metal layers. Next, for each staddall in the LEF file, two
flavors are defined — one for each tier. The only differencevéen the two flavors is that
their pins are mapped onto different metal layers depenatirits tier. Next, each cell in the
3D space is mapped to its appropriate flavour, and forced thetsame placement layer.
Note that this will lead to cell overlap in the placement layeit there will be no overlap
in the routing layers (Figurg5). Routing blockages are placed in the via layer between the
two tiers, to prevent MIVs over cells. This structure is tified into an existing commercial
router (Cadence Encounter). Once routed, the routing tggasitraced to extract the MIV

locations, and separate verilog/DEF files are generateekic tier.

~ Tier 1 Gate . P I — M0

i

7

Tier 0 Gate

(a) Input to Commercial Router

- routing - EE

bMIVSl“:’:
N )
_

(b) Output from Commercial Router

Figure 55: Screenshots of router-based MIV insertion (a) All the gates placed in
the same placement layer, but no overlap exists in the rudiyers. (b) The result after
routing. The MIV locations are highlighted in red.

4.1.5 Experimental Results

Eight benchmarks are chosen, six of which are from the OpesgJuenchmark suite. In

addition, two processor designs, the OpenSPARC_{@pand LEON3 cores are chosen.
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These designs vary in size from a few tens of thousands o§ gatkalf a million gates.
They are synthesized with a 28nm cell library, and theiistias are tabulated in TabRo.

Of these eight designs, three have memory macros, as listed the memory area column

in Table20.
Table 20:C'I|'hekvarious benchmarks corEider(ed ig)this section.
o oc rea (mm
Circuit Period (5) #Cells | #Nets Std. Cell Memory #ML
mul_64 1.2 21,671 22,399, 0.078 0 4
LEON3 0.9 17,419| 19,069| 0.051 | 0.034 | 4
nova 2.3 57,339| 60,867 0.179 | 0.028 | 6
rcal6 0.4 67,086| 75,786, 0.263 0 4
aes128 0.5 133,944 138,861 0.349 0 5
jpeg 15 193,988238,496 0.739 0 4
OST2 1.5 316,573334,374 1.110 | 0.468 | 6
fft_256 1.0 488,508492,499 1.833 0 5

In addition to the clock period, number of cells, and numbenets, this table also
shows the minimum number of metal layers with which the 2[2@taent is routable. This
is used as the number of metal layers for both 2D and monolBB versions of each
design. The footprint area of each design is chosen suchhbatandard cells have a
target density of 70%. All monolithic 3D designs are impleteel such that they have
exactly0% area overhead compared to their corresponding 2D versmnexactly50%
footprint areajrrespective of MIV countThis condition also ensures that the standard cells
in the M3D design have a target density of 70%. The diameteaoh MIV is assumed to
be 100nm, with a resistance df{) and a capacitance 6f1 f F' [33].

In order to obtain pre-placed memory macro locations fortBB,memory macros are
partitioned architecturally. An example of this for the @3 benchmark is shown in Fig-
ure56. The 2D design contains several modules such as load-stdrésw), instruction-
fetch unit (ifu) e.t.c. Roughly half the memories in each medare allocated to each tier,

and the memories are manually placed to mimic the 2D plactasetiose as possible.
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Figure 56: Manual partitioning of the memories in the O2 benchmark. The memories
belonging to each sub-module are partitioned, and placactonfiguration similar to that
in 2D.

4.1.5.1 The Impact of Partitioning Bin Size

As discussed in Subsectighl.2.] the choice of partition-bin size affects the solution
guality greatly. From the perspective of cell displacemantaller bin sizes are better.
However smaller bin sizes mean more partitioning-binsciieads to more area-balance
constraints that the partitioner needs to satisfy. Morestraimts imply a worse objective
function, which means a larger cutsize in the min-cut pgartér. Since routed WL is more
important than 3D HPWL, more 3D vias mean that an appropridtiéespace location
needs to be found for more MIVs, which may not always be fdasitherefore, a smaller
bin size may not always lead to lower wirelength. To quantifis effect, the min-cut
partitioner is run on all benchmarks with varying bin sizasd results are tabulated in
Table21.

For each benchmark, five different bin sizes are evaluated.M1V count after router-
based MIV insertion and the projected 2D HPWL which is the ciiye function of the top-
off placement are tabulated. As expected, increasing theibe always reduces the MIV
count due to the partitioner having more freedom, and alsayad increases the projected

2D HPWL as the finalz, y) location of cells deviates more. However, the impact onedut
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Table 21: The impact of partition bin size on solution quality.

mul_64 aesl128
BinwW| #MIV Proj. 2D | Routed PDP Bin W #MIV Proj. 2D Routed PDP
(um) | (x10%) |HPWL (m)| WL (m) | (mW-ns) (wm) (x10%) HPWL (m) | WL (m) (MW-ns)
5 |15.41(1.00)0.31 (1.00)0.46 (1.00)35.61 (1.00 5 |95.43(1.00) 1.94 (1.00)| 3.00 (1.00)[105.16 (1.00
10 | 8.35(0.54)|0.31 (1.00) 0.45 (0.97)34.99 (0.98 10 | 63.75(0.66) 1.97 (1.01)| 2.95 (0.98)/105.05 (0.99
20 | 5.67(0.36)]0.32(1.01)0.44 (0.96)34.63 (0.97 20 | 56.63(0.59) 2.02 (1.04)| 2.99 (0.99)|105.37 (1.00
40 | 4.73(0.30)|0.32 (1.02)0.45 (0.98)35.22 (0.98 40 | 35.96 (0.37) 2.27 (1.17)| 3.19 (1.06)|107.04 (1.01
80 | 3.50(0.22)|0.34 (1.08)0.47 (1.02)35.34 (0.99 80 | 16.76 (0.17) 2.43 (1.25)] 3.34 (1.11)/108.48 (1.03
LEONS3 jpeg
5 |12.50(1.00)0.36 (1.00) 0.54 (1.00)25.92 (1.00 5 ]161.06 (1.00) 3.79 (1.00)| 5.40 (1.00)|359.20 (1.00
10 | 6.79(0.54)/0.37 (1.00) 0.53 (0.97)25.60 (0.98 10 | 88.84 (0.55) 3.78 (0.99)| 5.32 (0.98)|352.72 (0.98
20 | 5.77(0.46)|0.37 (1.01)0.52 (0.96) 25.51 (0.98 20 | 56.79(0.35)] 3.83 (1.01)| 5.27 (0.97)|350.51 (0.97
40 | 5.44(0.43)/0.37 (1.02)0.53 (0.97)25.62 (0.98 40 | 47.29 (0.29) 3.90 (1.02)| 5.30(0.98)|351.06 (0.97
80 | 4.19(0.33)/0.38 (1.03)0.53 (0.97)26.04 (1.00 80 | 35.47(0.22)[ 4.14 (1.09)| 5.48 (1.01)|355.50 (0.99
nova OS.T2
5 44.81(1.00)1.27 (1.00)2.09 (1.00)68.84 (1.00 5 |270.77(1.00)11.44 (1.00 - -
10 |25.66 (0.57)1.27 (1.00) 2.01 (0.96)68.08 (0.98 10 |149.36(0.55)11.62 (1.01)17.41 (1.00)520.20 (1.00
20 |22.25(0.49)1.29 (1.01)1.98 (0.94)68.07 (0.98 20 |129.30(0.47)11.64 (1.01)17.36 (0.99)517.50 (0.99
40 |17.07 (0.38)1.30 (1.02)1.99 (0.95)67.38 (0.97 40 |108.17 (0.39)11.72(1.02)17.40 (0.99)518.10 (0.99
80 [14.34(0.32)1.35(1.06)1.99 (0.95)68.44 (0.99 80 [102.42 (0.37)11.79 (1.03)17.44 (1.00)519.90 (0.99
rca_16 fft 256
5 |53.38(1.00)0.79 (1.00) 1.52 (1.00) 23.91 (1.00 5 [368.22(1.00)14.10 (1.00 - -
10 |31.83(0.59)0.82(1.03)1.50 (0.98)23.76 (0.99 10 |227.62(0.61)14.11 (1.00)24.76 (1.00)775.32 (1.00
20 [19.34(0.36)0.86 (1.08)1.53 (1.00)24.07 (1.00 20 [164.78 (0.44)14.34 (1.01)24.71 (0.99)767.55 (0.99
40 |14.16(0.26)0.90 (1.13)1.54 (1.01)24.56 (1.02 40 |145.87 (0.39)14.48 (1.02)24.58 (0.99)755.23 (0.97
80 |11.25(0.21)0.93 (1.16)1.56 (1.02)24.75 (1.03 80 |130.14 (0.35)14.49 (1.02)24.17 (0.97)752.00 (0.97




wirelength is mixed, which is due to the trade-off mentioeadier. There is a clear sweet
spot in terms of bin size. Increasing the bin size reducesvihé count, which means
that MIV insertion is easier, which reduces the routed wingth. However, increasing the
bin size too much means that the increase in projected 2D HPMikeighs any benefits
obtained from fewer MIVs. This sweet spot is different foffelient benchmarks, but
Table21 suggests that a bin size of — 20um works well across a wide range of designs,
for this technology. Note that with a different technolotjys bin size will need to change
to keep the number of cells per bin a constant. Since sweepepin size is not feasible
for each new benchmark, a partitioning bin siz€@im is chosen for all benchmarks, and

all subsequent results presented in this section assumkithsize.
4.1.5.2 Impact of Router-based MIV Insertion

The conventional method for 3D via insertion is to performoatgplace cell & 3D via co-
placement28, 12]. This section compares router-based MIV insertion schagaénst this
conventional technique. For reasons that will be given ibsgatiord.1.5.4 it is assumed
that monolithic 3D has one metal layer removed from the tep Both placement-driven
MIV insertion, as well as the proposed router-driven MIVarton are performed, and
results are tabulated in Tal®2.

In this table, entries marked with a * indicate that that jeatar flavor is unroutable,
and the wirelength reported is on designs with many thousah® RC' violations. Since
reliable parasitic extraction cannot be performed on sesigehs, only wirelength and MIV
count are compared. As observed from this table, the placedrezen MIV insertion
often produces results that are unroutable. In those chaésite routable, router-based
MIV insertion improves the routed WL by up tth%. This is because the placement-
based method tends to cluster vias together, leading te tgnps of vias, and large areas
without any vias. When routing the placement-based methtidtive commercial router,

no significant congestion is observed during the trial rautglobal route phase. However,
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Table 22: The impact of router-based MIV insertion. Entries markethva * are un-
routable.

Placement-driven Router-driven
Circuit WL #MIV | WL | #MIV
(m) | (x10%) | (m) | (x10%)
mul.64 | 0.530 | 3.723 | 0.473| 5.677
LEON3 | 0.628 | 3.907 | 0.549| 5.772
nova 2.170 | 13.687| 2.031| 22.256
rcalé 1.575 | 11.749| 1.535| 19.344
aesl128 | 3.213 | 35.026| 2.988| 56.632
jpeg 6.233 | 24.010| 5.304| 56.791
OST2 |21.740* 73.805*17.469 129.308
fft_256 [31.829* 71.272*25.133164.784
Geo-Mean 3.348 | 17.859| 2.943| 31.489
Norm. 1.000 | 1.000 | 0.879| 1.763

the vias are so small that it becomes difficult to route to tlvannsing huge issues during
detailed routing. The router-based method, although itrhage MIVs (due to multiple

vias inserted per net), spreads them out over the area ohipgiecreasing the routability.
4.1.5.3 Impact of Routability-Driven Partitioning

Starting with the min-cut solution, routability-driven giigioning is performed with and
without the interdependent supply/demand (IdS) propos&ilibsectiod.1.3.4 It is also
assumed that one metal layer is reduced from the top tier iD.M8e supply, demand, and
overflow of the min-cut partition of mub4 with and without 1dS is plotted in Figutey.
From this figure, it is seen that in the case of IdS, the suppth@MIV layer is reduced
due to the demand in the tier 1 top metal, and vice-versa. Igleaot considering IdS
during min-overflow partitioning significantly overestitea the MIV supply. The results
are tabulated in Tabl23.

When compared with the min-cut solution, the min-overflowigianer without 1dS can
reduce the routed WL by up th30% (mul_64) and the PDP by up t14% (fft_256). On
average, the min-overflow partitioner without IdS give8% and0.9% better wirelength

and PDP respectively. If, however, 1dS is considered dupagitioning, up to a further
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Supply Demand

Overflow

(b) With inter-dependent supply/demand

(a) Without inter-dependent supply/demand

Figure 57: Supply, demand, and overflow maps of the r6dlbenchmark for min-cut
based partitioning solution. If interdependent supplgidad is considered, a significant
reduction in supply in densely wired areas is observedjiead more overflow.

Table 23: The impact of routability-driven partitioning on monolitt3D IC designs.

Min-cut Min-overflow (w/o 1dS)| Min-overflow (with 1dS)

Circuit | WL | PDP |[#MIV | WL | PDP |#MIV | WL | PDP | #MIV
(m) | (MW-ns)| (x10%)| (M) |(MW-ns) (x10%)| (m) |(MW-ns)| (x10%)

mul 64 | 0.47| 3552 | 5.67 | 045 3491 | 7.24 | 045| 33.11 | 6.32
LEON3 | 0.54| 25.95 | 5.77 | 0.55| 26.26 | 6.69 | 0.53| 25.86 | 5.84
nova |2.03| 69.82 | 22.25| 1.98| 68.15 | 27.51| 1.98| 67.94 | 25.05

rcal6 | 1.53| 23.75 | 19.34| 1.50| 23.58 | 25.82| 1.49| 23.44 | 23.14

aes128 | 2.98| 105.47 | 56.63| 2.98| 104.05| 63.73| 2.96| 103.97| 61.95
ipeg 5.30| 351.93| 56.79| 5.27| 357.75| 72.43| 5.18 | 349.53| 63.10

OST |[17.46/ 522.30|129.3017.16 517.95|164.86/16.61] 509.55| 134.98

fit 256 [25.13] 791.64 |164.78 24.18 766.72 |222.0523.26/ 758.79 | 180.66
Geo-Mean 2.94| 111.25| 31.48| 2.89| 110.22| 39.41| 2.84| 108.47 | 34.58
Norm. | 1.00| 1.00 | 1.00 | 0.98, 0.99 | 1.25|0.96| 0.97 1.09

3.8% and2.65% boost in the WL and PDP is obtained, respectively. In this désemin-
cut solution can be improved by upTot4% w.r.t. WL and4.31% w.r.t. PDP. This takes the
average WL and PDP gain over min-cutd% and2.2%, respectively. In addition, the
min-overflow solution without 1dS underestimates the catiga in the MIV layer, and,
on average usex.2% more MIVs than the min-cut solution. If IdS is consideredidgr

partitioning, the MIV count increase over min-cut goes ddwf.8%.
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4.1.5.4 Reducing Metal Layers in Monolithic-3D

Cost is one of the primary concerns that needs to be addresg@é BD ICs can be widely
adopted. If each tier in a monolithic 3D IC uses the same nurmbmetal layers as 2D,
the additional cost over 2D is the bonding of the empty silia@fer. One method to offset
the increased cost is to reduce the number of metal layerS,ine8lucing the total cost of
the chip.

Reducing the number metal layers in monolithic 3D is now esgao The default case
is when both tiers have the same number of metal layers as &Wgd0). Reducing one
metal layer from the top-tier alone is termed “Tm1”, and r@dg one metal layer from
each of the top and bottom tiers is termed “T#mt1”. For each of these cases, min-cut
partitioning, as well as min-overflow partitioning, withcdwithout IdS is performed. The
wirelength and PDP for all these cases is plotted in Fig@&eThe curves for 2D are also
plotted as a comparison.

The first thing observed is that even with a reduced metal tc@lirdesigns in mono-
lithic 3D are able to be routed with zero DRC violations. Thdssigns were not routable
with fewer metal layers in 2D, so the fact that they are nowtable indicates that mono-
lithic 3D reduces the routing demand significantly. The ribkig to note is that, as ex-
pected, reducing the metal layer count increases the wgtieand PDP. The magnitude of
this increase depends on how congested the initial destgrbiegin with. In addition, the
min-overflow partitioner helps both wirelength and PDP #igantly. In many cases, the
“Tm1” min-overflow (without IdS) result is better than themcut with all metal layers.
Similarly, the addition of 1dS into the partitioner gives age WL and PDP benefit. In
several cases, designs can have two metal layers removedtilaheve lower WL than the

min-cut case with all metal layers.
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Figure 58: The impact of reducing the metal layer count. “Tm1” (“Bm1”astls for one
metal layer removed from the top (bottom) tier.

4.1.5.5 Application to Face-to-Face Bonding

So far, the proposed approach has been applied to moncditCs only. However,
this approach is general and is applicable to any 3D teclgyoldhere the via size is so
small that the placement need not be aware of them. Thisoseatiw discusses how this
methodology applies to face-to-face (F2F) technologyciiiias a different stack-up than
the face-to-back style discussed so far. The placementeiigelf need not change. This
is because a design can be placed as if it was face-to-badgkhan the mask of the top
tier is mirrored with the center of the die as the axis of syrnmmeModifications to the
min-overflow algorithm and router-based via insertion stsmow discussed.

For the min-overflow partitioner, F2F without IdS is idemafi¢do the monolithic 3D

partitioner without 1dS. With 1dS, only a few changes neetiéanade. First, the supply in
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the F2F layer depends on the top metal layebathtiers, not just the top tier. Therefore,
Equation 82) is computed for both tiers separately, and the number of\i@Blockages
is the maximum of the two. Next, to calculate the 2D supplyurtion, Equation 35) is
applied to each tier independently.

For router-based F2F insertion, consider the modified telolgy LEF file as shown in
Figure54(a). To represent face-to-face, the order of the metal tagkthe top die simply
need to be reversed. The stack-up will nowMe, -, My, Myy, -+, M. Note
that no additional modifications are made to the macro LEF fileaddition, no routing
blockages are placed over cells, as F2F vias do not occupgrsispace. Finally, while
tracing the routing topology, the F2F landing pads are eckan the top metal layers of
each tier. Each tier can then be routed, and the mask of theetopill be mirrored before

fabrication. Sample MIV and F2F vias after insertion arevgion Figure59.

. . PN ,v
ml v
s o .
L . mi

(b)

Figure 59: (a) Monolithic 3D integration, and (b) Face-to-face 3D grtgion. MIVs are
limited to whitespace, while F2F vias are not.

F2F vias are assumed to have a widtl) 6f.m, a resistance df.1€2, and a capacitance
of 0.2fF. The “Tm1” case is assumed, and the routed WL and PDP for thecatiand
min-overflow (with and without IdS) are tabulated in TaBke Although the min-overflow
partitioner without IdS gives an average WL reductior2@f, the PDP actually goes up
slightly. This is due to overestimation of the available FR2fpply, and the more accurate

partitioner with IdS corrects this issue.
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Table 24: The impact of routability-driven partitioning for face-face designs.
Min-cut Min-overflow (w/o IdS)| Min-overflow (with 1dS)
Circuit | WL | PDP | #F2F | WL | PDP | #F2F | WL | PDP | #F2F
(m) | (MW-ns)| (x10%)| (M) [(MW-ns) (x10%)| (m) [(MW-ns)| (x10?)
mul 64 | 0.49| 35.87 | 5.29 | 0.47| 3567 | 6.94 | 0.46| 35.45 | 6.44
LEON3 [ 0.59| 27.29 | 5.32 | 0.58| 27.92 | 6.36 | 0.58| 27.06 | 5.90
nova |2.09| 73.57 | 20.21| 2.03| 73.89 | 25.58| 2.02| 71.30 | 23.82
rcalé |1.53| 23.75 | 19.34| 1.50| 23.68 | 24.36| 1.47| 23.38 | 21.97
aes128 | 3.01| 111.72| 52.81| 3.05| 112.38| 60.33| 2.97 | 108.36 | 62.20
ipeg 5.37| 351.63| 52.58| 5.30| 348.76 | 68.12| 5.19| 344.97 | 60.00
OST2 |17.78 533.25|115.7317.48 530.55|153.96 17.02] 521.85|130.31
fit 256 |25.31 762.76 |145.04{24.35 757.78 |204.96 23.43 735.29 | 168.82
Geo-Mean 3.01| 113.39| 29.09| 2.95| 113.46| 37.08| 2.90| 110.94 | 33.62
Norm. |1.00| 1.00 | 1.00 | 0.98| 1.00 | 1.27 | 0.96| 0.97 1.15

4.1.5.6 Overall Comparisons

The WL and PDP numbers of 2D, and the monolithic 3D and fadadte-designs obtained
after partitioning with 1dS are now compared. The resuléstabulated in Tabl25. From

this table, M3D offers up to 25.6% WL benefit andl6.6% PDP benefit. On average, M3D
offers 19.9% and11.8% WL and PDP benefit, respectively. In contrast, F2F offers up to
23.8% WL benefit and14.6% PDP benefit. On averageé3.2% and10.1% WL and PDP

benefit is seen, respectively.

Table 25: Overall Comparisons
2D 3D —MIV 3D - F2F
Circuit | WL PDP | WL PDP | WL PDP
(m) [(MW-ns) (m) |(mMW-ns) (m) |(mW-ns)
mul 64 | 0.584| 39.432| 0.452| 33.119| 0.468| 35.454
LEON3 | 0.638| 28.088 | 0.537| 25.863 | 0.582| 27.060
nova | 2.447| 75.420| 1.982| 67.947 | 2.028| 71.308
rcal6 | 1.727| 26.010| 1.491| 23.443 | 1.474| 23.384
aes128 | 3.632|117.148 2.961| 103.978 2.979| 108.365
jpeg 6.769| 399.339| 5.183| 349.531| 5.193| 344.972
OST2 |22.352 611.400|16.615 509.550/17.024 521.850
fit_256 [28.922 861.750/23.263 758.793)23.436 735.297
Geo-Mean 3.547| 123.338 2.842| 108.476| 2.901| 110.941
Norm. | 1.000| 1.000 | 0.801| 0.880 | 0.818| 0.899
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In general, F2F has slightly worse numbers than monolitBicThis is because of the
larger vias sizes (necessitated by die-alignment) anddtietthat connecting two gates in
3D requires a stacked via through both tiers. F2F also ha&s @tbues not considered here,
such as the requirement of being in a regular array, thrailgion-vias required for 1/0

connections to the chip, and the non-availability of flippctyle packaging.
4.1.6 Comparison with Existing 3D Placers

The proposed placer is compared against two existing tqakej which were primarily de-
veloped forTSV-based 3D placemernithe first technique is 3D-CrafLp], which performs
true 3D placement, and the other is the partition-thengyégproach8]. No comparison
is made against another TSV-specific 3D pla@i],[ because the binary is not publicly
available. In addition,Z1] only presents absolute 3D WL numbers without providamy
2D baseline number. It is therefore unclear how much of the avgment comes from
their 2D engine, and how much from their 3D specific appro&ince the proposed 3D
approach can easily incorporate any 2D engine, any engewfgpgains in 21] will also

carry over.
4.1.6.1 Comparison with 3D-CrafiLp]

Only the binary version of this tool is available, and it dowd support a target density
driven mode. The cells are preset to always be placed wittgattdensity of 1, owithout
any whitespace in between thei@uch a placement solution will not have any space for
router-driven MIV insertion, and hence is inherentiyt routable For this reason, only the
3D half-perimeter wirelength (HPWL) is compared in this gatt In addition, the binary
provided is not capable of handling pre-placed hard maarols as memory. Therefore, in
this subsection, only the pure-logic designs are compared.

Both the proposed placer and 3D-Craft are run with the numbeliesf set to one to
give a 2D placement. Next, both placers are run with the nurobdies set to two, which

gives a 3D placement. Only the improvement in HPWL when gom8D is compared.
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The proposed placer is run with a target density of 1 to mdtelpteset setting of 3D-Craft.
3D-Craft also has a via weight parameter in the cost functant(is TSV-based), which
controls the number of 3D vias. This is settt make the cost function purely 3D HPWL

driven. The results of both placers are tabulated in Table

Table 26: Comparison between 3D-Craft and Our Placer
Our HPWL (m) |[3D-Craft HPWL (m)
2D | 3D |3D/2D| 2D | 3D |3D/2D
mul.64 | 0.39| 0.30| 0.77 | 0.34| 0.27| 0.79
rcalé | 1.15/0.92| 0.79 | 1.22| 0.97| 0.80
aes128 | 2.61|1.93| 0.74 | 2.52| 1.87| 0.74
jpeg 496| 3.70| 0.74 | 5.09| 3.78| 0.74
fft 256 [18.9513.63 0.72 |19.57/13.31] 0.68
Geo-Mean 2.56| 1.93| 0.75 | 2.54| 1.90| 0.75
Norm. |1.00| 1.00| 1.00 | 0.99| 0.99| 1.00

Circuit

From this table, both placement approaches produce cobipasérelength improve-
ments when going to 3D. Since the proposed placer takes depgtse minimize the MIV
count such as min-cut partitioning, the MIV counts are naohpared. The benefit of the
proposed approach comes not just from comparable impravesme HPWL, but in the
fact that any 2D placer can be easily modified and coupledavuitipartitioner to give high

quality results.
4.1.6.2 Comparison with Partition-then-Plac2g]

This technique of 3D placement first performs partitioniagd then simultaneous 2D
placement of all the tiers while minimizing 3D HPWL. Duringapgement, it looks at all
gates in the 3D space, but does not move gates between tienefdre, the initial partition
solution is very important, as it greatly affects solutiaratity. The same KraftWerk engine
is used for both types of placement, so they have identicat@@bers. The utilization of
each circuit is set td0%, and both placement solutions are taken through routezelisi$V
insertion to obtain routed WL. To generate initial partisdor the partition-then-place ap-

proach, L1] is modified to give any target cutsize between min-cut ang-ma.
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Figure 60: Comparison of 2D, partition-then-place, and placementravgartitioning
methods.

First, the placement-aware partitioning approach is rmd, the number of nets used
is computed. Partitions are generated starting from thisizey in increments of5% of
the number of nets. The wirelength and PDP for all approaareplotted in Figuré&0.
From these graphs, it is clear that choosing an appropridggze is very important to the
solution quality. In addition, the proposed approach gthesbest wirelength, without the

need to sweep the cutsize.

4.2 Monolithic 3D I C Design With Commercial 2D I C Tools

The previous section has described how to modify an acad2ihlacer to obtain M3D
designs. However, this technique has several limitatidwademic placers usually target

wirelength as the objective function, and not timing, whigore critical. In addition, the
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techniques in Sectiofh.1do not consider timing optimization, while real M3D desigresd

to be timing closed. Finally, commercial engines includdesof-the art power optimiza-
tion techniques such as swaps for gates not on the critical path. For a fair compariso
with commercial-quality 2D results, M3D needs these opations as well. Therefore,
this section presents a methodology utilize commercial @firees, along with all state of
the art optimization steps, to obtain M3D results. The OF&I8C T2 b2] core is used as

a case study throughout this section.
4.2.1 CAD Methodology

This section discusses how the techniques presented isdct can be modified to use

commercial 2D engines instead of academic ones.
4.2.1.1 Overall Methodology

The overall design flow is shown in Figugd. First, in order to utilize the 2D tool to
handle all the standard cells in a reduced footprint, sétechnology files are scaled, and
this process will be described in detail in Subsecdoh 1.2 Next, memory handling re-
quires several steps such as memory scaling, memory platemé memory flattening,
which will be described in detail in Subsectid2.1.3 Once this is done, the commer-
cial 2D engine (Cadence Encounter) can be run on this “shridikd2sign (described
in Subsectio.2.1.9. This result is then split into multiple tiers to obtain a DR@an
sign-off design as described in Subsecto®.1.5 and finally timing and power analysis is

performed as before.

| Technology Scaling | |—| Memory Scaling |
v —— .

| Memory Placement | Initial Timing Analysis |
v - .

| Memory Flattening | I Tler-by-'iler Route |

[ Shrunk 2D Place & Route | | L_3DTiming & Power Analysis |

. + - - D Cadence Encounter D Custom Script
| Tier Partltlomng D Synopsys PrimeTime

Figure 61: The overall CAD methodology flow used in this paper.
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4.2.1.2 Scaling Technology Files

The goal of this step is twofold. The commercial 2D tool firseds to be tricked into
placing all the gates in half the footprint area, and it alseds to be able to extract the wire
parasitics such that the shrunk 2D design reflects the firmahgéies in a 3D design. Note
that this subsection assumes a gate-only design, and hgmdémory will be introduced
in Subsectior#.2.1.3

Placing all the gates into half the area can be achieved bygkshg the area of each
standard cell bys0%. The width, height and the location of all the pins within el
are scaled by /v/2 (0.707). In addition, the chip width and height are scaledld§07 to
reduce the 2D footprint area by half. This will also be thetfoimt of each tier in the final
M3D design. Note that since the x and y axis equations in atyticel placer are linear,
scaling all the dimensions ky707 will simply make the cell location8.707 of what they
used to be in the 2D placement solution. This leads to a thieak&PWL improvement of
29.3%.

Next, in order to make the routing in the shrunk 2D accuratefyresent the routing
in monolithic 3D, both the metal width and pitch of each méagker is shrunk by).707.
Since the chip width and height are also shrunk by the sameiaiythe total routing track
length does not change between 2D and shrunk 2D. The totil lgagth will also be the
same in 3D, and hence this method gives a good estimate ofemigéh. Note that the wire
RC per unit lengths not changegdeven though the wire width is smaller. Therefore, the
extracted RC values from the tool does not reflect the georésfirunk 2D, but that of a

M3D wire of equivalent length using the original metal gednes.
4.2.1.3 Handling Memory Macros

While standard cells can be handled by shrinking their faotpthis is not the case for
memory. This is because standard cells can be moved by tberplehile memory is pre-

placed. Since no standard cell can be placed in the locath@mera memory is pre-placed,
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simply shrinking the memory is not an option. A pre-placedmoey can be thought of
as a combination of its pins, which serve as anchors for atancell placement, and a
placement blockage over its footprint, which preventssdetim being placed over it. Each
component is described separately.

In order to isolate the memory pin portion, the footprint loé tmemory is shrunk to
the minimum size possible (that of a filler cell). Howeveke tielative locations of its pins
are not scaled. This is shown in Figue2 This will lead to memory pins that are placed
outside the memory footprint. These pins will be in the sagsation they would have
been if the memory was its original size. Therefore, from anmey pin perspective, the
pre-placed memory in both tiers can simply be shrunk dowreasribed, and fixed in the

shrunk 2D footprint.

Pins outside

Memory Pins footprint \

<« New
Footprint

—

(b)

Figure 62: Isolating the memory pins by shrinking the memory footprirgg) Initial
memory footprint, and (b) Memory footprint reduced to sitélter cell.

Handling the placement blockage portion of the memory islamto what was de-
scribed in Figures0. Those regions that have two memories overlapping cannaaicd
cells in any tier, and hence will become full placement baggs in the shrunk 2D foot-
print. Those regions that have only one memory can contdis itethe tier where the
memory is not placed. In the shrunk 2D design, the maximurogpleent density of these
regions needs to be reduced to reflect this fact. This cantbewad by using partial place-
ment blockages. For example, if the target density of the 8Badesign is70%, then the

maximum placement density of the partial placement bloekag set t®35%.
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4.2.1.4 Shrunk 2D Place and Route

The shrunk technology and standard cell libraries are fedgalvith the memory related
pins and blockages into Cadence Encounter. This commemi&CZool is then used to
run throughall the design stages such as placement, post-placement zggioni CTS,

routing, and post-route optimization. Unlike conventioB@ flows, this approach avoids
the problem of tier-by-tier timing optimization. The advage of this is that the tool can

see the entire 3D path, and will insert the minimum buffecgineed to meet timing.
4.2.1.5 Obtaining a 3D Design

Once the shrunk 2D place and route is done, the cells and nesrame expanded back
to their original areas. This directly corresponds to rssfrom modified 2D academic
placers, and the existing partitioning approaches can pkeajto this result. A snapshot

of this entire process of obtaining a 3D design using shruhksZzhown in Figure3.

Reduced Placement Density
over Partial Blockages

Blockage

Memory Pins
Partial i
—i= < Blockage —=m==

Memory Flattening Shrunk 2D P&R

Pre-placed Memory Tier Partitioning

Figure 63: Pre-placed memory is flattened to get a shrunk 2D footprimtyvbich 2D
P&R is performed. This is then partitioned to get a monai®®D solution.

In addition to splitting the logic, the commercial flow eneblthe building of a clock
tree in the shrunk 2D design. The conventional approach BolGEs (using commercial
tools) is to create one separate clock tree per tier, andhéim ttogether using a single

MIV. However, the OpenSPARC T2 core has several clock gatésibio the RTL. So,
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Figure 64: Two different types of 3D CTS possible (a) One clock tree parfor each
gating group (source-level), and (b) The entire backbofigesl onto tier O (leaf-level).

to use the conventional approach, all the clock gating eefidixed onto tier O (as shown
in Figure64(a)), and one clock tree per tier is constructed for eaclngaroup. This is
termed source-level CTS, as MIVs are inserted close to thekdource. This approach
does not use the clock tree from shrunk 2D at all, so if thisreggh is to be used, no
clock tree is constructed in shrunk 2D, and instead a fixeckalmcertainty is set during
optimization.

This section proposes a new CTS methodology that will helpegedhe clock power.
Since MIVs are very small, it can be assumed that any numbg#vesh can be inserted.
In this case, the existing CTS result of shrunk 2D can be reuBkis clock tree contains
several levels of logic as shown in Figusd(b). During the logic splitting process, the
entire clock backbone (clock buffers and clock gates) isdfieato tier 0. Only the leaf-
level flip-flops are free to be partitioned to maintain arekibee. Therefore, MIVs will
be inserted following all leaf clock buffers that drive flifops in both tiers. This approach
is termed leaf-level CTS, and an example of this approachhisCipenSPARC T2 core is
shown in Figures5.

Next, the same gate-level MIV insertion scheme can be usemvekkr, for certain
nets, the router is bound to insert multiple MIVs. Since #xg3D tool flows use tier-by-
tier optimization, timing constraints need to be deriveddach tier. In each tier, MIVs

are defined as 1/0O ports, and the timing constraints are cagtas input/output delays.
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Figure 65: The proposed CTS methodology (a) The clock backbone in ti@n@, (b)
Zoome-in shot of leaf-level flip-flops in both tiers connectedh leaf clock buffer in tier O.
However, if a single net contains multiple MIVs, then it bewes very difficult to capture
multiple input/output delays on a single net, as such camditdo not arise in 2D ICs
(which current tools are designed for). Therefore, mudtigllV insertion is converted to
single MIV insertion by picking the best MIV (in terms of HPWIifom those inserted,
and re-routing the net. This could potentially increasewviirelength, but is unavoidable
for conventional 3D flows. In the proposed flow, since the moation is performed in
the shrunk 2D design and not tier-by-tier, multiple MIV insen can be used, which will
reduce wirelength and power. Routing topologies for singié multiple MIV insertion
for a given net are shown in Figu6®. Once the 3D design is obtained, timing and power

analysis can be performed as usual.
4.2.2 Power Benefit Study

The OpenSPARC T2 core is chosen as a case study, and implehreat28nm technology
library. The power benefit that monolithic 3D ICs offer whenmgzared to a commercial
quality sign-off 2D design is investigated. All the numbpresented in this section are for
timing closed designs, with a frequencylgfhz. This is the maximum frequency that the

2D version could be design with while using a high-effortitigrdriven flow in Cadence
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Figure 66: Two types of MIV insertion for a 3D net (a) Single, (b) Multel

Encounter. The footprint area of the monolithic 3D IC desgyexactly half that of the 2D
design, and therefore, all 3D designs presented here havaatal silicon area overhead
when compared to 2D.

The MIV diameter is assumed to H€0nm, and its resistance and capacitance are
assumed to be2 and0.1f F respectively. Comparisons with face-to-face integratien a
also provided, and the F2F via diameter, resistance andcitcapee are assumed to be
500nm, 0.5€2 and 0.2 fF' respectively. All required scripts are implemented in C/C++,

Python and Tcl.
4.2.2.1 Single vs. Multiple MIV Insertion

The power benefit offered by using multiple MIVs (or F2F viési) each 3D net is first
investigated. A summary of results for both single and mldtMIV insertion is tabulated
in Table27.

From this table, it is observed that using multiple vias &ff&4% and 10.04% wire-
length reduction, for M3D and F2F respectively. In additithre number of 3D vias double.
This means that each netis, on average, using approxinmtat@MIV/F2F vias. This wire-
length reduction does not reduce leakage power, but it demkece some cell power. The
biggest reduction is in net power, which reduces3ts8i % and4.53% for M3D and F2F,

which translates t@.25% and2.66% total power reduction, respectively.
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Table 27: Comparison of single vs. multiple MIV/F2F insertion. Poweatues are re-
ported in mW, and wirelength in meter.

Monolithic 3D Face-to-face
Single| Multiple | Diff(%) | Single| Multiple | Diff(%)
Total WL | 15.61| 14.29 | -8.43 | 15.44| 13.89 | -10.05
#MIV/F2F| 106k | 235k |+120.44 106k | 202k | +89.72

| Total Pwr [534.10 522.10| -2.25 [538.30 524.00| -2.66 |

Cell Pwr |1126.90 126.10| -0.63 [127.30 126.40| -0.71
Net Pwr |293.90 282.70| -3.81 [297.80 284.30| -4.53
Lkg Pwr |113.30 113.30| 0.00 [113.30 113.30| 0.00

Table 28: Comparison of two different types of 3D CTS. Power values apented in
mW, and wirelength in meter.
Monolithic 3D Face-to-face
Source+ Leaf- | Diff |Sourcet Leaf- | Diff
level | level | (%) | level | level | (%)
#MIV/F2F| 871 |11,376 +1.2k| 871 |11,376 +1.2k
Skew (ps)| 197.42{103.00 -47.83| 172.90|117.07 -32.29

[Clock Pwr| 68.40 | 48.00]-29.82] 69.00 | 48.50] -29.71]

TierOWL | 0.55 | 0.62 |+11.89 0.53 | 0.62 |+16.61
TierlWL | 0.48 | 0.19 |-60.50] 0.48 | 0.17 |-64.85
TotalWL | 1.03 | 0.80 |-21.67| 1.01 | 0.79 |-21.91
#Tier0O Buf| 14,610|21,687 +48.44 14,958|21,687 +44.99
#Tierl Buf| 12,444, 0 -100 | 12,691 O -100

#Total Buf| 27,054|21,687 -19.84| 27,649|21,687 -21.56

4.2.2.2 CTS: Source-level vs. Leaf-level

This section discusses the power benefit that the proposed&iisdology (leaf-level)
offers over existing 3D techniques (source-level). A sumyndd results is tabulated in
Table28. Clearly, leaf-level CTS offers huge reductions in clock skaswvell as 29.82%
reduction in the clock tree power. There &@ clock-gating related cells in the design,
which is why source-level CTS uses that number of MIV/F2F viasaddition, leaf-level
uses far more 3D vias, which helps reduce the clock power.

These power reduction numbers can be explained on the bhgs&ster wirelength and
buffer count. Leaf-level CTS uses far more buffers and hangdoWL on tier 0, which

is the tier with the clock-backbone. On the other hand, thaber of buffers is zero in
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tier 1 and the WL is much smaller. In comparison, source-lbasla more balanced clock
WL and buffer count between the tiers, but this comes at theaf@s increase in the total

clock WL and buffer count.
4.2.2.3 Overall Comparisons: 2D vs. 3D

Using the techniques that give the best power reduction ifnealtiple MIV insertion and
leaf-level CTS), M3D and F2F is compared with a 2D IC designsidgi Cadence En-
counter. A summary of results is tabulated in Tad®e From this table, shrunk 2D reduces
the wirelength by27.05% compared to 2D. This is very close to the3% HPWL bound
predicted in Sectiod.2.1 The improvement number goes down for both M3D and F2F,
which is to be expected. In addition, M3D has slightly higi\dr compared to F2F because
the MIVs are limited to whitespace, while F2F vias are notxtNthe 3D implementations
reduce the buffer count B2.3%, which translates to &03% reduction in total gate count.
Since MIV and F2F designs are obtained by simply splittirgghrunk 2D design, all three
have the same gate counts. The reduced wirelength and gatelead to a total power
reduction of15.57% and15.27% for M3D and F2F respectively. Finally, F2F has a higher
power consumption than M3D even though it has lower WL, whsaifue to increased par-
asitics of F2F vias. Also, both M3D and F2F power numbers areglose to the shrunk
2D numbers, which shows that the shrunk 2D design is a verg gsomate of M3D and
other fine-grained 3D technologies.

The total power is divided into cell, net, and leakage powée cell power reduces at
a number roughly equal to the total gate count reduction. riétgpower reduces roughly
proportional to wirelength, and finally, the leakage reducis slightly larger than cell
count reduction due to smaller buffer sizes. The total paa&eralso be split up by lumping
the internal, net and leakage power of certain classes esfgaemory together. This is also
tabulated in Tabl9. It is observed that the flip-flop clock pin power and regigtewer

are virtually unchanged in 3D. The biggest savings in poveene& from combinational
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Table 29: Overall comparisons between 2D and different 3D implentenriastyles.
Power numbers are in mW.

Enc. 2D Shrunk 2D Monolithic 3D Face-to-face
Total WL(m)| 17.96 | 13.10 (-27.0%) 14.29 (-20.4%) 13.89 (-22.6%
# MIV/F2F - 235,394 235,394

# Buffers | 164,917 128,098 (-22.3%)128,098 (-22.3%))128,098 (-22.3%)
#Tot. Gates| 458,824 421,959  (-8.0% )421,959 (-8.0% )421,959 ( -8.0%

[ Total Pwr | 618.40] 514.40 (-16.8%) 522.10 (-15.5%) 524.00 (-15.2% )

CellPwr | 135.60] 126.80 (-6.4%)126.10 (-7.0%) 126.40 (-6.7%
Net Pwr | 356.30| 274.30 (-23.0%)282.70 (-20.6%) 284.30 (-20.2%
Leak. Pwr | 126.50| 113.30 (-10.4%)113.30 (-10.4%)113.30 (-10.4%
Mem. Pwr | 49.00 | 45.10 (-7.9%) 45.10 (-7.9%) 45.00 (-8.1%
Comb. Pwr| 385.10| 300.00 (-22.1%)305.30 (-20.7%)306.80 (-20.3%
Clk Tr. Pwr | 62.50 | 46.90 (-24.9%) 48.00 (-23.2%) 48.50 (-22.4%
FFClkPwr| 9.70 | 9.90 (+2.0%) 9.60 (-1.0%) 9.70  (0.0%
Reg. Pwr | 112.10| 112.50 (+0.3%)114.00 (+1.6%)114.00 (+1.6%

logic (20.72% savings), and from the clock tre23(20% savings). These also exists some

memory power savings due to reduction in the output net ketigtt the memory drives.
4.2.2.4 Impact of Dual-Vt Gates

All the results discussed so far have used only the regglatandard cell library for both
2D and 3D designs. However, it is known that converting cati;non-critical paths to a
high V; flavor can help reduce leakage power. In this section, tudesigns (DVT) are
implemented, and their power benefit versus singléesigns (SVT) is evaluated. For both
2D and 3D (shrunk 2D), Encounter is used to perform leakage@ation during the P&R
flow. In addition, leakage optimizations are performed imiTime using a script similar
to [19], and the results are tabulated in TaB&

Itis observed that dudf, M3D designs reduce the total power of 2D design$®hy8%.
This is a slightly better improvement number than the SVTecalsne. This is due to
the fact that there are more paths that become non-criticdDi. The F2F improvement
numbers are also better than the SVT case. Therefore, theo@@rgenefit not only

carries over to dual4 designs, it actually improves.
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Table 30: Dual-Vt comparisons between 2D and different 3D implemigmtastyles.

Power is in mW.

Enc. 2D|  Monolithic 3D Face-to-face
Total WL(m) | 17.94 | 1429 (-20.33% 13.89 (-22.59%
#MIV/F2F - |235,394 202,593
| Total Pwr | 572.10] 480.10 (-16.08%) 482.20 (-15.71%)
CellPwr | 131.80|123.00 (-6.68%)123.30 (-6.45%
Net Pwr | 356.60| 282.70 (-20.72%])284.30 (-20.27%))
Leak. Pwr | 83.60 | 74.40 (-11.00%) 74.60 (-10.77%
Mem. Pwr | 48.80 | 45.10 (-7.58%) 45.00 (-7.79%
Comb. Pwr | 361.60| 283.00 (-21.74%)284.30 (-21.38%)
Clk Tree Pwr | 62.50 | 48.00 (-23.20% 48.50 (-22.40%
FFCkPinPwr 9.10 | 920 (+1.10%) 9.20 (+1.10%
Reg. Pwr | 90.00 | 94.90 (+5.44%) 94.80 (+5.33%

4.3

| R-drop Aware Partitioning for Monolithic 3D ICs

The previous two sections have presented techniques @rogsie-level monolithic 3D ICs
with either academic or commercial 2D engines. Partitignachniques such as min-cut
and min-overflow were also presented. Although sign-offliqudesigns can be obtained,
real design issues such as power delivery and IR-drop wasamsidered. In three di-
mensional integration, power delivery to the tier farthemg from the package is a prob-
lem [38]. This is especially true in monolithic 3D as the vias arensmnall and hence more
resistive than TSVs. The power thus has to traverse theltisecto the package first, and
then pass through a highly resistive stack before it canhréae farther tier. This leads
to significant IR-drop in the farther tier. One solution tostiproblem is moving power
hungry cells close to the package. However, in a conventmakage, this causes thermal
issues, as the majority of the heat is conducted from thesimatvhich is close to the tier
farther away from the package. In fact, several thermahap#tion works exist that try
to solve the temperature issue by moving power hungry cellsraodules closer to the
heatsink 14]. However, this usually worsens the IR-drop problem, whiabstrworks do
not consider. Only a handful of works co-optimize thermad #R-drop in 3D ICs BS].

The approach usually taken to improve IR-drop is to strengthe power delivery network
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(PDN). This has other consequences such as increasinggtied siirelength, total power
of chip, and so on. This section presents a partitioningrtiegte that can reduce IR-drop,

while also reducing the PDN resource demand.
4.3.1 Motivation and Objectives

In a conventional package, moving power-hungry cells clos¢he package usually alle-
viates the IR-drop problem, but increases the temperature/ekter, in a mobile package,
heat is conducted away from both sides of the chip in equglgtmns fL]. Using the
simple resistive equivalent circuit of Figuég, it is demonstrated that the temperature in-
crease is much less of a problem in a mobile package. Notéhbaesistance values are
for illustrative purposes only. The absolute thermal tasise in the mobile package has
also been increased to represent the fact that each sideaterekat poorer than a full heat
sink. Two partitioning cases are considered — one wheredhgdre equally balanced in

power, and the other where the tier close to package has 7@8é chip’s power.

IR-Drop Thermal (Regular) Thermal (Mobile)
25°C 25°C
TWT i
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(a) Non IR-Drop-aware partitioning (Tier 0 = 50% power)
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Figure 67: Resistive equivalent circuits for IR-drop and thermal in avesttional and
mobile package. Moving high power cells to the tier closedokage helps alleviate IR-
drop. In a mobile package, the temperature increase is nmahes than in a conventional
package. Resistance is:inK), and thermal resistance 10" /1V.
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It is observed that the IR-drop in the non-optimized pantitis quite severe in the
farther tier, and that the optimized partition can help wdihe IR-drop by 25%. Next, for
the conventional package, moving power close to the packadaway from the heat sink
leads to a temperature increaseldof’. In a mobile package, however, heat is conducted
away from both the top and bottom of the chip in roughly equapprtions (details are
given in Sectiord.3.2.3. In such a scenario, the temperature increases only. 15y,
while still maintaining the same IR-drop benefit.

In addition, it has been demonstraté&¥]| that increasing the PDN in the farther tier
(tier 1) has a significant impact on solution quality. Thidbecause the PDN on the top-
metal interferes with MIV insertion, which leads to subiopl MIV locations, and this
increases the wirelength and degrades solution qualitgrefare, IR-drop aware partition-
ing will also help reduce the PDN burden on tier 1, therebyrmamg design quality. Thus,
the objective of this section is to obtain a gate-level piartisuch that the tier closer to the
package has more power than the tier farther away from thieaga¢without degrading

solution quality
4.3.2 Design and Analysis Flow

An overview of the proposed design flow is shown in Fig8 “Shrunk2D” design is
first performed on the netlist as in the previous section. Wital power analysis is per-
formed on this design to get power numbers for each standdkd These are kept con-
stant during the partitioning process. Next, this desigramitioned (described in Subsec-
tion 4.3.2.0 such that a given power target is met (e.g. 70% power in {i8006 power in
tier 1). This solution is legalized, and a PDN is designedefach tier (described in Sub-
sectiord.3.2.3. MIV planning is performed, with a similar flow as before.t&f obtaining
3D power numbers, accurate 3D IR-drop analysis (Subse4t®8.2 and thermal analysis

(Subsectiort.3.2.3 is performed.
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Figure 68: The design flow used for IR-drop-aware partitioning.

4.3.2.1 IR-drop-aware tier Partitioning

This subsection describes how placement-aware-paititiae modified such that the end
result meets a certain power target for each tier. In thar@igartitioning technique, the
first step is to create a random, area-balanced partitioreuhistic that generates an initial

partition that already satisfies the power targets is pregpas Algorithm4.

Algorithm 4: Power-aware initial solution generation.
Input: Power targets of each tiear get (¢0) ,t ar get (t1)
Output: An area-balanced solution that meets the targets

1 ar eaBal ance() ;

2 tier g < max( power (t0) ,power (t1)) ;

3 tier,in < M n( power (t0) ,power (tl1)) ;

4 unbalance < 0 ;

5 while power ( tier,,,,) <target (tier,,,) do

6 Cmaz = Max. power cell frontier,,;, ;

7 Cmin = Min. power cell fromtier,, . ;

8 if power (¢pin) > power ( ¢nq..) then break;
9 if ubnalance == 0 then

10 SWapC ez aNdcin ;

11 unbalance + = ar ea( ¢,in) - area( crnaz) |
12 else if unbalance > 0 then

13 movec,,,q. 10 tierin |

14 unbalance — = ar ea( ¢naz) |

15 else

16 movec,,;, to tier oz

17 unbalance + = ar ea( ¢nin) ;

18 end

19 end
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The first stepareaBalance creates a random, area-balanced partition as before (line
1). Next, tiers that have the larger and smaller power tar(igies 2—3) are identified. The
next step is to move power from the tier with the smaller potaeget to the tier with the
larger power target without hurting area balance. The ciel maximum power from the
tier with smaller power target(,...), and the cell with minimum power from the tier with
the larger power target.(,;,,) are identified (lines 6-7). If all cells had equal area, ¢hes
could simply be swapped, and this process repeated untgdiver target was achieved.
However, since cells have unequal area, the area unbaktreeked using annbalance
variable. In essence, one of the two chosen cells is only thdwbe area balance target
is met (lines 12-17). Cell swaps are terminated,jf, has more power thaf,,.., as no
further power optimization is possible (line 8).

With this initial solution, the objective is to perform a minit as before, without harm-
ing the target power distributions. In addition to the arakabce condition of the min-cut,
a power unbalance condition is defined. If moving a cell frama ter to another makes the
power distribution deviate from the target distribution fapre than a couple of percent,
then that move is illegal. Essentially, a global min-cutjeabto both area balance and

power distribution targets is performed.
4.3.2.2 PDN Design and Analysis

An overview of the PDN structure used is shown in Fige8€a). First, the power is fed
from the C4 bumps to a power-mesh on the tier closer to the gacfteer 0). This power
mesh consists of thick stripes on the top metal layer, anthéristripes on an interme-
diate metal layer. These thinner stripes also have a fineh pitan the top metal layer
(Figure69(b)). This is representative of PDN design for mobile chifds This mesh then
connects to local cell rails that feed power to standardcell

The PDN structure of the tier farther away from the packaige {i) is quite similar to

tier 0, except that it cannot receive power from C4 bumps tireénstead, MIV arrays
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Figure 69: (a) A PDN structure in monolithic 3D. Red wires represent VDial &dlue
wires represent VSS, (b) The power mesh showing the top dadnediate metal layers,
(c) Zoom-in shot of PDN MIV arrays showing only the intermeg@i mesh layer and local
cell rails.

connect the C4 bumps to the PDN mesh on tier 1. While adding tégearrays, care
must be taken to not short VDD arrays with the thin VSS celkrarhis is achieved by
providing a break in the array, as shown in Figus&&)&(c).

In order to perform 3D IR-drop analysis, an interconnect nedbgy file that contains
all the metal layers and their associated resistivity isi@@. This is then fed to Cadence
Techgen to generate an extraction techfile that can be usd&{drop analysis. Once
the design is completed, two flavors of standard cells araeifiwith rails on different
metal layers (similar to MIV planning). This is fed along Wwihe power numbers and the

extraction techfile to Cadence VoltageStorm to get 3D IR-diaplvers.
4.3.2.3 Thermal Analysis

The structure of a mobile package is shown in Figi@d1]. The thickness and thermal
properties of the various materials used are tabulatedbie®B4. The structure of the chip

(excluding package) is taken frorag.
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Figure 70: A structure of a mobile package in 3D VLII]|

Table 31: Material properties used in a mobile package.

Layer Thickness The_rmal cond. (W/mK
(wm) | Vertical Lateral
PCB 1200 4.5 60
tier Active 0.1 141 141
Inter-tier ILD 0.1 1.38 1.38
Handle Bulk 75 141 141
TIM 650 5 5
EMI Shield 250 120 120
Graphite Sheet 25 4.5 500

Itis observed that the embedded graphite on the top of tipe abiwell as the PCB at the
bottom have much higher thermal conductivities in the Etdirection than in the vertical
direction. This is because graphite is composed of layegsagfhene sheets, each of which
is highly conductive, and there is very little inter-shdetrmal conduction. Similarly, the
majority of the heat conduction in a PCB is through the latecadduction of the metal
planes present in it. There is limited inter-plane heat cotidn. Therefore, both act as
heat spreaders. Although the PCB has a lower conductivity dinaphite, it is thicker and
also closer to the chip. Therefore, heat is conducted awagughly equal proportions
from both sides of the chip.

In order to perform thermal analysis, each layer of the 3Dcstre is meshed into
grids of size20um x 20um. The thermal resistance of each tile is computed based on the

material within it, and set up as a thermal resistor. In aadldjtif this tile is in one of the
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active layers, then the power in that tile is set up as a ctigi@k in that tile. Boundary
conditions are set up as voltage sources at room tempel@{n@) on the sides of PCB
and the graphite layer, as well as the top of the graphite laye bottom of the PCB. This
entire resistive structure along with voltage sources amceat sinks is fed into HSPICE to
obtain the node voltages at each mesh tile, which gives thpdeature at each and every

location.

4.3.3 Experimental Results

4.3.3.1 Experimental Settings

Two benchmarks are chosen, and their statistics are taulafTable32. The first one is
a crossbar taken from the OpenSPARC T2 muiti-processor Se€a ffull 8 x 8 crossbar
that can connect one of 8 cores to any of 8 cache blocks, amdreisa. The second design

is a jpeg encoder taken from the OpenCores benchmark suite.

Table 32: Benchmarks used.

.. |Clock WxH (um x pm) |# VDD C4
Circuit (ns) # Gate 5D 3D 5Dl 3D
crosshar 1 [121,142600x600400x400 16| 9

jpeg | 1.5 |255,842650x650450x450 16| 9

This table shows the clock period at which each design iedlok also shows the num-
ber of gates for 2D and 3D implementations of each design.gélte counts are different
as 3D requires fewer buffers for optimization and timingscie. Since no optimization is
performed after partitioning, the gate count remains timeestor all 3D implementations.
Note that both benchmarks have similar footprints, alttothg gate counts are very dif-
ferent. This is because jpeg contains a lot of small gatesjsamore locally connected,
whereas the crossbar contains fewer, but larger gatessamdimterconnect dominated de-
sign. AC4 bump pitch ofl00um is assumed, which corresponds to a pitcl@iyum for
each of VDD and VSS.
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While designing the power delivery network, the width of M&daW3 wires are as-
sumed to belym and 1um, respectively. Only the pitch of these wires is changed to
strengthen or weaken the PDN. In addition, in all experimetite PDN utilization of M3
tracks is assumed to be roughly half the PDN utilization of t#&ks. This is because it
is an intermediate metal layer, and is also needed for signidihg. The diameter of each
MIV is assumed to b&00nm, with a resistance dff) and a capacitance 6f1fF [33].

As depicted in Figur&9(c), each C4 bump has two sets of MIV arrays that carry power
to tier 1. Each MIV array haS6 MIVs arranged in & x 7 array. A foundry28nm SOI
library which has a supply voltage 6f9V is used for design and analysis. The IR-drop
target is set to b&% for each of VDD/VSS so that the IR-drop and ground bounce teget

are within10%. This corresponds to a IR-drop targetddinV’.
4.3.3.2 Baseline Designs

The PDN utilization for a 2D IC is chosen by determining th@mium percentage of metal
layers that is required to meet the IR-drop target. Next, 3Dd@sdesigned assuming the
same PDN utilization as 2D to obtain baseline designs. Tstaiistics are tabulated in
Table33. Note that a smaller reduction in wirelength (WL) in the ctzmdeads to a larger
total power reduction compared to jpeg. This is becauseiittésconnect dominated. It
is also observed that jpeg has a higher power consumpti@hthemefore requires more
PDN resources. As expected, the 3D design does not meet tefRtargets with the
same PDN utilization as 2D. This is because of both fe@érbumps and the fact that
tier 1 suffers from higher IR-drop. Finally, because a mopdekage has heat conduction
on both sides, the temperature increase from 2D to 3D is imathge of onlyl0°C, even
though the power density doubles in 3D. Reducing the 3D IR-tiw@xceptable levels is

now explored.
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Table 33: Design statistics of baseline 2D and 3D designs.
WL (m) |Power (mW)M6/M3|Drop (mV)| Temp(°C)
2D | 3D | 2D | 3D |[PDN%|(2D| 3D | 2D | 3D
crossbar3.68/3.12/137.5125.8| 15/8 |45| 79 |64.2| 71.6
jpeg |3.26/2.53/222.9 213.6| 30/15 39| 73 |80.2592.25

Circuit

4.3.3.3 PDN Sensitivity Analysis

As discussed in Sectiofh.3.2 the objective is to partition the design such that tier O has
more power than tier 1. This will lead to reduced PDN demamgyoving solution quality.
Now suppose:% of power is moved from tier 1 to tier 0, and of PDN resources in tier 1
are freed up. The additional% of power in tier 0 should require less tha¥ additional
PDN in tier O in order to get a net benefit. In order to validdiis assumption, the power

consumed in each tier is scaled, and the resulting changainiér's IR-drop is plotted in

Figure71.
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Figure 71: Sensitivity of tier IR-drop to change in tier power for (a) ssbar, and (b)
JP€g.

From this figure, it is seen that a transfer36f% power from tier 1 to tier O reduces the
tier 1 IR-drop by a much greater margin than the tier O IR-drdpdseased. For example,
removing30% power from tier 1 in the crossbar benchmark reduces the tiBrdrop by
30mV. This power is added to tier O, but the graph shows that tlueeases the tier 0
IR-drop by only15m V. This makes it much easier to fix any remaining IR-drop violasi

In addition, the reduced PDN demand will reduce chip poweriarprove design quality.
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4.3.3.4 IR-drop-aware Partitioning Results

This section maintains the same PDN density as the basedsigrss, applies the IR-drop-
aware partitioning technique, and demonstrates that uh@esame PDN, significant re-
duction in IR-drop can be achieved. Different target powstrttiutions are given to the
partitioner, starting with 30% power on tier 0 (30/70), am@uwged in increments of 10%
all the way till 70% power on tier 0 (70/30). The resultingtstiics of each design is tab-
ulated in Table34. From this table, the 70/30 and 30/70 targets do not giveeheaired
distributions exactly. Therefore, it is concluded that 6p&tver on one tier is the most
power unbalance achievable in these designs. This is rebEogiven that the tiers need to
be area balanced. It is unlikely that half the cells (w.r¢&ad will consume more than 70%
of the power.

Next, it is observed that providing a power target impactsdiitsize of the partitioner.
This is because an additional power constraint is addedmoftthe existing area balance
constraints. The MIV planner inserts more than one MIV pem@Dwhen appropriate, so
its count is more than the cutsize. The cutsize increassdsraflected in the MIV count.
In general, since MIVs are small, more of them can be toldraféis is observed in the
fact that, except for a few outliers, the WL increase is quitelé This leads to only a
minor increase in the total power of the design.

However, the impact on the IR-drop is dramatic. Up t@4a66% reduction in the
maximum IR-drop of the chip can be achieved, with a thermalacopf < 1°C. The
30/70 and 40/60 patrtitions are also tabulated as they amotheentional “thermal-aware”
partitions, where power is moved towards the heat sink.lgjh the temperature reduces
in these partitions, the IR-drop increases significantlye TR-drop benefit is also plotted

in Figure72, which clearly shows the IR-drop reduction by clever pantiing.
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Table 34: The impact of IR-drop-aware partitioning. The PDN utilizatiis kept the same as the baseline designs.

Power (TO/T1%) Cutsize

Target | Actual

#MIV

WL (m)

Total
Power (mW)

IR Drop (mV)
TierO / Tierl

Temp. (°C)
Tier0 / Tierl

crossbar

Baseline47.1/52.917,868

130,772

13.124 1

125.8 .

50/79

30/70
40/ 60
50/50
60/40
70/30

65.8/34.221,282 (+19.1%

33.5/66.523,419 (+31.1%)34,764 (+12.9%
40.2/59.818,242 (+2.1%)31,552 (+2.5%
50.9/49.117,968 (+0.6%)30,836 (+0.2%
59.3/40.715,840 (-11.49%)26,993 (-12.3%

30,313 (-1.5%

)3.60
3.14
3.13

)3.16
3.12

(+15.3%
(+0.54%
(+0.32%
(+1.03%
(-0.11%

125.9 (+0.08%
125.9 (+0.08%
126.1 (+0.24%
125.9 (+0.08%

58/82
68 /67
75156

72.5/70.69 (+1.19%

jpeg

Baseline44.6 / 55.434,834

141,122

+ 2.53 -

213.6 .

41/73

30/70
40/60
50/50
60 /40
70/30

49.9/50.134,527
58.1/41.935,540 (+2.0%
64.8/35.258,859 (+68.9%

35.2/64.851,772 (+48.6%)56,082 (+38.6%
39.9/60.141,528 (+19.2%)17,666 (+15.9%
(-0.9%)40,452  (-1.6%

40,695 (-1.1%
152,798 (+52.7%

)2.58
)2.56
2.53
2.53
)2.58

(+1.89%
(+1.17%
(+0.21%
(+0.11%

(+2.05%

214.1 (+0.23%
213.8 (+0.09%
213.7 (+0.05%
213.6 (+0.00%
214.4 (+0.37%

29/85
37179
46/ 66
53/55
57145

92.53/91.48 (+0.50%

71.65/70.84 |
128.1 (+1.83%)40/ 105 (+32.9%))71.59/ 71.61 (-0.06%)
40/87 (+10.1%)71.16/70.81 (-0.68%)
(+3.80%)71.62 / 70.76 (-0.04%)
(-13.9%)72.32/ 70.81 (+0.94%)
(-5.06%

92.25/91.63 -
(+16.4%)91.83/91.87 (-0.41%)
(+8.22%)91.93/91.71 (+0.07%)
(-9.59%)92.07 / 91.58 (+0.15%)
(-24.6%
(-21.9%)92.69 / 91.62 (+0.179

)
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Figure 72: IR-drop maps for crossbar benchmark. (a) baseline, (b) owrdR-aware
partition, where tier 0 has 60% of the chip power.

4.3.3.5 PDN Resource Optimization

The previous section demonstrated that under the same Pibdatian, significant IR-
drop reduction can be achieved. However, the IR-drop numioemnnany designs were
significantly over the budget, and needs to be fixed. In tlas@® explores optimizing the
PDN of each tier such that the IR-drop targé&ir@V') is met. To do this, the results of the
previous section are taken, and the PDN resources requinectét the IR-drop target is
estimated. The 3D IC is redesigned with this estimate, amdtifl does not meet the target,
the estimate is revised. This is repeated until the targeteis For the sake of simplicity,
the ratio between the utilization of M6 and M3 is kept the sameaddition, the maximum
utilization of M6 is set to 75%. If a design still does not méwet IR-drop target with 75%

M6 utilization, IR-drop is not optimized further. The resultf these optimizations are

tabulated in Tabl&5.
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Table 35: The impact of PDN optimization such that the IR-drop fallshiwtthe45mV target.

Pow. Dist. PDN M6/M3 % AMIV WL (m) Power (mW) | IR Drop Temp. (°C)
(TO/T1) | Tier 0| Tier 1| Change Total TO/T1 (mV) TierO/Tierl
crossbar

Baseline |24 /12|68 / 36 - 27,265 13.25 -1128.1 - 37/41 |72.34/71.68

30/70 | 15/8|75/40 0.00% [31,540 (+15.68%)3.71 (+13.95%) 131 (+2.26%) 36/52 |72.66/72.67 (+0.469
40/60 | 15/8|75/40 0.00% |26,594 (-2.46%)3.31 (+1.80%)129.2 (+0.86%) 40/45 |72.32/72.02 (-0.03%
50/50 | 15/8|60/32 -8.33% 27,675 (+1.50%)3.23 (-0.63%)127.6 (-0.39%) 44/44 |72.28/71.45 (-0.08%
60/40 |30/16(45/24/-16.67% 25,526 (-6.38%)3.22 (-1.11%)127.1 (-0.78%) 41/40 |72.64/71.14 (+0.419
70/30 |38/20/30/16/-25.00%|29,828 (+9.40%)3.19 (-1.85%) 126.9 (-0.94%) 40/39 |72.91/71.02 (+0.79%

jpeg

Baseline |30/ 15/75/ 38 - 38,264 12.68 -215.5 - 38/48 |92.71/92.24

30/70 |22/11|75/38| -7.14% | 54,772 (+43.149%)2.81 (+4.70%)217.2 (+0.79%) 37/49 |92.76/92.79 (+0.099
40/60 |22/11]75/38| -7.14% 45,278 (+18.33%)2.72 (+1.34%) 216 (+0.23%) 46/52 |92.71/92.43 (+0.009
50/50 |38/1975/38 7.14% |37,829 (-1.14%)2.69 (+0.25%)215.7 (+0.09%) 39/43 [92.82/92.23 (+0.129
60/40 |45/1845/18/-14.29%39,979 (+4.48%)2.58 (-4.03%)214.4 (-0.51%) 41/46 | 92.6/91.63 (-0.12%
70/30 |45/18/30/15/-28.57%)| 62,809 (+64.15%)2.58 (-3.74%)214.7 (-0.37%) 45/45 |92.57/91.64 (-0.15%

<

N N N N T

D

N N N T




From this table, it is observed that the PDN utilization carrdduced by up t®8.57%
from the baseline, and still meet IR-drop targets. In somegabe baseline is not able to
meet the IR-drop target even with PDN optimization, as th&ainiR-drop is too severe.
This reduction in the PDN utilization, especially in tierfiees up additional resources for
signal routing and MIV insertion. This gives up tol% reduction in the total WL of the
design. This helps reduce the chip power, which limits tineperature increase.

The PDN as well as the IR-drop for both the baseline and thed7fiBlementation of
the crossbar is plotted in Figui3. It is clearly seen that there is a huge reduction in the

PDN utilization, while the same IR-drop is maintained.

PDN

Default Partitioning Tier 0 = 70% Power Partitioniong

Figure 73: The impact of PDN optimization on the crossbar benchmarkdnép aware
partitioning is able to achieve the same IR-drop target abaiseline partition while using
significantly fewer PDN resources.

The temperature maps for various partition solutions ofdtwessbar in are shown in
Figure74. Even though an additiondD% power is moved to the bottom tier, the power
reduction coupled with the mobile package results in a teaipee increase of less than

< 1°C.
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Default Partitioning Tier 0 = 70% Power

Figure 74: The impact of changing the target power of the bottom tierrentempera-
ture of the crossbar benchmark. Even if the bottom tier#és of the chip power, the
temperature increase s 1°C.

4.4 Summary

This chapter fist demonstrated that modified 2D placemergledwvith a placement-aware
partitioning step is sufficient to produce high quality mithac 3D IC placement results.
A router-based MIV insertion algorithm that makes previgusiroutable designs routable
was presented. A monolithic 3D demand model was used to huitdn-overflow parti-
tioning heuristic, and it was demonstrated that this hedp®tiuce the routed wirelength.
Next, a technique to utilize commercial 2D engines instedcademic ones was pre-
sented. This enables gate-level monolithic 3D IC desigrsettaken all the way through
place, route, CTS, and timing optimization. This chapterlliijrdemonstrates that in mo-
bile applications, power can be moved to the tier closer ¢goidickage to reduce IR-drop,
while not hurting temperature. An IR-drop-aware partitiowas developed that can reduce
the power and IR-drop of a monolithic 3D IC, without increasihg maximum operating

temperature of the chip.
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CHAPTER YV

CONCLUSIONS AND FUTURE DIRECTIONS

As discussed in this dissertation, testability for TSVdzh8D ICs remain one of the last
challenges facing their adoption. While TSV-based 3D ICsessbme interconnect issues,
they do not fully exploit the flexibility of the third dimermn. In addition, it was demon-
strated that monolithic 3D ICs offer significant benefits aveth 2D ICs and TSV-based
3D ICs. Although this is a longer term technology, and theiaion process is not yet
completely mature, physical design techniques are needadituate the benefits of mono-
lithic 3D. In general, before significant resources can kertied to ramp up monolithic 3D,
studies of their efficacy are necessary. To carry out redde@ad meaningful studies, the
following are crucial: (1) Physical design techniques fiffedent design styles of mono-
lithic 3D ICs, (2) An understanding of how the fabrication pess affects the potential
benefits and how to overcome any potential degradation, 2 understanding of real
world reliability issues such as thermal, IR-drop, e.t.at @éffect monolithic 3D ICs.
Towards these objectives of overcoming the last hurdlebat $erm TSV-based 3D ICs
and developing tools and techniques for evaluating loreyen tnonolithic 3D ICs, the fol-

lowing projects have been presented in this dissertation.

e Design for Test for TSV-based 3D ICs including scan chain tanson techniques,
a transition delay fault test architecture, IR-drop studassl test time estimation

during 3D IC partitioning.

e Physical design for block-level monolithic 3D ICs, where affdanning framework
was presented, and extended to consider inter-tier peaiocen differences arising

because of an immature fabrication process.
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e Physical design for gate-level monolithic 3D ICs, where ptaent techniques were
developed for monolithic 3D ICs. This was extended to utikpenmercial tools
for placement, timing optimization and CTS. In addition, IRl aware partitioning

was presented.

The DFT research carried out in this dissertation addreseate of the testability con-
cerns of TSV-based 3D ICs. However, several more hurdles toeael surmounted before
TSV-based 3D IC testing can mature. For example, at-spe€8d$ need to be performed
before bonding, and the test architecture presented idigsgrtation does not support this.
In addition, it is as yet unclear under what conditions poedbtest will be necessary and
cost effective.

The floorplanner presented in this dissertation provides@dramework to design
block-level monolithic 3D ICs. It was also demonstrated tiiaigsten interconnects are
preferable to degraded transistors. However, it is undiear this will change at future
nodes, where the interconnect is expected to become moréoftlaneck. Additional
research needs to be carried out to determine the mostiedfdethnology stackup at
future nodes.

Finally, an efficient gate-level framework was presenteat fbrovides commercial-
quality monolithic 3D IC designs. However, it still relies dricking 2D tools into de-
signing 3D ICs. There are bound to be inaccuracies introdduedo this abstraction, and
future research needs to look into development of true 33too

Finally, although physical design was presented for blaoit gate-level monolithic
3D ICs, today'’s industrial SoCs are bound to require a mix otwee For example, large
blocks can be implemented in 3D using the gate-level framlevemd these 3D blocks can
then be assembled together. Additional physical desigs tve needed to develop a mixed
block and gate-level flow, and these will undoubtedly leadétter quality monolithic

3D IC designs.
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