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ABSTRACT

In cooperative networked haptic systems, some distributed distant users may de-

cide to leave or join the cooperation while other users continue to manipulate the

shared virtual object (SVO). Cooperative haptic systems that support interaction

among a variable number of users, called scalable haptic cooperation systems herein,

are the focus of this research. In this thesis, we develop distributed control strategies

that provide stable and realistic force feedback to a varying number of users manip-

ulating a SVO when connected across a computer network with imperfections (such

as limited packet update rate, delay, jitter, and packet-loss).

We first propose the average position (AP) scheme to upper bound the effective

stiffness of the SVO coordination and thus, to enhance the stability of the distributed
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multi-user haptic cooperation. For constant and small communication delays and

over power-domain communications, the effectiveness of the proposed AP paradigm

is compared with the traditional proportional-derivative (PD) scheme via multi-rate

stability and performance analyses supported with experimental verifications.

Next, in a passivity-based approach, the scalability is pursued by implementing the

AP scheme over wave-domain communication channels along with passive simulation

of the dynamics. By constructing a passive distributed SVO in closed-loop with

passive human users and haptic devices, we guarantee the stability of the distributed

haptic cooperation system. However, energy leak at joining/leaving instances may

compromise the passivity of the SVO. We examine the preservation of passivity of the

proposed SVO scheme for such situations. A switching algorithm is then introduced

in order to improve the performance of the cooperative haptic system. Experiments

in which three users take turn in leaving or joining the cooperation over a network

with varying delay and packet-loss will support the theoretical results.
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Chapter 1

Introduction

In the late 80’s and early 90’s, teleoperation and virtual reality researchers started

to provide touch and kinesthetic sensations to users interacting with remote and

virtual environments. These sensations have been conveyed to users via vibration and

force feedback applied through robotic computer interfaces called haptic devices (or

displays). Depending on whether they measure position or force, haptic devices can

be categorized into: (i) impedance interfaces, which measure position and apply force;

and (ii) admittance interfaces, which measure force and display position. Impedance

haptic displays are far more common than admittance haptic devices. Therefore, this

work focuses on force feedback provided to users through impedance haptic interfaces.

Remote touch, provided through bilateral teleoperation, offers physical access to

hazardous worksites where human health is threatened by fire, radiation, etc. Virtual

touch, provided through haptic rendering of virtual environments (VEs), is benefi-

cial in virtual reality applications like: surgical training with force feedback from

a physically accurate virtual human organ; feeling virtual textures and objects in

video games; therapy and rehabilitation programs that apply forces to patients to

guide them along desired motions. Among these applications, haptic interfaces have
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already been commercialized as medical training interfaces. On-line video gaming

with force feedback is another important potential market for haptic technologies

and motivates the work proposed of this thesis.

A single-user haptic system comprises a human user, a haptic display, a VE sim-

ulation and control algorithms [1] (Figure 1.1). The haptic interface senses the user’s

action, sends it to the VE, receives the reaction of the VE and applies it to the user.

The simulation computes the motion/deformation of the VE in response to the user’s

action. The control algorithm maintains the interaction stable and renders the VE

reaction to the user as faithfully as possible. The realism of the user’s kinesthetic

perception in the VE depends on the physical accuracy of the simulation algorithms

and on the stability and transparency of the haptic feedback loop. Because unsta-

ble haptic feedback may injure the users and damage the haptic system, stability

is critical in haptics. Yet, guaranteeing the stability of the haptic interaction with

the VE is not trivial. This is because the haptic feedback loop includes the user

(whose continuous-time dynamics are often time-varying and uncertain), coupled via

the continuous-time haptic device and the VE (whose dynamics are simulated in

discrete-time and may be non-linear) and, thus, forms a sampled-data system with

variable and uncertain parameters [24]. Transparency measures how accurately the

controller applies the simulated interaction forces to the user. Transparency is impor-

tant for the user’s sense of presence in the VE, i.e., their sense of interacting with a real

environment. Guaranteed stability and transparency are conflicting requirements for

haptic systems [53] - a perfectly transparent haptic system is not guaranteed stable.
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Control

Algorithm
Haptic Display Virtual EnvironmentHuman User

xh xe
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Virtual

Coupling
Fd

Figure 1.1: Single user haptic system.

A multi-user cooperative haptic system comprises several single-user haptic sys-

tems connected over a computer network via a coordination control algorithm. The

coordination controller permits the users to share a VE haptically, i.e., to interact

through forces with each other directly and to touch and manipulate virtual objects

together. Multi-user haptic systems rely on: (i) client-server communications and

centralized coordination control strategies (Figure 1.2a); and (ii) peer-to-peer com-

munications and distributed coordination control architectures (Figure 1.2b). When

connected via client-server communications, users send their motion information to

a central server which simulates the centralized virtual environment and sends inter-

action forces back to all users. When connected via peer-to-peer communications,

each user simulates a local copy of the shared virtual environment (SVE) and sends

their motion information to other peers. Peer-to-peer architectures are often pre-

ferred since they can support haptic cooperation in much stiffer VEs because they

suffer only half the communication delay of client-server architectures [28].
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Client 1

Client 2

Client 3

Server

(a) Centralized

User 1 User 2

User 3

(b) Distributed

Figure 1.2: Networked haptic interaction supported through: (a) client-server com-
munications and centralized coordination control; (b) peer-to-peer communications
and distributed coordination control.

Cooperative networked haptic interaction is important in applications like: tele-

therapy [98], where it permits medical personnel to provide physical assistance to

remote patients; collaborative surgical training [9], where it allows expert surgeons

to remotely supervise medical interns; haptically-enabled multi-user on-line computer

games [51], where it enhances the sense of presence in the virtual environment through
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kinesthetic sensations. However, network communications introduce delays, jitter and

packet-losses in the multi-user haptic feedback loop, and can easily destabilize the

cooperation. Significant research effort has been dedicated to stabilizing the haptic

cooperation among networked users. Mostly two-users cooperative haptic systems

have been reported to date [28, 48]. The stability of multi-user cooperative haptic

systems has only recently started to be studied [39,46,47]. In cooperative networked

haptics applications, some distributed distant users may decide to leave or join the

cooperation while other users continue to manipulate the shared virtual object (SVO)

(see Figure 1.3).

User leaving
the interaction

User joining
the interaction

Local SVO
replica

Avatar
Haptic
device

Local contact
controller

Coordinating
controller

Victoria, BC

Toronto, ON
San Jose, CA

Seattle, WA

Houston, TX

Figure 1.3: Distributed haptic cooperation among a varying number of users. The
virtual object is shared among geographically distributed distant peers some of whom
may join or leave the cooperation.
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For instance, in a haptically-enabled online video game with haptic feedback,

players may want to join their teammates in a battlefield. Little research [39] focuses

on permitting users to join or leave the interaction. Cooperative haptic systems

that support interaction among a variable number of users, called scalable haptic

cooperation systems herein, are the focus of this research.

1.1 Challenges

In recent years, shared virtual environments implemented over the Internet have at-

tracted great interests because they can potentially support force-based interactions

among a large group of users. However, the non-deterministic nature of the Internet

(such as jitter, delay, and packet-loss) adversely affects the stability and transparency

of the distributed networked-based multi-user haptic cooperation. Delay causes the

feedback force to lag behind the operator command, which results in unwanted oscil-

lations and instability [3,17,42,65]. Furthermore, delay prompts discrepancy between

different copies of the SVO which degrades transparency [15, 28, 91]. The variation

of the network delay (i.e. jitter) poses stability and fidelity challenges on cooperative

haptics over the Internet [36,77]. Packet-loss threatens stability [37,43] and also im-

pairs the users’ perception of the shared virtual environment [64,65]. Packet-loss can

be treated with the techniques developed for varying delays and thus, all theoretical

conclusions arising from the treatment of varying delays apply to packet-loss.

In the haptic cooperation, the number of participants varies when: operators

log-in/depart the network; or communication blackout or device failure occurs. For

distributed haptic cooperation systems with a varying number of users, despite the

difficulties due to the characteristics of the communication channels, there are key

challenges that the proposed work needs to overcome. A change of the number of
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users may lead to:

• changes in the communication network topology1: Establishment/deletion of the

communication channels endangers stability [16,39,61]. In fact, the coordinating

controller (often of PD-type) is built on the top of the communication topology

(see Figure 1.3) that makes design of the coordination architecture dependent

to the network topology;

• modification of coordination controller gains : The impedance of the coordi-

nation controllers may exceed the Z-width2 [23] of the haptic displays. The

variation of the coordination gains of the SVO may exceed the stable upper

bound [80], resulting in instability of the SVO;

• variations in the dynamics of the SVO copies : As the number of operators

increases, the division of the VO mass among users’ copies may result in insta-

bility if the mass of the local SVO copies becomes smaller than the minimum

mass [14]. Besides, the variation of the mass is directly reflected in the dynamics

of the SVO copies at the leaving/joining instances which brings up performance

concerns.

Hence, for safe and effective operation, it is desirable to develop a scalable control

strategy that can guarantee the stability of the haptic cooperation with a varying

number of participants.

1Network topology is a mathematical model that defines how the distributed agents (e.g, SVO
copies) are arranged to interconnect and exchange information.

2The dynamic range of mechanical impedance exhibited by a haptic device (Its range may vary
from next to zero in complete freedom to near infinity in full contact).
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1.2 Objectives

The goal of this research is to develop a distributed control strategy that can provide

stable and realistic force feedback to a varying number of users manipulating a SVO

when connected across a computer network with imperfections (such as limited packet

update rate, delay, jitter, and packet-loss). Specifically, scalability will be pursued

via relaxing the dependency of the controller and of the VE on the participant count.

1.3 Contributions

The contributions of this thesis are two-fold:

• In Chapter 3, the average position (AP) scheme is proposed to upper bound the

effective stiffness of the SVO coordination and thus, to enhance the stability of

the distributed multi-user haptic cooperation. Over power-domain communica-

tions with limited update rate, the conventional proportional-derivative (PD)

may destabilize distributed multi-users force interactions because its effective

coordination gain increases with the participant count. For constant and small

communication delays, the effectiveness of the proposed AP paradigm is com-

pared with the PD scheme via multi-rate stability and performance analyses

supported with experimental verifications.

• In Chapter 4, the AP scheme is developed for wave-based communications with

time-varying delays and packet-losses, leading to a passive framework for SVOs.

The proposed passive architecture decouples the design of the coordinating con-

trollers from the communication network and thus, allowing for the selection

of coordination gains independent of the number of cooperating peers. How-

ever, passivity may not be maintained when the cooperating participants leave
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or join the network since, energy quanta may be extracted from or injected in

the reaming SVO system via temporary open ports. Chapter 5 examines the

preservation of passivity of the proposed SVO scheme for such situations. A

switching algorithm is then introduced in order to improve the performance

of the cooperative haptic system. Experiments in which three users take turn

in leaving or joining the cooperation over a network with varying delay and

packet-loss will support the theoretical results.

1.4 Outline

A literature review of the existing related research to this thesis is presented in Chap-

ter 2. In Chapter 3, a distributed coordination architecture (i.e, the average position

(AP) strategy) is proposed which lets to upper bound the effective stiffness for SVO

and thus, allowing for the selection of the controller gains independent of the number

of distributed users. However, when implemented on unreliable communication net-

works, the haptic cooperation with the proposed AP architecture can easily become

unstable. In a passivity approach in Chapter 4, we introduce an n-port passive SVO

which in close-loop with passive human users and haptic devices guarantees the over-

all stability over uncertain communication networks. In Chapter 5, we investigate the

passivity maintenance of the proposed architecture in Chapter 4 when the number of

cooperating users varies. This is followed by concluding remarks and future works in

Chapter 6.
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Chapter 2

Networked Haptic Cooperation -

Literature Review

In teleoperation systems, users (residing at master side) can touch, manipulate and ex-

plore the remote environment (slave side). In haptics, virtual objects (VOs) in virtual

environment (VE) are in analogous role with remote sides in teleoperation systems.

Figure 2.1 depicts an analogy between teleoperation and haptic systems. Operators
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Figure 2.1: Analogy between a teleoperation and a haptic system.

and remote/virtual environments are interconnected in a feedback loop through the
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communication medium. Forces from remote/virtual environments are fed back to

the human operators to provide the sense of touch. However, the feedback forces may

be affected by communication limitations (e.g: latency, jitter, and packet-loss) that

result in unwanted oscillations and ruin the sense of telepresence. From the control

point of view, the foremost and primary goals in haptic/teleoperation systems are

to satisfy two conflicting requirements: stability and transparency. In a transparent

system, the human user should be able to feel the contact force as if they were ma-

nipulating the virtual/remote object directly. Transparency is a measure to evaluate

the performance of the control architectures via the assessment of how truthfully the

impedance of the real/virtual environment is transferred to the human users. Different

control techniques have been utilized to stabilize the time-delayed teleoperation sys-

tems. Relevant literature can be categorized as: (i) Conventional controllers such as

Lyapunov approach [22,78,105] and, proportional-derivative (PD) controllers [45,75];

(ii) Robust controllers in which scattering [31, 32], sliding mode [76], and H∞ frame-

works [90] are used for robust control of bilateral teleoperators over Internet; and (iii)

Adaptive controllers as alternative to trade-off between stability robustness and per-

formance [21,34,62,95,105] and; (iv) Passivity-based controllers [11,49,56,72,87,97] in

which, passivity techniques are employed to provide sufficient conditions for stability.

All these control paradigms for bilateral teleoperators are mostly applicable to haptic

systems too. Next, we firstly review the state of the art of passivity-based bilateral

teleoperation systems and then, after a brief introduction on multi-rate haptics, will

focus on multilateral teleoperation and mutli-user cooperative haptics over Internet

and the possibility of employing passivity approaches for such systems.
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2.1 Passivity-based controllers

Passivity-based controllers monitor and control the flow of energy between different

system components. They benefit from the fact that the feedback interconnection of

passive systems is passive and thus stable [100]. Passivity is a sufficient condition for

stability which does not require the models of operators and remote environments and

is also applicable to linear and nonlinear systems. In literature, the remote environ-

ments and human users are assumed to be passive systems and hence, ensuring the

passivity of the telemanipulation controller guarantees the overall stability. However,

how to maintain the passivity of the telemanipulation over unreliable communication

channel remains a challenging issue.

Scattering theory was firstly used by Anderson and Spong [5] to build a passive

communication channel to cope with constant time-delay impairments on bilateral

teleoperation systems. Reformulating the scattering theory, the wave variable-based

approach was introduced by Niemeyer and Slotine [72] to make the communication

channel a passive network element. These architectures guarantee the stability of

teleoperation systems independent of constant transmission delay, presupposing the

passivity of the rest of the system. However, since no explicit position signal is

transmitted via wave-based communications, the original wave method results in

position drift due to the mismatched position/force information between the master

and slave sides. Remedies to improve the performance include: the transmission of

the explicit position signal and drift error by employing wave integrals and adjusting

the wave command [73] and; the use of Smith predictors [18]. The wave method was

also extended for varying delays and packet-losses in [19,94].

In time domain, a passivity approach was proposed in [87] by Ryu et al. in which,

the time domain passivity control (TDPC) paradigm [33] was applied to bilateral tele-

operation. The TDPC algorithm detects the active behaviour of the system through
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an on-line passivity observer (PO) by monitoring and measuring the energy flow into

the communications. The passivity controller (PC) adapts the injected damping to

dissipate the excess of energy when observed by PO. This algorithm requires simul-

taneous information about the exchange of energy at the master and the slave sides

which makes such approach not applicable to systems with time-delayed communica-

tion line. An energy reference algorithm was later introduced by Artigas et al. in [11]

to estimate the energy of the communication channel based on the locally exchanged

power variables at master/slave sides. According to the active behaviour observed by

PO at each side, PC maintains the passivity. For unreliable communication channel

with time-varying delays and packet-losses, Ryu et al. [85, 88] split the energy flow

into the communication channel at each port side to incoming (Ein) and outgoing

(Eout) energy flow. At each side, the passivity is maintained by a PC if the difference

between Eout and Ein shows energy generation. Generally, TDPC approach suffers

from the lack of an analytical performance (transparency) measurement method. Be-

sides, the time domain approach is a ”watch-and-act” policy in which, PO detects

non-passive behaviour and then PC strives to compensate for it. This may create

noisy behaviour specially when the haptic device’s motion is small and PC needs to

compensate for positive (i.e., active) values of PO.

The energy bounding algorithm (EBA) was proposed in [49] in which, the EBA

limits the generated virtual energy to the physical dissipated energy in the mas-

ter/slave robots. Since this technique requires models of viscous friction in the robots,

deviation of the model from the actual physical friction can easily endanger the sta-

bility.

In a different approach, Lee et al. [56] introduced the passive set-position modu-

lation (PSPM) framework in which, a virtual damper (i.e, derivative gain) stores the

dissipated energy in an energy tank to limit the discrete jump of the potential energy
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stored in the spring-like (i.e, proportional) controller. But, the PSPM design relies on

a constant damping value to dissipate and extract energy into the energy tanks. This

corresponds to always dampening the action, resulting to an over-damped response

of the system. To improve the transparency, in a similar work, Franken et al. [30]

combined the passivity and the transparency of the teleoperation system by defining

two layers, i.e: top layer that implements the desired transparency and; lower level

whose role is to maintain the passivity by employing energy tanks and ensuring that

no virtual energy is generated. The design in their approach was independent of time

delay in the communication channel.

In [97], it is shown how to preserve the passivity of interconnection of continuous-

and discrete-time Port-Hamiltonian systems while matching the power-flow at their

interface. In that approach, the passivity of telemanipulation was guaranteed inde-

pendent of the sampling period. A strategy was introduced to maintain the passivity

of the wave-based communication channel under variable time delays and packet loss.

The proposed policy decides to pick null packets at the time instances when empty

packets1 are detected at the receiver side. The out of order packets get discarded and

are replaced with null packets. However, the technique suffers performance downturn

as the decoded zero-valued wave data result in energy dissipation and dampen the

motion.

Passivity method has also been applied to the haptic systems in literature. Passiv-

ity condition presented by Colgate et al [23, 24] offers the largest achievable stiffness

of the virtual object which is limited by the sampling rate and the device’s inherent

damping. Miller et al in [68] incorporated device damping to derive the sufficient con-

ditions for passivity of haptic systems. Time domain passivity approach was used by

Hannaford and Ryu for haptic systems [33]. Wave variable transformation was utilized

1Empty packets detected at the receiver sides are due to: varying delay; and/or packet drop-out
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as a control strategy for single-user haptic systems [25,26,57]. The Port-Hamiltonian

technique was employed to obtain passive haptic display for any physical virtual en-

vironment and for any sample period [97]. The major disadvantage of passivity-based

method is its too conservative stability conditions that incurs poor performance in

many cases.

2.2 Multi-rate haptics

In haptic systems, the servo-loop rate is typically set to 1 kHz to deliver high fi-

delity force feedback to human users. However, a fast haptic rendering rate may not

be achievable when virtual environments are complex (such as deformable objects)

and/or implemented over the network. The slow update rate of the VEs bounds the

stable contact/coordination stiffness and thus, degrades the fidelity of haptic feed-

back. To address such issues, multirate simulation techniques have been introduced

for:

• slowly updated VEs in which, the perceived contact stiffness by the users is

enhanced either by increasing the sampling frequency of the VE [27, 50, 63] or,

by dissipating the virtual generated energy via the following methods: frequency

domain analysis [67], time-domain passivity-based multi-rate approaches [13,56,

86,89,97], or multi-rate wave-domain schemes [41,103];

• networked-based VEs for which, the multi-rate stability and transparency of

haptic cooperation is studied in [28] for both centralized and distributed VEs

when implemented over power-domain networks with constant time-delays and

limited packet update rate. Passive multi-rate wave-domain communication was

later introduced for centralized [102] and distributed haptic cooperation [81,82].
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2.3 Multi-user cooperative haptics

In recent years, teleoperation systems have been emerging into multiuser systems in

which, single/multiple users cooperatively manipulate a remote environment via sin-

gle/multiple remote users. Unlike traditional teleoperation systems with one single

complex remote robot, multiple simpler robots collaborating as a group can accom-

plish tasks more efficiently. Such systems feature more robustness since they are

easier to be repaired or replaced. Some recent research on collaborative teleopera-

tion systems are discussed next. A multilateral shared control architecture for dual-

master/single-slave teleoperation system is proposed in [47] in which, a dominance

factor [74] defines the level of authority of the master users over the slave robot and

the environment. Both force and position information are exchanged between the

two master and slave robots, constructing a six-channel control architecture that not

only allows for interaction with the slave robot, but also between the master users.

From the network prospective, any multiple-master/multiple-slave teleoperation

system can be cast into an interconnection of smaller networks whose control design

is analogous to the coordination/consensus problem of multiple agents (i.e, robots)

exchanging information via a graph. In cooperative haptic systems, however, the

continuous-time agents do not actually exist and instead, the SVO copies correspond

to the agents whose second-order dynamics are modelled in discrete-time. There-

fore, the problem of distributed haptic cooperation inherits challenges that demand

different approaches than in multirobotic systems.

Passivity-based control has been proved to be a useful approach for the problem

of motion coordination of multi-agent systems [10,20,29]. In particular, Arcak in [10]

separated the dynamics of the agents from their kinematics reframing the system as

two feedforward and feedback subsystems respectively. Storage functions for both

subsystems were used to assess their level of passivity and in close-loop, ensuring the
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overall stability. When applied onto the SVO system, the feedback path exhibits lack

of passivity due the discrete-time forward-Euler integration. For close-loop passivity,

however, it is not clear how to provide excess of passivity in feedforward subsystem

to compensate the shortage of passivity of the feedback path. In a continuous-time

settings, Chopra et al. in [20] used Lyapunov function candidates to investigate

the passivity-based control for output-synchronization of multiple passive nonlinear

agents over switching network topologies with communication delays. Yet, their work

was built based on the assumption of passive agents which makes it inapplicable to

the problem of SVO design. In a single-master/multi-slave teleoperation framework,

Franchi et al [29] introduced a decentralized control scheme navigating a group of

robots (treated as slave side) to avoid obstacles via maintaining a formation at the

remote side. In a leader-follower like modality, the action of a single master robot

is dispatched to one member of the remote robots (i.e, leader) whose motion is also

influenced due to interacting with its neighbouring robots in the group. Arbitrary

split/join of the mobile robots in the remote group is made possible via passivity-

based control techniques. Interconnection of a passive master robot with a passive

slave robot-group via passive communication channels can ensure the closed-loop

stability. However, the technique preserves the passivity of the remote group with

underlying switching topology only for fixed number of mobile robots. Besides, no

transmission delay is considered for inter-agent interactions. In [99], a similar but

simplified scenario to [29] was introduced in which splits/joins only occur in excessive

inter-robot distances where as in [29], the algorithm allows for arbitrary split/join

decisions at any time. Note the employment of the above mentioned techniques to

design the SVO only results to a stable (not passive) SVO system as it uses passivity

as a design tool to ensure stability. Indeed, a stable SVO in closed loop with haptic

interfaces and operators is not necessarily stable.
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In real world applications of cooperative haptic systems, the number of cooper-

ating peers may vary due to the following reasons: communication blackout; hard-

ware failure; or users’ will to leave/join the cooperation. In this thesis, we propose

a distributed control strategy that provides stable haptic cooperation with varying

number of users, when manipulating a SVE across a network. The existing research

on collaborative haptic systems can be categorized in two-fold: experimental stud-

ies [2–4,15,40,58–60,91–93,96] and; theoretical research [12,28,39,70,71,80–82,102].

Most of the experimental studies have concentrated on application prospective and

thus, they lack a thorough analysis of stability and/or performance. Therefore, in

the following, a brief introduction on the latest theoretical findings in this discipline

is overviewed.

2.3.1 Theoretical achievements on collaborative haptic sys-

tems

Fotoohi et al. in [28] presented the first systematic research covering many detailed

aspects in collaborative haptic systems. For networks with constant delays but lim-

ited packet update rate (such as local area networks, LANs), [28] investigated the

stability and transparency of both centralized and distributed control of haptic co-

operation. The results confirmed that distributed controllers render stiffer virtual

contacts than centralized control and thus, are more suitable for haptic interaction

in rigid virtual environments. For performance evaluation, the admittance perceived

by the users was introduced to compare the fidelity of each scheme. For distributed

control architecture, Niakosari et al. [70, 71] later introduced a new fidelity index by

measuring the discrepancy among local SVOs to quantify the transparency of the

haptic simulation.

The analytical works mentioned above have focused on power domain communi-
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cations exclusively. Passive multi-rate wave-domain communication was introduced

in [102] for centralized haptic cooperation systems. The analysis revealed that the use

of passive wave-domain communications can significantly increase the stiffness of the

VE rendered to the users who manipulate a centralized virtual object together. This

idea was later incorporated in a distributed haptic cooperation with two users [81].

The analysis predicted that larger coordination gains can be used when two users are

connected via passive wave communications than when they are connected via power

communications. Larger maximum coordination gain independent of the network

delay provided increased and robust coherency of the SVO. The stability and perfor-

mance of distributed multirate control of direct touch in networked haptic systems

was investigated in [82]. In [82], remote dynamic proxies (RDPs) as physically-based

avatars of remote peers in the local VE were employed in order to prevent the remote

peer position discontinuities caused by the infrequent packet updates. Over both

power-domain and wave-domain communication channels, the paper considers com-

munication networks with fixed delay and with packet update rate smaller than the

update rate of the users’ local force feedback loops. Analysis and experiments were

conducted to demonstrate that: over power-domain communication, RDPs allow for

stiffer contact between users; and employment of passive wave-domain communica-

tions should make the distributed multirate control of direct touch stable regardless

of the fixed communication delay.

Passivity-based design has also attracted researchers working in the field of co-

operative haptic systems. Among the few decentralized studies, Bianchini et al. [12]

employed state-space passivity conditions in the form of linear matrix inequalities

(LMI’s) to ensure the stability of multi-user haptic interactions. Virtual coupling

parameters were computed to guarantee the stability of the cooperative haptic sys-

tem for em a priori connectivity of a centralized SVO. However, their work neither



20

offered experimental validation nor performance analysis. Ansari et al. [7] imple-

mented a modified PSPM [56] algorithm on a centralized haptic cooperation system.

The PSPM approach incurs poor performance since it requires damping injection

onto the dynamics of the SVO. Besides, the value of this damping depends on the

controller gains and the sampling period. Recently, Huang et al. [39] introduced a

discrete-time passivity framework to achieve asymptotic position consensus among

discrete-time agents (i.e, SVO copies) with second-order dynamics. They cast the

synchronization problem of shared virtual environment into the discrete-time second-

order consensus problem and employed discrete-time passive integrators [55] to design

a passive peer-to-peer control architecture. Their passivity condition relies on local

damping injection at each user and thus, makes the technique conservative for virtual

environments where little local SVO damping is of interest. Besides, em a priori

knowledge of the communication conditions is a must in their design approach.

To our best knowledge, except [39] and [80], the stability of multi-user cooperative

haptic systems with more than two users has not been pursued in literature. Our

ultimate goal in this work is to develop a distributed control strategy that not only

encapsulates the shortcomings of [39] and [80], but also provides stable and realistic

force feedback to a varying number of users.

Over power-domain communications with constant time delay and limited packet

update rate, next chapter will introduce the average position (AP) coordination strat-

egy for distributed SVO. In Chapter 4, over wave-based communications with time-

varying delays and packet-losses, the proposed architecture is developed to provide

n-port passivity of the SVO. This idea is then extended in Chapter 5 for the case

when the number of cooperating distributed peers varies.
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Chapter 3

Average-position Coordination

Proportional-derivative (PD) control is often used to coordinate the two copies of

the virtual environment (VE) in distributed two-user networked haptic cooperation.

However, a PD controller designed to coordinate a VE shared by two users may

destabilize distributed multi-user force interactions because its effective coordination

gain increases with the participant count. This chapter proposes the average position

(AP) strategy to upper bound the effective stiffness for the shared virtual object

(SVO) coordination and thus, to increase the stability of distributed multi-user haptic

cooperation. The chapter first motivates the AP strategy via continuous-time analysis

of the autonomous dynamics of a SVO distributed among n users connected across a

network with infinite bandwidth and no communication delay. It then investigates the

effect of AP coordination on distributed multi-user haptic interactions over a network

with limited bandwidth. For constant and small communication delays, the multi-

rate stability and performance analyses are performed for cooperative manipulations

of a SVO by three and four operators. Three-users experimental manipulations of a

shared virtual cube validate the analysis.
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3.1 Introduction

Conventional PD coordination places bounds on the maximum stable coordination

gains, especially in the presence of limited update rate and communication delay of

the connecting network [28]. When the number of interacting peers increases, the PD

coordination of a distributed SVO destabilizes the haptic cooperation. The objec-

tive of this chapter is to introduce a distributed control architecture whose effective

coordination gain does not depend on the number of cooperating participants. This

work focuses on multi-user haptic cooperation across a computer network with lim-

ited bandwidth and constant communication delays. It supports fast sampling of the

users’ force feedback loops in the presence of slower network update rates by adopt-

ing a dual-rate control architecture. In the dual-rate architecture, users’ local haptic

rendering loops are sampled at the typical force control interval of Tf = 0.001 s and

receive synchronized updates from the other local feedback loops every Ts = MTf

whereM∈ N. Like [28], this chapter employs the lifting technique [8] to model, and

to investigate the stability and performance of, multi-user networked haptic cooper-

ation with AP coordination. This chapter: (i) analyses the autonomous dynamics

of SVO distribution among n users over a network with infinite bandwidth and no

communication delay; (ii) investigates the stability and performance of distributed

three- and four-user haptic cooperation with AP coordination over a network with

limited bandwidth and small and constant communication delay; and (iii) validates

the multi-rate stability and performance analysis via experiments in which three users

manipulate a virtual cube together.

In the following, Section 3.2 motivates the proposed AP coordination of a dis-

tributed SVO, and shows that its effective stiffness is upper bounded by the co-

ordination stiffness of a two-user cooperation. Section 3.3 derives the closed-loop

state-space dynamics of dual-rate multi-user networked haptic interaction, and in-



23

vestigates the stability of force feedback with AP coordination for three and four

operators. Section 3.4 presents the frequency-domain performance of three- and four-

user networked haptic cooperation with AP coordination. Section 3.6 validates that

AP coordination increases the stability and the performance of distributed multi-user

networked haptic cooperation through experiments in which three networked users

manipulate a shared virtual cube together. Section 3.7 concludes the chapter with

suggestions for future work.

3.2 Average-position scheme

Distributed multi-user networked haptic cooperation is implemented via: (i) provid-

ing a local copy of the SVO to each peer user; (ii) coordinating all SVO copies through

distributed coordination control; and (iii) rendering the dynamics and contacts of the

local SVO to each user through haptic interaction control. Typically, virtual cou-

pling is selected for haptic rendering and PD controllers are used to coordinate the

distributed SVO copies to each other [28], as depicted in Figure 3.1. The mass of

the SVO is equally distributed among, and the SVO damping is inherited by, all its

copies. Such conventional distributed PD coordination of the SVO is straightforward

to implement, but its effective stiffness grows with the number of users. Therefore,

controller gains designed for two-user haptic cooperation may destabilize force inter-

actions among multiple operators. Here, we propose the AP coordination strategy

to upper bound the effective SVO coordination gain to the stiffness of the two-user

coordination.

The gain dependency of the conventional PD coordination scheme on the number

of cooperating peers can be derived from the autonomous dynamics of SVO distribu-

tion across a network with infinite bandwidth and no communication delay. These
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Figure 3.1: Conventional PD coordination of distributed haptic cooperation among
n networked users.

dynamics are obtained starting from the dynamics of the i-th local copy of the dis-

tributed SVO:
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where M and b are the mass and damping of the SVO, n is the number of users among

which the SVO is distributed, KT and BT are the stiffness and damping gains of the

coordinating PD controller, and x
l
, ẋ

l
, ẍ

l
are the position, velocity and acceleration,

respectively, of the l-th SVO copy, with l = 1, . . . , n. Together, the n local SVO

dynamics in Equation (3.1) yield the autonomous dynamics of the distributed SVO
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with PD coordination:

M
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In×n ẍ +
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b + nBT

)
In×n −BT1n×111×n

)
ẋ

+
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nKTIn×n −KT1n×111×n

)
x = 0 . (3.2)

In Equation (3.2), x , ẋ and ẍ are n-dimensional vectors which collect the positions,

velocities and accelerations of all SVO copies, respectively, In×n is the n-dimensional

unity matrix and, 1
i×j is an i × j matrix with all entries 1. The stiffness matrix of

PD coordination of the SVO in Equation (3.2) is:

KPD = KT

(
nIn×n − 1n×111×n

)
, (3.3)

and has one zero eigenvalue, which corresponds to the rigid body motion of the

SVO, and one eigenvalue with geometric multiplicity (n− 1), which is called effective

coordination stiffness herein and grows with n (see Figure 3.3). To bound the effective

coordination stiffness, we propose the AP coordination strategy.

In the AP scheme, each SVO copy is locally coordinated to the average position

of all other remote SVO copies, as schematically depicted in Figure 3.2 for the SVO

copy of Peer i. In this figure: mHDi and bHDi are the mass and damping of the haptic

device; m
i

=
M

n
and b

i
= b are the mass and damping of the SVO copy; KCi and

BCi are the stiffness and damping of the local contact coupler; and KT and BT are

the stiffness and damping of the distributed AP coordination controller, all at Peer i.

The autonomous dynamics of the i-th local copy of the distributed SVO with AP

coordination are:
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and, combined with the dynamics of the other local copies, yield the autonomous

dynamics of the distributed SVO with AP coordination:

M

n
In×n ẍ =

((
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nBT
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I
N×N −
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ẋ
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Figure 3.2: Average-position (AP) coordination of haptic cooperation among n users
as applied at Peer i.

The stiffness matrix of AP coordination of the SVO is:

KAP = KT

(
n

n− 1
In×n −

1

n− 1
1n×111×n

)
, (3.6)

and has one zero eigenvalue, which corresponds to the rigid body motion of the dis-

tributed SVO, and one eigenvalue with geometric multiplicity (n− 1) which decreases

strictly monotonically to KT as n grows (see Figure 3.3).
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Figure 3.3: Effective coordination stiffness for up to n = 20 copies of SVO when,
KT = 1500 N/m for both AP and PD schemes.

Note that the distributed SVO dynamics are controlled by the eigenvalues of

n
M

KAP and, therefore, the AP scheme needs to be coupled with inversely proportional

scaling of KT to guarantee stable SVO distribution for arbitrary n. Although not

employed here, such coupling is straightforward to implement.

According to Figure 3.2, the dynamics of the distributed n-user networked haptic

cooperation with AP coordination combine:

• the dynamics of the i-th haptic device:

mHDi ẍHDi + bHDi ẋHDi = fhi − fCi , (3.7)

• with the dynamics of the i-th SVO copy:

m
i
ẍ
i

+ b
i
ẋ
i

= fCi − fTi , (3.8)

for all i ∈ {1, . . . , n}. In Equations (3.7) and (3.8): fhi is the force applied by Peer i
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to their haptic interface; fCi is the local contact force at Peer i:

fCi = KCi (xHDi − xi ) +BCi (ẋHDi − ẋi ); (3.9)

and fTi is the force applied by the AP coordination controller on the i-th SVO copy:

fTi = KT (x
i
− x

id
) +BT (ẋ

i
− ẋ

id
), (3.10)

with x
id

and ẋ
id

being the desired position and velocity of the i-th SVO copy, respec-

tively. In the AP strategy, they are computed via:

x
id

(t) =

∑n
j=1,j 6=i xj (t− Td)

n− 1
(3.11)

and

ẋ
id

(t) =

∑n
j=1,j 6=i ẋj (t− Td)

n− 1
, (3.12)

where Td is the communication delay of the network. In this chapter, the analysis is

performed when n distributed users are interconnected via a fully-connected graph;

the network delay Td is assumed constant, equal in all communication channels, and

an integer multiple M of the network packet update interval Ts, Td =MTs.

3.3 Stability of dual-rate three- and four-user hap-

tic cooperation

Because the typical network update interval is longer than the sampling interval

required for realistic haptic rendering, the distributed haptic cooperation among n

networked users is a dual rate closed-loop system. Its stability is controlled by the

eigenvalues of its multirate state transition matrix. This matrix is computed using
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the lifting approach introduced in [8] and first applied to haptic cooperation in [28].

The derivations are succinctly overviewed in this section.

The open-loop continuous-time state-space dynamics of n-user networked haptic

cooperation combine the dynamics of the users, of the haptic interfaces and, of the

SVO copies, and group the system inputs and outputs into fast and slow sub-vectors,

hereafter indicated with the f and s indices, respectively. The inputs comprise the

local contact forces, updated at the fast haptic rate (Equation (3.9)), and the SVO

coordination forces, with components updated both fast and slow (Equation (3.10)),

grouped into:

u> = (u>
f

u>
s

)>, (3.13)

where:

u>
f

= (fC1 fT1f . . . fCn fTnf )>, (3.14)

u>
s

= (fT1s . . . fTns )
>, (3.15)

fTif = KTxi +BT ẋi , (3.16)

and,

fTis = −KTxid −BT ẋid . (3.17)

The state vector comprises the states of all haptic interfaces and SVO copies:

x> = (xpeer1 . . . xpeeri . . . xpeern )>, (3.18)

where

x>peeri = (xHDi ẋHDi x
i

ẋ
i
)>; i ∈ {1, . . . , n}. (3.19)

The output vector is:

y> = (y
f

> ys
>)>, (3.20)
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where

y
f

> = x> (3.21)

and,

y>
s

= (ypeer1s . . . ypeeris . . . ypeerns )
> (3.22)

with

ypeeris
> = (x

id
ẋ
id

)>; i ∈ {1, . . . , n}. (3.23)

Hence, the open-loop continuous-time state-space dynamics of n-user networked hap-

tic cooperation with AP coordination are:

ẋ4n×1 = A4n×4nx4n×1 + B4n×3nu3n×1

y6n×1 = C6n×4nx4n×1

, (3.24)

and their discretization is obtained by lifting [8], in the form:

xD
(M.4n)×1

[k + 1] = AD
(M.4n)×(M.4n)

xD
(M.4n)×1

[k]

+BD
(M.4n)×((2M+1).n)

uD
((2M+1).n)×1

[k]

yD
(2M+1).2n×1

[k] = ĈD
((2M+1).2n)×(M.4n)

xD
(M.4n)×1

[k]

+D̂D
((2M+1).2n)×((2M+1).n)

uD
((2M+1).n)×1

[k]

(3.25)

Note that in the above equation, all the sampling instances kTf are replaced by k

for brevity. The derivation of AD , BD , ĈD and D̂D and the incorporation of the

communication delays, via augmenting the state with the delayed inputs, are detailed

in Appendix A.1. The stability of the dual-rate distributed n-user networked haptic

cooperation hinges on the eigenvalues of the closed-loop state transition matrix:

Acl
D = ADaug + BDaugFD (I −DDaugFD )−1CDaug ,
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where ADaug , BDaug , CDaug and DDaug are the state transition matrices obtained after

augmentation with computational and communication delays, and the feedback ma-

trix FD includes the contact coupling and SVO coordination forces and is computed

using the approach introduced in [8]. Namely, the n-user haptic cooperation is stable

iff all eigenvalues of Acl
D are inside the unit circle. Note that the stability margins

in this chapter account for the autonomous system in which, the dynamics of the

operators are not included in the analysis. This, in fact, is the worst case scenario

for the close-loop system since, the damping of the users’ hand generally results to

the dissipation of energy. Therefore, the analysis of the stability of the autonomous

system is sufficient for the close-loop stability.

3.3.1 Stability regions

This section presents a numerical investigation of the stability regions of two-, three-

and four-user haptic cooperation with AP and with PD coordination. In fact such

stability regions lead to stable controller parameters. In the analysis presented in this

section, the haptic device parameters are selected such that they match the inertial

and damping properties of the Falcon Novint haptic interface used in the experiments.

The specification of the Falcon Novint devices can be found in Appendix A.9.

The following parameters are used in the computations: mHDi
= 0.1 kg, bHDi =

5.0 Ns/m; M = 0.6 kg, b = 5.0 Ns/m, Tf = 0.001 s, Ts = 0.008 s. Figure 3.4 depicts

the stability regions for undamped control, i.e., BT = BCi = 0 Ns/m. Figure 3.5

shows the stability regions for damped control with BT = BCi = 2 Ns/m. In all

of these analyses, the communication delay is on step of slow update interval, i.e,

Td = 0.008 s.
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Figure 3.4: Stability region for two/three/four-user haptic cooperation (BT = 0
Ns/m).
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Figure 3.5: Stability region for two/three/four-user haptic cooperation (BT = 2
Ns/m).

For both undamped and damped coordination, respectively, Figures 3.4 and 3.5

demonstrate that the proposed AP coordination expands the stability regions of hap-

tic cooperation. This is in contrast to the PD coordination which decreases the

stability region as the number of peers grows. The variations in the trend of the
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stability regions, however, depend on different system parameters such as the mass

of the SVO and communication delay, as reported in [84].

3.4 Performance evaluation

In distributed multi-user haptic cooperation, the position discrepancy among the

SVO copies threatens the fidelity of the force interactions. For example, suppose that

Peer i tries to move their local copy of the SVO while other users are not in touch

with their local copies. If the coordination of the n distributed SVO copies is perfect,

Peer i imposes the same motion on all SVO copies and feels the multiple SVO copies

as rigidly attached to each other. However, for coordination with limited gains, Peer i

feels the SVO copies as connected to each other with springs with finite stiffness and

with slowly moving ends (due to the updated delays received across the network).

This section uses the admittance Gi(z) = ẋi(z)
fhi (z)

of the SVO copies to compare users’

perception of a distributed SVO with AP and PD coordination to user’s perception

of an “ideal” virtual object. Accordingly, the ideal admittance is the ratio of the

VO velocity to the input hand force (see Figure 3.6). Let a SVO with mass M be

distributed among n peers. Consequently, the mass of each SVO copy is M
n

. In ideal

conditions, we can assume that the SVO copies are connected and coordinated via

massless rigid links. This, thus, imposes perfect synchronization between distributed

SVO copies. Therefore, the ideal SVO can be considered as one single VO with mass

M . Note that we assume no local damping on the SVO dynamics to account for

the worst case scenario. The Gi-parameters are computed after lifting the dual-rate

system to its unirate counterpart [28].

The frequency responses of a SVO distributed among two, three and four users and

coordinated via the AP and PD schemes are depicted and compared with the ideal
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case in Figure 3.7. The empirical parameter values that guarantee the stability of the

cooperative hatpic system are chosen as: M = 0.45 kg; b = 0 Ns/m; KT = 1000 N/m;

BT = 5 Ns/m respectively; and Td = Ts = 0.008 s in all communication links.
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Figure 3.7: SVO admittance for two-, three- and four-user cooperation with AP and
PD coordination, and with communication delay Td = Ts = 0.008 s in all links.

In Figure 3.7, the deviations from the ideal frequency response show increased

viscous behaviour, due to the low packet update rate, the delays in communication

channel, and the damping of the coordination [28]. Nonetheless, Figure 3.7 confirms:

(i) that a distributed SVO with AP coordination has admittance closer to the ad-

mittance of a pure mass than a distributed SVO with PD coordination; and (ii) that

the perceived damping of the distributed SVO increases with the peer count. This is

expected given that the number of communication links increases and that each link

introduces additional damping in the cooperation.
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3.5 Discussion: performance vs. stability

In can be mathematically shown that the AP coordination controller is in fact, the PD

coordination controllers scaled by a factor of (n−1). As the number of users increases,

the AP offers stable cooperation at the expense of incorporating smaller coordination

gains. This, in turn, degrades the position coherency of the distributed SVO. This

issue can be addressed by employing passive multi-rate wave-based communication

channel as reported in [81]. The analysis therein confirms that larger (one order of

magnitude) stable coordination gain independent of the network delays can be used

which, provides increased and robust coherency of the SVO.

3.6 Experimental validation

This section validates the results of the analysis in the sections above through ex-

periments performed on a testbed which comprises three FALCON NOVINT haptic

devices connected to three computers which all run Windows XP on an Intel Core 2

Duo CPU at 2.67 GHz with 2 GB RAM. The computers are in the same laboratory

and communicate over the network via the UDP protocol over a local area network

with data transmission rate of 125 Hz. The virtual environment is simulated at

1 kHz via a C++ console application and includes: a shared virtual cube constrained

by a virtual enclosure to move along a single horizontal x-direction; and three virtual

spheres representing the haptic devices. Given the proximity of the three computers,

the actual network delay is negligible. Therefore, a Wide Area Emulator (WANem) is

used to implement a desired network delay Td, equal in all communication channels.

Figure 3.8 depicts the experimental testbed with three cooperating users.

In all experiments, the parameter values are as follows: the mass and damping

of the SVO are M = 0.45 kg; and b = 0 Ns/m, respectively; the coordination
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Figure 3.8: Experimental testbed.

damping is BT = 5 Ns/m; the contact stiffness and damping are KC = 3500 N/m

and BC = 5 Ns/m, respectively; Tf = 0.001 s; Ts = 8Tf = 0.008 s; and the round-trip

network delay is Td = 6Ts = 0.048 s.

3.6.1 Stability tests

In the experiments carried out in this section, two of the three users cooperatively

manipulate the SVO along the enclosure. The coordination stiffness is selected

KT = 2100 N/m. The numerical analysis in Section 3.3.1 predicts that the three-user

haptic cooperation is stable if AP coordination is used, and is unstable if conven-

tional PD coordination is employed (see Figure 3.5). The analysis is confirmed by

the experimental results in Figure 3.9.
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Figure 3.9: Experimental three-user haptic cooperation (KT = 2100 N/m).
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3.6.2 Perceived viscosity tests

This section contrasts the performance of AP coordination to the performance of con-

ventional PD coordination through controlled experiments. The coordination stiffness

is set to KT = 1000 N/m, to ensure that the three-users haptic cooperation is sta-

ble regardless of the coordination scheme. To guarantee the same initial conditions

during successive experiments, the users are replaced by forces applied to the haptic

devices via commands sent to the servo motors.

The experiments start with Peer 1 at the right end of the virtual enclosure, pushing

the SVO with a constant force fh1 = 1.5 N, and with Peer 2 and Peer 3 not in contact

with the SVO. Thus, the SVO travels along the enclosure to the left during the

experiment. Figure 3.9 depicts the position of the SVO at Peer 1. It shows that the

SVO moves a distance of 20 mm in 1.22 sec when AP coordination is used, and it

moves 20 mm in 1.514 sec when PD coordination is employed. These experimental

results confirm that AP coordination renders a less viscous SVO to users than PD

coordination, as predicted analytically.
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Figure 3.10: Experimental three-user haptic cooperation with communication delay
Td = 6Ts = 0.048 s. The experiments start with Peer 1 at the right end of the virtual
enclosure, pushing the SVO with a constant force fh1 = 1.5 N, and with Peer 2 and
Peer 3 not in contact with the SVO.
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3.7 Summary

This chapter has proposed the average position (AP) coordination for distributed

multi-user networked haptic cooperation. Through continuous-time analysis of the

autonomous dynamics of an SVO distributed among n users, as well as through

multirate analysis of the closed-loop state-space dynamics of three- and four-user

haptic cooperation, we showed that the AP strategy increases the stability of the

interaction compared to conventional PD coordination. Using numerical analysis, it

is illustrated that AP coordination is also beneficial to the SVO admittance rendered

to the cooperating users. Namely, users perceive the distributed SVO as less viscous

when it is coordinated using the AP scheme than when it is coordinated using the

conventional PD scheme.

However, the main drawbacks of the multirate methodology [8] used here are:

• time-delays are presumed to be constant and very small1;

• knowledge about the model of the haptic interfaces are crucial for the stability

analysis;

• the analysis considers that the system runs on LAN or MAN which completely

ignores jitter and packet-loss for real-world applications;

• the entire system is assumed to be linear time-invariant (LTI) and thus, it

is unclear how the employed multirate control approach [28] can be extended

to systems implemented on Internet where jitter and packet-loss are principal

issues.

Besides, although the AP scheme allows for the selection of the controller gains inde-

pendent of the number of distributed users, it does not facilitate for small values of

1In [81] and [82], we employed passive multirate wave based communication channels for a two-
user haptic cooperation system. The analysis confirmed that the stability regions are extended of
an order of magnitude independent of the value of constant communication delays.
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the mass of SVO copies. In fact, as the number of operators increases, the division

of the SVO mass among users’ copies may result in instability if mass value becomes

smaller that the minimum mass [14]. In the next two chapters, we aim to address the

mentioned issues with the AP scheme by investigating techniques for guaranteeing the

stability of distributed haptic cooperation among an arbitrary number of users, across

networks with varying communication delays and packet-losses. In particular, scala-

bility will be pursued by implementing the AP scheme for wave-based communication

channels along with passive simulation of the dynamics.
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Chapter 4

Passive Shared Virtual

Environments

In practice, the model of human users and haptic devices are often unknown, un-

certain, and time-variant. Conventional approaches for stability analysis of haptic

systems assume that the human user does not inject energy into the system and be-

haves in a passive manner. The assumption of passive human operators and haptic

interfaces [38] relaxes the need for their exact models for stability analysis. Feedback

interconnection of multiple passive subsystems results in a passive and thus a stable

system [69]. Therefore, construction of a passive SVO in closed-loop with passive

human users and haptic devices can guarantee the stability of the distributed haptic

cooperation system. This fact motivated us to develop a passive SVO whose copies

are distributed among n users. Our main focus in this chapter is to construct a passive

SVO (modelled as an n-port network element) in the presence of time-varying delay

and packet-loss, and over a bidirectional and connected network topology. Next, we

briefly overview the relevant research on this topic and then introduce the core idea

of this chapter.
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4.1 Introduction

Anderson and Spong in [5] employed scattering transformation to study the passivity

of an n-port passive network. Built based on the singular values of the scattering ma-

trix, to ensure passivity, their technique required the norm of the scattering operator

to be less than or equal to one. However, such a condition is challenging to uphold as

the model parameters of the robots are crucial for design. For multilateral teleopera-

tion systems, Mendez et al. [66] proposed a passivity criterion to select the controller

parameters. They extended the Raisbeck’s [79] passivity criterion to general n-port

networks. However, they ignored communication delays in their analysis. Neverthe-

less, their approach is only applicable to LTI systems and its extension for systems

embedded with non-linear sources (such as uncertain data transmission channels) re-

mains unclear. Kottenstette et al. in [52] employed power junctions [54] to construct

an n-port passive wave-based network allowing to guarantee the stability of a net-

worked system when coupled to multiple passive discrete-time agents (i.e, plants).

Each distributed plant was equipped with a local controller to ensure their output-

strict-passivity. This approach, however, is not suitable to use for cooperative haptic

systems since the controller imposes extra dynamics to the SVO copies. Besides, the

wave-based networked architecture introduced in [54] exhibits poor performance.

This chapter develops a passive framework for distributed virtual environments

such that, the design of the coordinating controllers is decoupled from the network

topology and the communication line issues. Preliminary results of this work have

been presented in [83]. Yokokohji et al. in [44] introduced a lossless power distributor

(i.e, wave node) in order to interconnect multiple teleoperators over a time-delayed

computer networks using wave variables [72]. Here in this chapter, we construct an

n-port passive communication architecture by implementing the node scheme intro-

duced in [44], referred as node scheme I, on multi-lateral distributed networks under
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unreliable data transmission channels. We then, connect n passive SVO copies and

their corresponding coordinating controllers to the proposed communication network

and thus, construct and n-port passive SVO. The discrete-time passivity of each lo-

cal SVO copy and its corresponding coordination controller is ensured by employing

the state modification technique [97]. Tailored for port-Hamiltonian systems, the

approach in [97] allows the discrete-time dynamics of the system to evolve in such a

way that it resembles the energetic properties of its corresponding continuous-time

system and hence, guaranteeing its passivity. The n-port passive SVO introduced in

this chapter is the foundation for Chapter 5, for which we study the proposed scheme

when the number of SVO copies varies. Moreover, in this chapter, we performed

both energetic and steady-state analyses of the proposed n-port passive network on

a fully connected graph and compared it with a network architecture built based on

the wave node scheme introduced in [54], referred to as node scheme II. The analyses

predicted that the proposed network architecture implemented with node scheme I :

i) is lossless when subject to communications with no time delays;

ii) offers less dissipation in comparison to the network architecture built based on

the node scheme II ;

iii) and unlike node scheme II, results in bounded steady-state error as the simulation

time grows.

The analytical findings are supported with simulations and experiments. The network

architecture presented in this chapter enables us to separate the design of the coordi-

nation controllers from the communication network, and allows to achieve interaction

stability without imposing extra damping injections on the dynamics of local SVO

copies, regardless of unreliable communication channels.
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In the remainder of this chapter, Section 4.2 reviews some preliminaries and defini-

tions required throughout this chapter; The passivity properties of the two wave node

schemes, i.e node schemes I and II are studied in Section 4.3. In Section 4.4, wave

node I is implemented on multilateral wave-based network structure to construct an

n-port passive communication network. In Section 4.5, port-Hamiltonian SVO copies

along coordinating controllers are interconnected via the proposed control architec-

ture and hence, the n-port passivity of the resulting SVO distributed among n peers

is verified. The steady-state analysis for network architectures built based on both

wave nodes is conducted in Section 4.6. Supporting simulations are presented in Sec-

tion 4.7. Experimental 3-users haptic cooperation presented in Section 4.8 supports

the theoretical findings.

4.2 Preliminaries and definitions

Passivity

A system is called passive only if it stores/dissipates or releases the energy which was

supplied to it. By definition, a discrete-time system is n-port passive [33] if:

∑n

i=1

∑k̄

k=0
fi(kT )ẋi(kT )T ≥ E(0) (4.1)

where port i characterises a pair of power conjugated variables, force fi and velocity

ẋi, whose product represents power; T corresponds to Tf from previous chapter and

stands for the discrete sampling period; E(0) is a constant that depends on the initial

conditions of the system; and k, k̄ ∈ Z+ where k̄ is the final simulation time instant.

Note, Equation (4.1) with equality implies the definition of an n-port lossless system

for which, energy is neither dissipated nor generated. For brevity in the rest of this
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thesis, all time instances kT are replaced by k.

Passive communication channel

Interconnected physical systems typically exchange energy over power-domain com-

munications via which, the power variables (e.g, force and velocity) are transmit-

ted. However, when power variables are subject to time delays, the communication

channel acts as an active element that generates energy and leads to instabilities in

closed-loop. Scattered [5] or wave-based [72] communications render the transmission

channel passive in the presence of constant time delays. Scattering transformation

encodes the power variables from power-domain into wave variables in wave-domain.

The wave variables (ui, vi) can be calculated from the power variables (ẋi, fi) using

the following transformations [72]:

ui(k) =
bwẋi(k) + fi(k)√

2bw
, vi(k) =

bwẋi(k)− fi(k)√
2bw

(4.2)

where bw is the characteristic wave impedance. The communication channel can be

considered as a 2-port network element (see Figure 4.1) via which, two interacting

sides exchange information. Respectively, let uij and vij represent the incoming and

outgoing waves of side i when interconnected to side j over a wave-based communi-

cation channel.
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e
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o
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ij

jiij
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2-port network comm

Figure 4.1: Wave-based communication channel as a 2-port network element.
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The power entering the 2-port communication channel at time instant k is:

Pij(k) =
1

2

(
v2
ij(k)− u2

ij(k) + v2
ji(k)− u2

ji(k)

)
(4.3)

It is straightforward to show that the passivity of the wave-based communication

channel is guaranteed [72] since, the energy stored in the transmission channel upto

time instant k is non-negative regardless of the magnitude of constant time delay (see

Appendix A.2), that is:

Eij(k̄) = T
∑k̄

k=0
Pij(k) ≥ 0 (4.4)

However, passivity might be endangered in unreliable communication networks due

to empty packets detected at the receiver sides caused by time-varying delay. In

this dissertation, we employ the queue management strategy introduced in [19] which

maintains the passivity of the wave-based communication channel in the presence of

varying time-delay and packet-loss.

4.3 Wave node

The wave node is a network element that interconnects multiple wave-based commu-

nication media [44, 54]. Let Ni define the set of node indexes of the neighbours of

node i. The cardinality of the neighbours set Ni represents the number of neighbours

(i.e, ni) of the i-th node. With uij and vij denoting the incoming and outgoing waves

of the j-th port of node i respectively, the passivity condition for node i in Figure 4.2

is [54]:

ni∑
j=0

u2
ij(k) ≥

ni∑
j=0

v2
ij(k), ∀k ∈ Z+

(4.5)
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where ni+1 stands for the number of the ports of wave node i. Equation (4.5) implies

that the sum of the outgoing energy quanta should be less than or equal to the sum of

the incoming ones. In this thesis, all the zero-indexed wave variables are assigned to

the local ports via which, the local SVOs are connected to their corresponding wave

nodes (see Figure 4.2). The zero-indexed wave variables can be then decoded to their

corresponding desired power variables, that is, force and velocity. Note, unlike the

previous chapter, the desired velocity (ẋi0) and force (fi0) will no longer be indexed

with subscript d.

u

u

u

v

v

v

i0

ij
iin

iij in

i0

Wave

node i

Figure 4.2: Wave-node i with ni + 1 ports.

Each wave node as a power junction obtains a power distribution scheme which

defines how the outgoing waves of the node are computed based on the incoming

waves. In this chapter, two wave node schemes are studied:

• Node scheme I : Kanno et. al in [44] computed the outgoing waves for wave

node i at port j using the following relation:

vij(k) = −uij(k) +
2

ni + 1

ni∑
j=0

uij(k). (4.6)

The outgoing waves in Equation (4.6) are computed such that, if the wave

variables were decoded into power variables, all decoded velocities would be

equal and all decoded forces would sum up to zero. Note, the node scheme I is

a power-preserving and lossless interconnection junction of wave channels [44]
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as shown next.

Consider the wave node i shown in Figure 4.2 with ni+1 ports. Using Equation

(4.6) and summing up the power of all outgoing waves for the wave-node i gives:

ni∑
j=0

v2
ij(k) =

ni∑
j=0

(
− uij(k) +

2

ni + 1

ni∑
j=0

uij(k)
)2

(4.7)

With power variables fij and ẋij, the corresponding encoded wave-variable uij

can be calculated from Equation (4.2) and substituted into the last term of

Equation (4.7) to give:

ni∑
j=0

v2
ij(k) =

ni∑
j=0

(
− uij(k) +

2√
2bw(ni + 1)

ni∑
j=0

fij(k)

+

√
2bw

ni + 1

ni∑
j=0

ẋij(k)
)2

(4.8)

Following the physical law presented in [44], the corresponding decoded velocity

for each wave-based transmission line connected to the wave-node i must be the

same, i.e, ẋi0(k) = ẋij(k), ∀j ∈ Ni. Besides, the sum of all corresponding de-

coded forces applied onto the wave-node i must be zero, fi0(k)+
∑

j∈Ni fij(k) =

0. Therefore, Equation (4.8) can be written as:

ni∑
j=0

v2
ij(k) =

ni∑
j=0

u2
ij(k) + 2ẋi(k)

ni∑
j=0

(
bwẋi(k)−

√
2buij(k)

)
(4.9)

By invoking Equation (4.2), Equation (4.9) turns to:

ni∑
j=0

v2
ij(k) =

ni∑
j=0

u2
ij(k)− 2ẋi(k)

�
�
�
�
��>

0
ni∑
j=0

fij(k) =

ni∑
j=0

u2
ij(k), (4.10)

which implies that Equation (4.6) is lossless and satisfies the passivity condition
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in Equation (4.5) with equity.

• Node scheme II : LeBlanc et. al in [54] distinguished the local port of the

wave node (i.e, zero-indexed) from the over-the-network ports by computing

the outgoing waves of the wave node i as:

vi0(k) =
1
√
ni

ni∑
j=1

uij(k)

vij(k) =
1
√
ni
ui0(k)

(4.11)

In fact, Equation (4.11) is similar to the local averaging of power variables [80]

introduced in Chapter 3 but for wave-based communication networks. Note,

the node scheme II is a passive interconnection junction of wave channels as

shown next. By incorporating the node scheme in Equation (4.11), the outgoing

power flow from the wave node i is:

ni∑
j=0

v2
ij(k) =

(
1
√
ni

ni∑
j=1

uij(k)

)2

+ ni

(
ui0(k)
√
ni

)2

=
1

ni

(
ni∑
j=1

uij(k)

)2

+ u2
i0(k).

(4.12)

From Cauchy-Schwarz inequality we have:

(
ni∑
j=1

uij(k)

)2

≤ ni

ni∑
j=1

u2
ij(k). (4.13)

Substitution of Equation (4.13) into Equation (4.12) gives:

ni∑
j=0

v2
ij(k) ≤

ni∑
j=0

u2
ij(k), (4.14)

which implies that the wave node scheme in Equation (4.11) obtains an input-
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output passive mapping for all inputs uij’s into the wave node i. Note that

Equation (4.13) turns into an equality if vij(k) is constant for all j ∈ {1, . . . , ni}.

However, such conditions rarely occur in practice. Therefore, unlike node scheme

I, node scheme II dissipates energy for most of the times and its dissipative

properties must be taken into account when it comes to designing the network

structure.

4.4 n-port passive communication network

In this section, n wave nodes of type node scheme I are implemented on a multilateral

wave-based communication network as shown in Figure 4.3. Each wave node i has
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Figure 4.3: Multilateral wave-based communication architecture with n wave nodes.

one local port indicated with ”0” that will be used to couple the local SVO copies to

the network. The rest of the port indexes of wave node i correspond to the indexes

of the nodes to which, the wave node i is connected (i.e, neighbours of node i). The

network architecture (shown in Figure 4.3) including n wave nodes with node scheme

I possesses n-port passivity as proved in the following.
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The node scheme I is lossless and therefore the sum of all outgoing powers from

node i is equal to the sum of all incoming power:

u2
i0(k) +

∑
j∈Ni

u2
ij(k) = v2

i0(k) +
∑
j∈Ni

v2
ij(k), ∀i ∈ {1, . . . , n} (4.15)

Collectively, summing up the terms at both sides of the equity in Equation (4.15) for

n nodes gives:

n∑
i=1

(
u2
i0(k) +

∑
j∈Ni

u2
ij(k)

)
=

n∑
i=1

(
v2
i0(k) +

∑
j∈Ni

v2
ij(k)

)
. (4.16)

By taking the summation over time and rearranging Equation (4.16) we have:

T

k∑
k=0

n∑
i=1

(
u2
i0(k)− v2

i0(k)
)

= T
k∑
k=0

n∑
i=1

∑
j∈Ni

(
v2
ij(k)− u2

ij(k)
)
. (4.17)

Let T ijd (k) = dij(k)T be the time-varying delay with dij(k) ∈ Z+ from side i to

side j. This dissertation employs the queue management policy introduced in [19]

to maintain the passivity of the wave-based communication channel subject to time-

varying delays and packet-losses. Therefore, regardless of time-varying delays and

packet drop-out, the right hand side of Equation (4.17) is non-negative since each

bidirectional communication channel, connecting sides i and j, satisfies the following:

k∑
k=0

v2
ij(k) ≥

k∑
k=0

u2
ji(k) =

k∑
k=0

v2
ij(k − dij(k)). (4.18)

Substitution of Equation (4.18) into Equation (4.17) gives:

T
k∑
k=0

n∑
i=1

(
u2
i0(k)− v2

i0(k)
)
≥ 0, (4.19)
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which implies the n-port passivity of the multilateral communication network shown

in Figure 4.3. In other words, the mapping from ui0 to vi0 for all i ∈ {1, . . . , n} is

passive. It is worth mentioning that when subjected to perfect transmission lines with

no delays, the right hand side of Equation (4.17) turns to zero and thus, implying

losslessness of the multilateral network architecture built upon node scheme I. It is

also straightforward to show that the network architecture including n nodes with

node scheme II is n-port passive [54].

4.5 Passive shared virtual object

This section proposes an architecture for VOs such that the design of the coordi-

nating controllers is decoupled from the communication network, allowing for the

selection of coordination gains independent of the number of cooperating peers. The

proposed architecture is schematically depicted in Figure 4.4. For fixed number of
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node
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Wave
trans.

P
o
rt

1

Port i
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Figure 4.4: n-port passive shared virtual object (SVO).

participants, the discrete-time n-port passivity of the SVO with n copies is assured
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by interconnecting the following passive subsystems: (i) local SVO copies; (ii) coordi-

nating controller; and (iii) communication network architecture. Each local SVO and

its corresponding coordinating controller is formulated in port-Hamiltonian frame-

work and their discrete-time passivity is ensured by employing the state modification

technique introduced in [97]. The passive network architecture introduced in Section

4.4 (shown in dashed circle in Figure 4.4) is composed of multiple wave nodes [44]

whose role are to passively distribute power across the network while interconnecting

multiple wave-based transmission lines.

4.5.1 Shared virtual object copy

A common means for the simulation of discrete-time dynamical systems is the forward

Euler integration technique, mostly because of its low computational load for real time

applications. However, such technique does not maintain the passivity of the systems

due to energy injection [13]. The simulation of the SVO copies’ dynamics and the

coordinating controllers as two main elements of our system must preserve passivity in

discrete-time setting. In this section, the local SVO copies and proportional-derivative

(PD) coordinating controllers are modelled in port-Hamiltonian formalism [100]. We

then employ a state modification framework presented in [97] simulate our discrete-

time system such that the energetic evolution of its corresponding continuous-time

system is resembled. In discrete-time setting, let H(k) be the energy of the system at

time instant k and, ∆H(K) defines the variation of energy during the time step k →

k+ 1. Hence, the new level of energy can be obtained by H(k+ 1) = H(k) + ∆H(k).

The numerical algorithm introduced in [97] allows for computing the set of new sates

x(k + 1) whose associated energy is equal to H(k + 1) being consistent with the

energetic evolution of the corresponding continuous-time system. Note, the energy
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variation at the k-th time step can be calculated by [13]:

∆H(k) = T
(
y>(k)u(k)− ∂>H

∂x
b
∂H

∂x
|x=x(k)

)
(4.20)

where x ∈ Rr is the state vector corresponding to r energy-storing elements of the

system (e.g, momentum of a mass or elongation of a spring); u and y are the input

and output vectors respectively; b is the damping; and Hamiltonian H(x) : Rr → R

represents the total energy stored in the system.

Therefore, the discrete-time n-port passivity of a VO shared among n peers is made

possible by formulating the SVO copies as port-Hamiltonian mass-spring-damper sys-

tems connected to the passive network architecture proposed in Section 4.4. Figure

4.5 demonstrates a local SVO copy at side i connected to its corresponding wave-node

i via a port-Hamiltonian proportional-derivative (PD) coordinating controller. For

local copies in Figure 4.5, each port comprises a pair of power conjugated variables,

force f∗i and velocity ẋ∗i , whose product represents power respectively: at port C for

the SVO-haptic device contact; at port T for the SVO-controller contact and; at port

0 denoting the network-PD controller interface.
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Figure 4.5: Local shared virtual object (SVO) copy i connected to its corresponding
wave node at side i via the port-Hamiltonian PD coordinating controller.

Next, it is shown that the passivity condition in Equation (4.17) implies the n-port

passivity of the network structure with respect to the power variables ẋi0i and fi0 for
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i = 1, . . . , n. From the wave transformation in Equation (4.2) we have:

ui0(k) =
bwẋi0(k) + fi0(k)√

2bw
, vi0(k) =

bwẋi0(k)− fi0(k)√
2bw

. (4.21)

Substitution of Equation (4.21) into Equation (4.19) yields:

T
k∑
k=0

n∑
i=1

(
fi0(k)ẋi0(k)

)
≥ 0. (4.22)

where fi0 = fTi = KT q(k) + BT q̇(k); q = xi − xi0 is the position error corresponding

to the elongation of the spring; and KT and BT are the proportional (stiffness) and

derivative (damping) gains of the coordinating controller.

Port-Hamiltonian SVO and coordinating controllers

The discrete-time two-port passivity of each local SVO copy and PD coordinating

controller is ensured through implementing the local SVO copy and its PD controller

as two interconnected discrete-time port-Hamiltonian systems with states updated

using the algorithm introduced in [94]. Therefore, the discrete-time two-port pas-

sivity condition of the i-th local copy of the SVO together with its coordinating PD

controller (shown in the dashed box in Figure 4.3) with respect to the power variables

pairs (fCi , ẋCi) and (fi0, ẋi0) is:

T
k∑
k=0

(
fCi(k)ẋCi(k)− fi0(k)ẋi0(k)

)
≥ −1

2
KT q

2
i (0)− p2

i (0)

2m
, (4.23)

where m is the mass of the SVO copy, qi(0) is the initial spring elongation and pi(0)

is the initial momentum of the i-th SVO copy. The right hand side of Equation (4.23)

represents the initial potential and kinetic energy of the i-th PD controller and SVO

mass, respectively (see Appendices A.5, A.6, and A.7 for the detailed derivations).
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The interconnection of n discrete-time port-Hamiltonian SVO copies via local coor-

dinating PD controllers and the network architecture shown in Figure 4.3 leads to an

n-port passive discrete-time SVO. For n SVO copies, Equation (4.23) yields:

T

n∑
i=1

k∑
k=0

(
fCi(k)ẋCi(k)− fi0(k)ẋi0(k)

)
≥

n∑
i=1

(
− 1

2
KT q

2
i (0)− p2

i (0)

2m

)
. (4.24)

After substitution from Equation (4.22), Equation (4.24) becomes:

T
n∑
i=1

k∑
k=0

(
fCi(k)ẋCi(k)

)
≥

n∑
i=1

(
− 1

2
KT q

2
i (0)− p2

i (0)

2m

)
(4.25)

which implies discrete-time n-port passivity of the SVO with n copies. In this thesis

the VO is characterised by impedance causality, that is, the contact controller accepts

the position of the haptic device as the input and computes the interaction force as

its output. Note, the interconnection of haptic interfaces (with position sensors) and

passive VOs may not be power conserving. This is due to the fact that the veloc-

ity information of the continuous-time haptic device is not available and usually is

computed from position information via forward Euler discrete derivation. In this

work, we employ “Passive Continuous Discrete time Connector (PCDC)” [13] to as-

sure that there is no energy generated at the analogue-digital converter. Therefore,

it can be inferred that Equation (4.25) also accounts for the passivity of the system

when human operators and haptic devices are in the loop. Also note that our pro-

posed architecture neither requires damping injection on the dynamics of local SVO

copies nor needs em a priori knowledge of network conditions. Therefore, unlike [39]

it allows for less sluggish motion of the SVO in the presence of varying network delay

and packet drop-out. Section 4.7 verifies the passivity of the SVO built based on node

schemes I and II via simulations of four SVO copies connected across a network with

varying time delays.
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4.6 Steady-state analysis

In continuous-time setting, this section studies the steady-state response of both wave

nodes implemented on the proposed multi-lateral wave-based communication archi-

tecture when the distributed SVO copies are interconnected over a fully-connected

graph. With T ijd being the constant delay from side i to side j, for each wave-based

transmission channel between sides i and j the following relation holds:

uij(t) = vji(t− T jid ) (4.26)

Note, Equation (4.21) can be used to decode the wave variables uij and vij into their

corresponding velocity ẋij and force fij. In the analysis presented in sections 4.6.1

and 4.6.2, the controller gains are selected such that the system remains stable.

4.6.1 Node scheme I

It is required to find a relation for the decoded velocity at the i-th site based on the

encoded information of the rest of the sites, i.e j ∈ Ni. Since in this section we assume

the SVO copies are interconnected on a fully-connected graph, the cardinality of the

neighbours set Ni is ni = n − 1; ∀i ∈ {1, . . . , n}, with n being the number of SVO

copies. From Equation (4.21), the decoded velocity at port 0 of node i is:

ẋi0(t) =

√
2

bw
vi0(t) +

fi0(t)

bw
(4.27)
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From Equation (4.6), vi0 can be written as:

vi0(t) = −ui0(t) +
2

ni + 1

(
ui0(t) +

∑
j∈Ni

uij(t)
)

=
(1− ni
ni + 1

)
ui0(t) +

2

ni + 1

∑
j∈Ni

uij(t)

(4.28)

Substitution of Equation (4.28) into Equation (4.27) along with Equation (4.26) gives:

ẋi0(t) =

√
2

bw

((1− ni
ni + 1

)
ui0(t) +

2

ni + 1

∑
j∈Ni

vji(t− T jid )

)
+
fi0(t)

bw
(4.29)

From Equation (4.21), ui0(t) and vji(t− T jid ) in the above equation can be written in

terms of their corresponding decoded power variables as,

ẋi0(t) =

√
2

bw

((1− ni
ni + 1

)bwẋi0(t) + fi0(t)√
2bw

+

2

ni + 1

∑
j∈Ni

bwẋji(t− T jid )− fji(t− T jid )√
2bw

)
+
fi0(t)

bw

(4.30)

Given the fact that node scheme I represents equal velocities at all its ports, for node

j we have ẋji = ẋj0; ∀i ∈ Nj. Therefore, Equation (4.30) can be further simplified

to:

ẋi0(t) =
1

ni

(∑
j∈Ni

ẋj0(t− T jid ) +
fi0(t)

bw
−
∑

j∈Ni fji(t− T
ji
d )

bw

)
(4.31)

The dynamics of the i-th SVO copy with zero local damping b = 0 is:

mẍi(t) = fCi(t)− fTi(t) (4.32)
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in which,

fTi(t) = K
(
xi(t)− xi0(t)

)
+B

(
ẋi(t)− ẋi0(t)

)
(4.33)

Hence, Equation (4.32) in Laplace domain turns to:

(ms2 +Bs+K)Xi(s) = FCi(s) + (Bs+K)Xi0(s) (4.34)

Besides, the Laplace transformation of Equation (4.31) gives:

Xi0(s) =
1

ni

(∑
j∈Ni

e−sT
ji
d Xj0(s) +

Fi0(s)

bws
−
∑

j∈Ni e
−sT jid Fji(s)

bws

)
(4.35)

Replacement of Xi0(s) from Equation (4.31) into Equation (4.34) yields:

(ms2 +Bs+K)Xi(s) = FCi(s)

+
Bs+K

ni

(∑
j∈Ni

e−sT
ji
d Xj0(s)

+
Fi0(s)

bws
−
∑

j∈Ni e
−sT jid Fji(s)

bws

)
.

(4.36)

From Equation (4.34), similarly, Xj0(s) for j ∈ Ni can be replaced in Equation (4.36)

to give:

(ms2+Bs+K)Xi(s) = FCi(s)

+
Bs+K

ni

(∑
j∈Ni e

−sT jid
(

(ms2 +Bs+K)Xj(s)− FCj(s)
)

Bs+K

+
Fi0(s)−

∑
j∈Ni e

−sT jid Fji(s)

bws

)
,

(4.37)
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which can be further simplified to:

Xi(s) =

∑
j∈Ni e

−sT jid Xj(s)

ni

+
(FCi(s)− ∑

j∈Ni
e
−sTji

d FCj (s)

ni

ms2 +Bs+K

)
+

Bs+K

(ni)bws(ms2 +Bs+K)

(
Fi0(s)−

∑
j∈Ni

e−sT
ji
d Fji(s)

)
.

(4.38)

Because the local contact forces are considered constant in this section, their depen-

dency on time is dropped in the subsequent derivations. To derive the steady-state

solution, let the following relation hold:

fCi +
∑
j∈Ni

fCj = 0, ∀i ∈ {1, . . . , n} (4.39)

Therefore, using the Laplace transform of Equation (4.39), Equation (4.38) turns to:

Xi(s) =

∑
j∈Ni e

−sT jid Xj(s)

ni
+
( fCi

s
−
−fCi
s

∑
j∈Ni

e
−sTji

d

ni

ms2 +Bs+K

)
+

Bs+K

(ni)bws(ms2 +Bs+K)

(
Fi0(s)−

∑
j∈Ni

e−sT
ji
d Fji(s)

)
.

(4.40)

Application of lims→0 s on both sides of the Equation (4.40) gives:

lim
s→0

sXi(s) = lim
s→0

∑
j∈Ni e

−sT jid sXj(s)

ni

+ lim
s→0

s
( fCi

s
−
−fCi
s

∑
j∈Ni

e
−sTji

d

ni

ms2 +Bs+K

)
+ lim

s→0

Bs+K

(ni)bw(s2 +Bs+K)

(
Fi0(s)−

∑
j∈Ni

e−sT
ji
d Fji(s)

)
(4.41)
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Knowing the fact that lims→0 e
−sT ijd = 1, Equation (4.41) is simplified to:

lim
s→0

sXi(s) = lim
s→0

∑
j∈Ni sXj(s)

ni
+

(ni + 1)fCi
(ni)K

+ lim
s→0

Bs+K

(ni)bw(s2 +Bs+K)

(
Fi0(s)−

∑
j∈Ni

Fji(s)
) (4.42)

As detailed in Appendix A.3, the following relation holds,

lim
s→0

Fij(s) = − lim
s→0

Fji(s). (4.43)

Therefore, substitution of Equation (4.43) into Equation (4.42) results in:

lim
s→0

sXi(s) = lim
s→0

∑
j∈Ni sXj(s)

ni
+

(ni + 1)fCi
(ni)K

+ lim
s→0

Bs+K

(ni)bw(s2 +Bs+K)
���

���
���

���
��:0

lim
s→0

(
Fi0(s) +

∑
j∈Ni

Fij(s)
) (4.44)

in which, the last term is zero since the sum of all decoded forces for node scheme I

at node i is zero, i.e, fi0(t) +
∑

j∈Ni fij(t) = 0. Hence, from the final value theorem,

Equation (4.44) in time domain yields,

ess(t→∞) = lim
t→∞

(
xi(t)−

∑
j∈Ni xj(t)

ni

)
=

(ni + 1)fCi
(ni)K

(4.45)

where ess stands for the steady-state error. The above relation implies that the steady-

state error of the distributed SVO implemented based node scheme I is bounded. �
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4.6.2 Node scheme II

From the definition of wave transformation in Equation (4.21), the decoded velocity

at port 0 of node i is:

ẋi0(t) =

√
2bwvi0(t) + fi0(t)

bw
(4.46)

From Equation (4.11), the arriving wave vi0 can be replaced in Equation (4.46) to

give:

ẋi0(t) =

√
2

bw

( 1
√
ni

∑
j∈Ni

uij(t)
)

+
fi0(t)

bw

=

√
2

bw

( 1
√
ni

∑
j∈Ni

vji(t− T jid )
)

+
fi0(t)

bw

(4.47)

in which, for the last line, we used Equation (4.26) to replace uij. From Equation

(4.11), vji can be substituted into Equation (4.47) which yields:

ẋi0(t) =

√
2

bw

(∑
j∈Ni

uj0(t− T jid )

ni

)
+
fi0(t)

bw
(4.48)

From the definition of wave transformation in Equation (4.21), the corresponding

power variables of uj0 are substituted into Equation (4.48) as:

ẋi0(t) =
∑
j∈Ni

(bwẋj0(t− T jid ) + fj0(t− T jid )

(ni)bw

)
+
fi0(t)

bw
(4.49)

Given the fact that fTj(t) = fj0(t) for the coupling force developed in the coordinating

controller (see Figure 4.5), by using Equation (4.33) for side j we have:

fj0(t) = K
(
xj(t)− xj0(t)

)
+B

(
ẋj(t)− ẋj0(t)

)
. (4.50)
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The above equation in Laplace domain turns to:

Fj0(s) = (Bs+K)
(
Xj(s)−Xj0(s)

)
(4.51)

Besides, Equation (4.49) in Laplace domain turns to:

sXi0(s) =
∑
j∈Ni

e−sT
ji
d

(bwsXj0(s) + Fj0(s)

(ni)bw

)
+
Fi0(s)

bw
(4.52)

Hence, Fi0(s) can also be obtained similar to Equation (4.51) and all together, plugged

into Equation (4.52) to yield:

sXi0(s) =
∑
j∈Ni

e−sT
ji
d

(bwsXj0(s) + (Bs+K)
(
Xj(s)−Xj0(s)

)
(ni)bw

)
+

(Bs+K)
(
Xi(s)−Xi0(s)

)
bw

(4.53)

which can be simplified to:

Xi0(s) =

(
(bw −B)s−K

)
(ni)

(
(bw +B)s+K

) ∑
j∈Ni

e−sT
ji
d Xj0(s)

+
Bs+K

(ni)
(
(bw +B)s+K

)((ni)Xi(s) +
∑
j∈Ni

e−sT
ji
d Xj(s)

) (4.54)

Substitution of Xi0(s) from Equation (4.54) into the dynamics of the i-th SVO copy

(i.e, Equation (4.34)) results in:

(ms2+Bs+K)Xi(s) =
fCi
s

+

(
(bw −B)s−K

)
(Bs+K)

(ni)
(
(bw +B)s+K

) ∑
j∈Ni

e−sT
ji
d Xj0(s)

+
(Bs+K)2

(ni)
(
(bw +B)s+K

)((ni)Xi(s) +
∑
j∈Ni

e−sT
ji
d Xj(s)

) (4.55)
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From the dynamics of the j-th SVO copy as in Equation (4.34), Xj0(s) can be plugged

into Equation (4.55) to yield:

Xi(s) =

(
(bw +B)s+K

)
fCi

sD2(s)

+
1

(ni)D2(s)

(
D1(s)

∑
j∈Ni

e−sT
ji
d Xj(s)

−
(
(bw −B)s−K

)∑
j∈Ni

e−sT
ji
d
fCj
s

) (4.56)

in which

D1(s) = (ms2 +Bs+K)
(
(bw −B)s−K

)
+ (Bs+K)2

D2(s) = (ms2 +Bs+K)
(
(bw +B)s+K

)
− (Bs+K)2.

(4.57)

Since lims→0D1(s)/D2(s) = 1 and lims→0 e
−sT jid = 1, application of lims→0 s on both

sides of the Equation (4.56) gives,

lim
s→0

(
sXi(s)−

∑
j∈Ni sXj(s)

ni

)
= lim

s→0

((
(bw +B)s+K

)
fCi

D2(s)

− (bw −B)s−K
(ni)D2(s)

∑
j∈Ni

fCj

) (4.58)

By using Equation (4.39), the right hand side of Equation (4.58) can be rearranged

as:

lim
s→0

(
(ni)

(
(bw +B)s+K

)
+
(

(bw −B)s−K
)

(ni)D2(s)
fCi

)

= lim
s→0

(
(ni + 1)bw + (ni − 1)B

)
s+ (ni − 1)K

(ni)
(
m(bw +B)s3 + (mK + bwB)s2 + bwKs

)fCi
=

(ni − 1)k

0
fCi ≡ ∞; ∀ni > 1.

(4.59)
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Therefore, Equation (4.58) turns to:

lim
s→0

(
sXi(s)−

∑
j∈Ni sXj(s)

ni

)
→∞. (4.60)

From final value theorem, the above relation in time domain gives:

ess(t→∞) = lim
t→∞

(
xi(t)−

∑
j∈Ni xj(t)

ni

)
→∞, (4.61)

which implies that the steady-state error of the distributed SVO implemented using

node scheme II is unbounded. �

4.7 Simulations

This section validates the theoretical findings presented in Section 4.5 through 1-DOF

simulations of a VO with four distributed copies connected over bidirectional com-

munications. Since this section only focuses on the passivity of the distributed SVO,

simulations include the autonomous dynamics of the SVO with no haptic devices

or users in the loop. Note, when the continuous-time electromechanical haptic dis-

plays and human operators are in the loop, the power conserving policy [13] for the

interconnection of digital and continuous-time systems can be incorporated.

In all simulations, the initial positions of SVO copies are [0.035,−0.01, 0.02,−0.04]>m

and their initial velocities are set to zero. The sampling time is T = 0.001 s and the

characteristic wave impedance is bw = 30 Ns/m. Each SVO copy has mass value of

0.15 kg and is coordinated via a controller with proportional gain KT = 2000 N/m.

The energy dissipation in the network is attributed to: (i) the wave node power

distribution control law (i.e, node scheme I or II ); and (ii) the communication im-

perfections. To energetically compare the two wave node schemes, a distributed VO
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with minimal damping is simulated in Simulation I by setting the derivative gains

of the coordinating controllers to zero (BT = 0) and the time delay to a negligible

value of Td = 0.001 s . In Simulation II and Simulation III, the derivative gain

is BT = 0.2 Ns/m and the time-delay varies as 0 ≤ Td ≤ 0.06 s, as shown in Figure

4.6. Moreover, a fully connected and undirected network is used for communications

in Simulation I and Simulation I, and connected and undirected network is used

in Simulation III.
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Figure 4.6: Time varying delay profile selected within the region 0 ≤ Td ≤ 0.06 s.

Simulation I: Figure 4.7a and Figure 4.7b depict the positions of four distributed

SVO copies with wave communications when using node scheme I and in node scheme

II, respectively. The wave node in node scheme I is lossless and therefore, the energy

stored in the 4-port network is little compared to network with node scheme II (see

Figure 4.7c in log-scale). The dissipation in the wave nodes in node scheme II leads

to the settling of the SVO copies, whereas the lossless nature of the wave nodes with

node scheme I can be observed in the continued oscillation of the SVO copies with

constant amplitude.
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(a) Node scheme I.
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(b) Node scheme II.
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(c) Stored energy in the 4-port communication network.

Figure 4.7: Four SVO copies connected over a network with constant delay Td =
0.001 s.
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Simulation II: On a fully-connected network topology, Figure 4.8 compares the

two wave-node schemes when the time-delay is varying and selected from the interval

0 ≤ Td ≤ 0.06 s. The time varying delay is generated randomly in Matlab/Simulink

and a part of the simulation time is shown in Figure 4.6. The queue management

strategy introduced in [19] is adopted to maintain the passivity of communication

channels under varying time-delays. The dissipation caused by such algorithm results

in the storage of energy in the network structure. However, network architecture build

upon wave scheme I offers less dissipation resulting in longer settling time (see Figure

4.8a) and lower stored energy in the network structure (Figure 4.8c).



72

0 0.2 0.4 0.6 0.8 1

-0.05

0

0.05

Time (sec)

P
o

s
it
io

n
 (

m
)

SVO 1

SVO 2

SVO 3

SVO 4

(a) Node scheme I on a fully-connected graph.
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(b) Node scheme II on a fully-connected graph.
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(c) Stored energy in the 4-port communication network.

Figure 4.8: Four SVO copies with varying network delay 0 ≤ Td ≤ 0.06 s.
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Simulation III: In case of failure of a communication channel, as long as the

connectivity graph stays connected, the peers can still interact through the remaining

channels. In this simulation, the four SVO copies are interconnected via the connected

graph for which SVO 4 losses its connections with SVO 1 and 2 as shown in Figure

4.9;

SVO 1 SVO 2

SVO 3SVO 4

Figure 4.9: Four distributed SVO’s on a connected graph.

The results in Figure 4.10 confirm that the 4-port passive SVO maintains its

stability on a not necessarily fully-connected graph in the presence of time-varying

delay.
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(a) Node scheme I on a connected graph.
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(b) Node scheme II on a connected graph.
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(c) Stored energy in the 4-port communication network with wave
nodes implemented on a connected graph.

Figure 4.10: Four SVO copies with varying network delay 0 ≤ Td ≤ 0.06 s when SVO
copies are connected via the graph shown in Figure (4.9).
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4.7.1 Discussion

For the network structure built based on node scheme II, the stored energy in the

network attains the value of 11.73 Nm on a fully-connected graph in Figure 4.8c

where as on a connected communication topology, the energy value is 11.503 Nm

as in in Figure 4.10c. This is because a dissipative element, i.e. a wave node, is

dropped from the network. In fact, the wave node corresponding to the SVO 4

turns to a lossless element when N4 = 1 (see Equation (4.11). Also note that the

dissipative effects of node scheme II cause faster settling time in Figures 4.8b and

4.10b comparing to node scheme I in Figures 4.8a and 4.10a. The storage of energy

is attributed to the dissipation of energy due to: (i) wave nodes constraints : since the

node law in Equation (4.11) implies passive distribution of power whereas Equation

(4.6) represents a lossless one and/or; (ii) varying time delay : as the reordered packets,

considered as dropped packets, result to a dampen motion due to the loss of the energy

quanta. The steady-state position error is attributed to the transmission of velocity

data across the wave communications. This issue can be mitigated by transferring

wave integrals as suggested in [104]. Experimental validations are presented next.

4.8 Experiments

This section validates the the theoretical findings in Section 4.6 by performing exper-

iments on a platform comprising three identical FALCON NOVINT haptic devices,

each connected to a respective computer to provide 3DOF force feedback to the users.

The setup is similar to the one we used in previous Chapter (as in Figure 3.8). Note

that given the proximity of the three computers, the actual network delay over the

LAN is negligible. The varying delay is modelled artificially to implement the network

environment (see Figure 4.11). The VE is generated as a C++ console application
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and comprises a virtual cube (shared among three users) in a rigid enclosure that

constrains the cube to move horizontally along a single direction (i.e, x-axis). The

parameters used in the experiments are selected as: M = 0.5 kg is the mass of the

virtual cube; b = 0 Ns/m is the local damping; bw = 15 denotes the wave impedance;

the coordination stiffness and damping are KT = 6000 N/m and BT = 5 Ns/m respec-

tively; and the varying communication delay 20 ms ≤ Td(k) ≤ 70 ms is implemented

in all communications via programming.
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Figure 4.11: Experimental profile of the time varying delay selected from the interval
20 ms ≤ Td(k) ≤ 70 ms.

The experimental steady-state tests are categorized in twofold:

• Three-users Haptic cooperation when controlled forces are applied onto the SVO

copies (Figures 4.13, 4.14, 4.15, & 4.16) - these sets of experiments allow for

excluding the dynamics of the human hand from the results;

• Three-users Haptic cooperation when users are in the loop (Figures 4.17 & 4.18);

4.8.1 Haptic cooperation with controlled applied forces

This section presents the experimental three-users haptic cooperation when the con-

trolled applied forces on the SVO copies i) are balanced and sum up to zero (Figures

4.13 & 4.15); and ii) are unbalanced (Figures 4.14 & 4.16)), resulting to the motion



77

of the shared virtual cube along the closure. The force profile of the balanced and

unbalanced applied forces are respectively depicted in Figure 4.12a and Figure 4.12b.
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(b) Unbalanced forces.

Figure 4.12: External controlled forces applied on the local SVO copies.

Over communication channels with constant time delay of Td = 50 ms, Figures

4.13 & 4.14 compare the performance of the three-users haptic cooperation imple-

mented based on node schemes I and node schemes II. Note that the unbalanced

controlled forces are chosen such the shared virtual cube remains within the closure

designed in the VE (see Figure 4.12b). These Figures confirm the theoretical steady-

state results in Section 4.6 by certifying that the implementation of node scheme II

on the multi-lateral wave-based communication channel (shown in Figure 4.3) causes

the SVO copies drift apart as the simulation time grows.

In a similar procedure but over communication channels with time-varying delay

of 20 ms ≤ Td(k) ≤ 70 ms, the experiments are conducted for both balanced and
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unbalanced controlled forces, respectively in Figure 4.15 and Figure 4.16. It is worth

mentioning that since we employ the queue management algorithm [19] to maintain

the passivity of the communication channels with varying time delay, the overall

passivity of the cooperation is not violated and when node scheme I is implemented,

the cooperation still does not suffer any position drift. However, the problem of

position drift is apparent when the node scheme II is implemented. By comparing the

Figures 4.13 & 4.14 with Figures 4.15 & 4.16, for each case, the haptic cooperation over

communications with varying delay seems to be sluggish (i.e, with smaller velocity

profiles). This issue is attributed to the dissipation of energy in communication links

under varying time delay. In fact, the employment of queue management strategy [19]

(to maintain the passivity of wave-based communication under varying time delay)

enforces dissipative behaviour which results to dampened motion.

4.8.2 Haptic cooperation with users in-the-loop

In a more realistic scenario in this section, the three-users haptic cooperation exper-

iments are performed when users are in-the-loop. When the experiments commence,

users start interacting with their local SVO copies via the avatar of their haptic de-

vices. Note that in all of these experiments, distributed peers managed to keep the

shared virtual cube within the closure in the VE. Figure 4.17 and Figure 4.18 respec-

tively present the haptic cooperation over communications with constant and varying

time delays. The corresponding contact forces are depicted in Figure 4.19 and Figure

4.20.
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4.9 Summary

In distributed haptic cooperation, passive virtual environments alongside passive hap-

tic devices ensure the stability of the closed loop system. In this chapter, the discrete-

time n-port passivity of the shared virtual object (SVO) with n copies is assured by

interconnecting the following passive subsystems: (i) local SVO copies; (ii) coordinat-

ing controllers; and (iii) communication network architecture. Each local SVO copy

and its corresponding proportional-derivative (PD) coordination controller is formu-

lated in port-Hamiltonian framework and their discrete-time passivity is ensured by

employing the state modification techniques introduced in [13, 97]. Wave nodes as

passive network elements were implemented on multilateral wave-based communica-

tion architecture to passively distribute power across the network. In this chapter, the

node scheme introduced in [44], referred as node scheme I, is employed to construct

a passive wave-based network architecture over an undirected and connected network

topology with unreliable data transmission lines. Both energetic and steady-state

analyses of the proposed network architecture is performed and compared with a net-

work architecture built based on the wave node scheme introduced in [54], referred

as node scheme II in this work. The analyses predicted that the proposed network

architecture: is lossless when subjected to communications with no time delay; of-

fers less dissipation comparing to the network architectures built based on the node

scheme II ; and the implementation of node scheme I results in increasing drift as the

simulation time grows. The analytical findings are supported with simulations and

experimental results.

Next chapter will focus on algorithms for guaranteeing the passivity of the pro-

posed distributed SVO scheme when users leave or join the cooperative interaction

at run time.
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Figure 4.19: Contact forces between users’ avatars and the SVO copies - constant
network delay Td = 50 ms.
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(b) Node scheme II.

Figure 4.20: Contact forces between users’ avatars and the SVO copies - varying
network delay of 20 ms ≤ Td(k) ≤ 70 ms.
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Chapter 5

Passive SVO for haptic cooperation

with varying number of users

The n-port passive SVO, proposed in previous chapter, in closed-loop with passive

human users and haptic devices [38] guarantees the stability of the distributed haptic

cooperation. However, passivity may not be maintained when the cooperating peers

leave or join the network. This chapter studies the passivity maintenance of our

proposed n-port passive SVO when the number of cooperating users varies.

5.1 Introduction

At leaving/joining instances, energy may be discharged from or injected into the

rest of the closed-loop system via temporary open ports and thus, compromising the

passivity. In fact, the passivity could be violated if the extracted energy through the

open ports is large enough to exceed the stored energy in the remaining system. In

this chapter, we examine the passivity maintenance of our proposed SVO for varying

number of SVO copies. Furthermore, the change in the number of SVO copies causes

a change in the dynamics of the remaining copies due to variations of the SVO mass.
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We introduce an algorithm to address this issue. In particular, the energy jumps

attributed to each SVO copy (being passively simulated via the numerical algorithm

in [97]) is modified in order to account for the energy variation at leaving/joining

instances. Sections 5.2 and 5.3 respectively examine the passivity maintenance of the

proposed scheme in Chapter 4 for leaving and joining peers scenarios. An energy-

consistency algorithm is then introduced in Section 5.4 that modifies the original

energy jump formula for the discrete-time port-Hamiltonian system such that, the

system would mimic its continuous-time counterpart with time-variant parameters of

the energy storing elements (such as mass or stiffness). Simulations and experimental

validations are provided subsequently in Sections 5.4.1, 5.4.2 and 5.5.

5.2 Leaving peer scenario

Consider the n-port passive SVO introduced in previous chapter with n copies dis-

tributed across a network with varying time-delay. Suppose T njd be the communication

time delay from side n to side j. If user n leaves the cooperation, it takes T njd seconds

for neighbouring peers (j ∈ Nn) to notice its absence. During this transition time, en-

ergy may be extracted from or injected into the remaining system through temporary

enabled nn open ports that were once connected to the n-th peer. Note, the last SVO

index in the cooperation is assigned to the leaving copy in this section. The overall

passivity of the SVO may be violated if the extracted energy via the temporary open

ports is large enough to exceed the stored energy in the remaining communication

network. It is worth mentioning that pre- and post-transition phases include two

passive systems with n and n−1 SVO copies respectively. Hence, our main objective

in this section is to examine the passivity of the communication channel during the

transition phase.
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Let k be the time instant when peer n leaves (TL = kT ). The number of ports

at pre- and post- transition phases are n and n − 1 respectively. During the tran-

sition phase, there are nn open ports that temporarily change the number of ports

of the system to n − 1 + nn ports. When the transition phase commences, all the

communication links connected to the leaving peer n are dropped (see Figure 5.1).

Local
SVO copy

Wave
node

Coordination
controller

Wave
trans.

SVO
1

S
V

O
i

SVO n

u
i1

v
i1

v
1i

u
1i

u
in

v
in

User leaving
the cooperation

n

Distributed haptic
cooperation among
n users

Temporary
open ports

u
1n

v
1

Figure 5.1: Leaving peer scenario - user n leaves the cooperation with n distributed
peers.

Thus, the energy flow due to the temporary open port j ∈ Nn during the transition

is:

Eopj(k + 1→ k + dnj(k)) =
T

2

k+dnj(k)∑
k=k+1

(
u2
jn(k)− v2

jn(k)
)
, ∀j ∈ Nn. (5.1)
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The last term in Equation (5.1), v2
jn, denotes the outgoing energy quantum from node

j which is being dumped, since the temporary open ports are no longer in closed-loop

with the rest of the system. Besides, the incoming energy quantum, u2
jn, is a positive

term which only results to storing more energy into the remaining communication

network. Therefore, it can be concluded that no energy is extracted from the system

and the passivity of the SVO is preserved when users leave the cooperation.

5.3 Joining peer scenario

Consider at time instant k, peer n+ 1 joins the cooperation with n distributed SVO

copies. As soon as the arrival of peer n + 1 is confirmed by the copies residing

at its neighbourhood, the number of nn+1 wave-based communication channels are

established (see Figure 5.2). The joining peer scenario is a natural transition of a

passive SVO system with n copies to another passive SVO system with n+ 1 copies.

The transition occurs instantly without any extraction of energy and therefore, the

system maintains its passivity. Let Eestabn+1 denote the energy of all the established

communication channels at peer n+1’s neighbourhood. Knowing the fact in Equation

(4.18), Equation (5.2) confirms that this energy is always positive and thus, such wave-

based link establishment maintains passivity by storing energy during the transition

phase.
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Figure 5.2: Joining peer scenario - user n+1 joins the cooperation with n distributed
users.

Eestabn+1(k + 1→ k̄) =

T

2

∑
j∈Nn+1

k̄∑
k=k+1

(
v2

(n+1)j(k)− u2
(n+1)j(k) + v2

j(n+1)(k)− u2
j(n+1)(k)

)
≥ 0

(5.2)

5.4 Enforcement of the energy-consistency algo-

rithm

By definition, discretized port-Hamiltonian systems should mimic the energetic evo-

lution of their continuous-time counterparts. In both of the scenarios mentioned in
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Sections 5.2 and 5.3, the change in the number of SVO copies causes a change in the

dynamics of the remaining copies. In fact, the value of the local SVO mass depends

on the number of cooperating peers. For a single mass at site i (see Fig. 4.5), the

energy jump formula in Equation (4.20) is expressed as:

∆Hi(k) = T
(
fCi(k)ẋCi(k)− fTi(k)ẋTi(k)− b

(pi(k)

m

)2
)

(5.3)

in which, pi = miẋi is the momentum of the mass i and, ẋCi = ẋi = pi
mi

. However,

Equation (5.3) is only valid for non-varying parameters (in this case, non-varying

mass m). In fact, the partial derivative of the mass should be taken into account.

Let the initial mass of the SVO copy at site i be mi = mi(k). Consider, right

after time instant k, the value of the mass changes to m̄i = mi(k+ 1). With Hi(k) =

pi(k)2

2mi(k)
= 1

2
mi(k)ẋi(k)2 being the energy of the mass i at time instant k, the time

difference of the energy at time instant k is:

∆Hi(k)

T
=

1

2

mi︷ ︸︸ ︷
mi(k + 1)−

mi︷ ︸︸ ︷
mi(k)

T

( pi(k)

mi(k)

)2

−mi(k)
( pi(k)
mi(k)

− pi(k−1)
mi(k−1)

T

) pi(k)

mi(k)

(5.4)

The last term in Equation (5.4) stands for the energy flow corresponding to the energy

storing elements of the system (i.e, mass). Therefore, in analogy to Equation (A.92),

Equation (5.4) turns to:

∆Hi(k) =
mi −mi

2

( pi(k)

mi(k)

)2

︸ ︷︷ ︸
∆KEi(k)

+T

(
fCi(k)ẋCi(k)− fTi(k)ẋi(k)− b

( pi(k)

mi(k)

)2
)

(5.5)

Unlike Equation (5.3), the above equation encapsulates the variation of the kine-

matic energy as well. In fact, instead of Equation (5.3), Equation (5.5) should

be employed only for one time step (i.e, during the transition step) to enforce the
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energy-consistency in order to mimic the behaviour of the system’s continuous-time

counterpart. Next, the Equation 5.5 is discussed in details for both joining and leaving

instances and switching algorithms are presented consequently.

5.4.1 Leaving instant

Consider a VO with mass M being equally distributed among n peer sides. When

user n leaves, M
n

and M
n−1

are respectively the mass of the local SVOs before and

after time instant k + dnj(k). Practically, it is impossible to determine that the

empty packets detected at the receiver side are due to increasing-delay/packet-loss or

absence of the remote peers. Let Tmaxd = dmaxT be the maximum amount of delay in

the network1. We assume “k + dmax + 1” is the time instant at which the absence of

the leaving SVO n can be confirmed by its neighbours. Therefore, the momentum of

mass i ∈ {1, . . . , n− 1} turns to:

pi(k) =
M

n− 1
ẋi(k) for k > k + dmax (5.6)

Hence, for SVO copy i, the first term of Equation (5.5) turns to:

∆KEL
i (k) =

M

2n(n− 1)
ẋ2
i (k). (5.7)

in which, superscript L denotes the leaving peer scenario. Hence, with b = 0, for

leaving peer scenario, Equation (5.3) should be modified as:

∆Hi(k) = T
(
fCi(k)ẋCi(k)− fTi(k)ẋi(k)

)
+ ∆KEL

i (k). (5.8)

1In practice, the value of the maximum delay can be obtained via statistically examining the
data transition traffic of the network.
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Note that Equation (5.8) should only be enabled for one time instant, i.e. k+dnj(k)+

dmax+1, to impose the energy change on the overall stored energy in the system. For

the consequent steps, Equation (5.3) must be plugged back into the algorithm with the

updated value for the mass as M
n−1

. For the leaving peer scenario, the enforcement

of the proposed energy-consistency algorithm is presented within a pseudo-code in

Algorithm. 1.

if leaving peer ≡ true then
� use Equation (5.7) to calculate the kinetic energy jump for the remaining
peers at the leaving instant;
� enable the modified energy jump formula in Equation (5.7) when the
absence of peer n is confirmed by its neighbours;
� for the consequent steps, plug back the original energy jump formula in
the algorithm from Equation (5.3), calculated based on the new value for
mass, i.e, M

n−1
;

end
Algorithm 1: Energy-consistency enforcement for leaving peer scenario.

Application of the proposed algorithm is presented in the following example.

Example 5.1. Consider an autonomous undamped mass-spring system2 including a

spring with stiffness of K = 1000 N/m. Let mass m = 0.1 Kg define the initial mass of

the system whereas, m̄ = 0.4 Kg represents the new value of the mass updated at time

instant t = 0.108 s. Therefore, the energetic levels of the autonomous mass-spring

system in continuous-time with the energy function in Equation (5.9) is demonstrated

in Figure 5.3.

H(t) =
1

2
mẋ(t)2 +

1

2
Kx(t)2, m = {m, m̄}. (5.9)

2In order to provide the marginally stable condition, the autonomous undamped mass-spring
system is treated as the benchmark in this example.
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Figure 5.3: Energetic levels of an autonomous mass-spring system with changing mass
in continuous-time.

The energy levels of the mass-spring system corresponding to values m = 0.1 Kg

and m̄ = 0.4 Kg are projected onto the phase plane (i.e, the momentum-position

plane) with dashed-dotted and dashed lines respectively. These ellipses are basically

the characteristic geodesics of the continuous-time system that the discretized port-

Hamiltonian mass-spring must mimic. In fact, these geodesics correspond to the set

of all iso-energetic states whose values depend on the initial conditions of the system.

Given the variation of the mass, Figure 5.4 compares the trajectories of the

continuous-time autonomous mass-spring system with its discretized port-Hamiltonian

counterparts with and without the proposed algorithm.
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Figure 5.4: Position/momentum/energy evolution of an undamped mass-spring sys-
tem with varying mass simulated in (i) continuous-time (dotted-line); (ii) discrete-
time using port-Hamiltonian formulation (dashed-dotted); and (iii) discrete-time
port-Hamiltonian with enforcing the proposed energy-consistency algorithm (solid
line). The value of the mass changes as from 0.1 to 0.4 Kg at t = 0.108 s.

Let the mass be moved to the initial position, q0 = 0.2 m. Hence, the energy of the

system only comprises the potential energy stored in the spring, that is, Hm(0) = 5 j.

With zero initial velocity, when released, the potential energy starts to converting

to kinetic energy and thus, resulting to the motion of the mass. Since the system

is undamped, the amplitude of the oscillation remains constant and the mass-spring
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system maintains its marginal stability. However, as the value of the mass changes to

m̄ = 0.4 Kg, the system moves to a new level of energy (i.e, Hm̄(t = 0.108) = 20 j),

resulting to a different oscillation amplitude.

The red dashed-line in Figure 5.4 represents the continuous-time evolution of the

mass. The black dashed-dotted line depicts the discretized port-Hamiltonian mass-

spring using the unmodified port-Hamiltonian energy jump formula, Equation (5.3).

Note, calculation of the energy jumps is only based on the internal dissipation and the

energy exchanged via the external power ports. This formula, however, ignores the

variation in the dynamics of the energy storing elements in the system (i.e, stiffness

of the spring and the mass value). Hence, as reported in Figure 5.4, the discretized

port-Hamiltonian system does not characterize the expected continuous-time energy

behaviour. Implementation of the proposed algorithm enforces the system to closely

follow the energetic evolution of the continuous-time system. One should note that as

long as the discrete-time evolution of the mass-spring system mimics its continuous-

time counterpart, the passivity is preserved even when the value of the mass changes.

In fact, variation of the mass value is a passive action as discussed in Appendix A.8.

5.4.2 Joining instant

In case of “joining peer” scenario, the mass of the SVOs before and after the joining

instant are M
n

and M
n+1

respectively. Thus, when SVO copy n + 1 joins the network,

the kinetic energy jump for SVO i ∈ {1, . . . , n+ 1} is:

∆KEJ
i (k) =

1

2

(M
n
− M

n+ 1

)
ẋ2
i (k) = − M

2n(n+ 1)
ẋ2
i (k). (5.10)
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Similar to the previous subsection, Equation (5.11) is then employed to measure the

energy jump only at the joining peer instant as:

∆Hi(k) = T
(
fCi(k)ẋCi(k)− fTi(k)ẋ(k)

)
+ ∆KEJ

i (k) (5.11)

In the following steps, Equation (5.3) is plugged back into the algorithm with the

new value for mass, M
n+1

. Note the algorithm for the joining peer scenario is similar

to Algorithm 1 except, Equation (5.10) is used to compute the energy jumps and,

the new value for the mass M
n+1

should be used in Equation (5.11) after the joining

instant. Next, we will present experimental validation of the proposed scheme when

users leave/join the cooperation.

5.5 Experiments with varying number of peers

In this set of experiments for both leaving and joining scenarios, experiments are

carried out on the same set-up in previous chapters for:

• leaving agent scenario in Fig. 5.5a in which, experiment starts with all three

users in the VE. One of the peers leaves the cooperation while other two manip-

ulating the shared virtual cube back and fort along the closure. In Fig. 5.5b,

the cooperation switches to a single-user setting as the second peer leaves too;
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(b) Second peer leaves the cooperation.

Figure 5.5: Leaving peer scenario when users leave the cooperation over a network
with varying communication delay 20 ms ≤ Td(k) ≤ 70 ms.

• joining peer scenario for which, experiment starts with only one user existing
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in the VE. The second and the third peers join the cooperation one after the

other. Figure 5.6 demonstrates the position of the SVO copies for this scenario.
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Figure 5.6: Joining peer scenario when users joins the cooperation over a network
with varying communication delay 20 ms ≤ Td(k) ≤ 70 ms.
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In transition instances when users join/leave the cooperation, the change in the slope

of the position trajectory is due to the variation in the mass of the local SVO copies.

In Fig. 5.6a, the system transits from the single-user case to the two-users cooperation

and from that moment on, the VO is distributed among two peers. The establishment

of the coordination controller results in decelerating motion of the SVO copies as

shown in the two/three -users regions. Since the coordination control forces are

computed based on the decoded wave information arriving from the communication

channel, the dissipation of energy in the communication channel (due to increasing

delay or data-loss) has a direct effect on dampening the motion of the SVO copies.

Since, we consider no local damping on the dynamics of SVO copies, the sluggish

motion in three/two -users regions can be solely attributed to the imperfections of

the transmission lines.

5.6 Summary

The passive SVO framework proposed in Chapter 4 decouples the design of the coor-

dinating controllers from the network topology and communication line issues. The

proposed scheme thus allows for selecting the coordination gains independent of the

number of cooperating peers. However, passivity may not be maintained when the

cooperating peers leave or join the network. At leaving/joining instances, energy may

be discharged from or injected into the rest of the closed-loop system via temporary

open ports and therefore, compromises the overall passivity. In this chapter, it was

confirmed that the passivity of the proposed SVO is maintained for varying number

of cooperating peers. An energy-consistency algorithm was introduced that modi-

fied the port-Hamiltonian formulation to account for the kinetic energy variations

of the SVO copies (caused by the change in the number of participating peers) in
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discrete-time. The proposed paradigm for distributed SVO: (i) guarantees the pas-

sivity of the SVO when peers leave/join the cooperation; (ii) allows for selecting the

coordination gains independent of the number of cooperating users; (iii) takes into

account the variations in the dynamics of the SVO copies by introducing a switching

energy-consistency algorithm. The proposed algorithm modifies the original energy

jump formula for discrete-time port-Hamiltonian system such that, the system would

mimic its continuous-time counterpart with time-variant parameters of the energy

storing elements (e.g, mass or stiffness). Experiments in which three users take turn

in leaving or joining the cooperation over a network with varying delay are carried out

to validate the theoretical results. Future work can be set on extending the proposed

paradigm to networks with transmission rate slower than the rate of the local haptic

servo-loop.
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Chapter 6

Conclusions and future work

6.1 Concluding Remarks

This thesis explained challenges associated with distributed haptic cooperation sys-

tems with varying number of participants. At the architecture level, we suggested a

new coordination protocol, i.e average-position (AP) scheme, that governs the cou-

pling among distributed shared virtual object (SVO) copies. Over networks with

limited bandwidth and constant communication delays, the suggested AP paradigm

upper bounds the effective coordination gain of the SVO and thus, increases the sta-

bility margins of distributed multi-user haptic cooperation compared to conventional

PD coordination scheme. The proposed AP protocol was used throughout the thesis

as a benchmark and motivation to achieve a scalable haptic cooperation system.

Seeking for passive SVO, the AP paradigm was then implemented on passive wave-

based communication channels with varying delays and packe-losses. This resulted

in a passive framework for the design of the shared virtual object (SVO) ascertaining

the stability of the distributed haptic cooperation system independent of the number

of participating peers. By constructing a passive SVO in closed-loop with n passive
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human users and haptic devices, the stability of the distributed haptic cooperation

system was guaranteed.

The discrete-time n-port passivity of the SVO with n copies was assured by inter-

connecting the following passive subsystems: (i) local SVO copies; (ii) coordinating

controllers; and (iii) communication network architecture. The dynamics of the SVO

local copies and their corresponding coordination controllers were modelled in port-

Hamiltonian formulation that guarantees passive simulation in discrete-time. Wave

nodes as passive power distributors were implemented on a multilateral wave-based

communication architecture. The node scheme introduced in [44], referred to as node

scheme I in this thesis, was employed to construct an n-port passive wave-based

network architecture over an undirected network topology with unreliable data trans-

mission line. Both energetic and steady-state analysis were conducted to compare

the performance of the proposed network paradigm with a network architecture built

based on the wave node scheme introduced in [54], referred as node scheme II. The

analysis predicted that:

• our proposed architecture is lossless when subjected to perfect communications

with no time delays and, offers less dissipation comparing to the network archi-

tectures built based on node scheme II ;

• the multilateral communications built with node scheme II result in unbounded

drift in steady-state. Therefore, they are not suitable for practical applications

when cooperating operators are in sustained contact with the VO.

Passivity maybe compromised when the number of cooperating participants changes

when users join/leave the cooperation. Accordingly, the number of the distributed

SVO copies changes that results in a change in the SVOs’ dynamics. The proposed

passive framework decoupled the design of the coordinating controllers from the com-

munication network topology and thereby, allowing for the selection of coordination
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gains independent of the number of cooperating users. The passivity maintenance

of the proposed scheme was verified when the number of users varies. Finally, a

switching energy-consistency algorithm was proposed to account for the kinetic en-

ergy variations of the SVO copies. The proposed design method for distributed SVOs:

(i) guaranteed the passivity of the SVO when peers leave/join the cooperation;

(ii) allowed for selecting the coordination gains independent of the number of coop-

erating users;

(iii) took into account the variations in the dynamics of the SVO copies.

Experiments in which, at runtime, three users took turn in leaving or joining the coop-

eration over a network with varying delay are carried out to validated the theoretical

results.

6.2 Future work

The following future works are suggested to extend and improve the proposed passive

architecture:

• Study the performance of the proposed AP paradigm in virtual environments

relevant to applications like multi-user haptic computer games for tele-rehabilitation

and/or for education. In these applications, the haptic tasks will be defined in

collaboration with therapists and/or educators to help the cooperating users

achieve specific therapeutic and/or educational goals.

• Application of the proposed passive SVO scheme to more realistic scenarios such

as cooperative virtual surgery training. In fact, simulation of more complex

VEs demands heavier numerical computations resulting in slower VE updates.
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Combination of high-rate haptic devices with low-frequency simulation of the

VE draws a multi-rate framework that demands proper control strategies.

• Extension the results for SVO with coupled multi degrees of freedom dynamics

since all the analyses and experiments in this thesis were restricted to one degree

of freedom (DOF) or three DOF point interactions.

• Mitigation of the position drift attributed to the transmission of velocity data

across the wave communications by: transferring wave integrals as suggested

in [104] or, employing predictors.

• Improvement of the system performance by removing the local PD type co-

ordinating controllers and utilizing the proposed wave-based communication

architecture as an n-port passive wave controller.

• The stability of the haptic cooperation system can be investigated by incorpo-

rating the absolute stability (Llewellyn’s) criterion framework [6, 35]. Indeed,

passivity of the human operators plays a key role for such technique.

• Extension to the case where SVO copies are interconnected over networks with

transmission rate slower than the rate of the local haptic servo-loop.
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Appendix A

A.1 Multi-rate state-space representation of the

average-position (AP) scheme for three users

This appendix presents the detailed matrices needed to derive the stability region for

the proposed averaged-position (AP) distributed control architecture. The dimen-

sions of the state, the input, and the output vectors are as follows:
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nx = 12 number of states of continuous-time system

ncu = 6 number of fast inputs of continuous-time system

n1cu = 2 number of fast inputs of continuous-time system at the Peer 1 side

n2cu = 2 number of fast inputs of continuous-time system at the Peer 2 side

n3cu = 2 number of fast inputs of continuous-time system at the Peer 3 side

nnu = 3 number of slow inputs of continuous-time system

n1nu = 1 number of slow inputs of continuous-time system at the Peer 1

side

n2nu = 2 number of slow inputs of continuous-time system at the Peer 2

side

n3cu = 2 number of fast inputs of continuous-time system at the Peer 3 side

nu = ncu + nnu = 9 number of inputs of continuous-time system

ncy = 12 number of fast outputs of continuous-time system

n1cy = 4 number of fast outputs of continuous-time system at the Peer 1

side

n2cy = 4 number of fast outputs of continuous-time system at the Peer 2

side

n3cy = 4 number of fast outputs of continuous-time system at the Peer 3

side

nny = 6 number of slow outputs of continuous-time system

n1ny = 2 number of slow outputs of continuous-time system at the Peer 1

side

n2ny = 2 number of slow outputs of continuous-time system at the Peer 2

side

n3ny = 2 number of slow outputs of continuous-time system at the Peer 3

side

ny = ncy + nny = 18 number of outputs of continuous-time system
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A.1.1 Open-loop continuous time state-space representation

for three users haptic cooperation using AP scheme

The continuous-time state-space representation of the open-loop three-users net-

worked haptic cooperation is obtained from the dynamics of the users, haptic in-

terfaces, and SVO copies. The system inputs and outputs are grouped into the fast

and slow sub-vectors, denoted by c and n indices respectively. The system inputs

comprise the contact forces, updated at the fast haptic rate (Equation (3.9)), and the

SVO coordination forces, including both fast and slow updated components (Equa-

tion (3.10)):

uT = (uT
c

uT
n

)T (A.1)

where:

uT
c

= (FC1 FT1c FC2 FT2c FC3 FT3c )
T (A.2)

uT
n

= (FT1n FT2n FT3n )T (A.3)

FTic = KTxOi +BT ẋOi (A.4)

and,

FTin = −KTxOid −BT ẋOid (A.5)

The state vector comprises the states of all haptic interfaces and SVO copies:

xT = (xpeer1 xpeer2 xpeer3 )T (A.6)
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where:

xTpeeri = (xHDi ẋHDi xOi ẋOi )
T ; i = 1 , 2 , 3 . (A.7)

The output vector is:

yT = (yc
T yn

T )T , (A.8)

where:

yc
T = x T , (A.9)

yT
n

= (ypeer1n ypeer2n ypeer3n )T (A.10)

and

yTpeerin = (xOid ẋOid )T ; i = 1 , 2 , 3 . (A.11)

The dynamics of the haptic cooperation among three peers for traditional dis-

tributed control are:

• for the peer haptic devices:

mHDi ẍHDi + bHDi ẋHDi = Fhi − FCi ; i = 1 , 2 , 3 (A.12)

ẋHDi
ẍHDi

 =

0 1

0 −bHDi/mHDi


xHDi
ẋHDi

+

 0

−1/mHDi

(FCi) (A.13)

• for the copies of the shared virtual object:

mOi ẍOi + bOi ẋOi = FCi − FT i ; i = 1 , 2 , 3 (A.14)
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in which:

FCi = KCi (xHDi − xOi ) +BCi (ẋHDi − ẋOi ) (A.15)

FT i = KT (xOi − xOid ) +BT (ẋOi − ẋOid )

= KTxOi +BT ẋOi + (−KTxOid −BT ẋOid )

= KTxOi +BT ẋOi +

(
−KT

∑3
j=1,j 6=i xOjn

2
−BT

∑3
j=1,j 6=i ẋOjn

2

)
= FT ic + FT in (A.16)

ẋOi
ẍOi

 =

0 1

0 −bOi/mOi


xOi
ẋOi

+

 0 0 0

1/mOi −1/mOi −1/mOi



FCi

FT ic

FT in

(A.17)

By grouping theses equations on the Peer i site:
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ẋ14×1
=



ẋHDi

ẍHDi

ẋOi

ẍOi



=



0 1 0 0

0 −bHDi/mHDi 0 0

0 0 0 1

0 0 0 −bOi/mOi





xHDi

ẋHDi

xOi

ẋOi



+



0 0 0

−1/mHDi 0 0

0 0 0

1/mOi −1/mOi −1/mOi




FCi

FT ic

FT in



= Ai4×4
xi4×1

+

[
Bic4×2

Bin4×1

]
4×3

uic2×1

uin1×1


3×1

(A.18)

where:

Bic4×2
=



0 0

−1/mHDi 0

0 0

1/mOi −1/mOi


and Bin4×1

=



0

0

0

−1/mOi


(A.19)
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and:

uic2×1

uin1×1


3×1

=


FCi

FT ic

FT in

 =

Fic2×4
02×2

01×4 Fin1×2


3×6

yic4×1

yin2×1


6×1

(A.20)

where:

Fic2×4
=

KCi BCi −KCi −BCi

0 0 KT BT


2×4

Fin1×2
=

[
−KT −BT

]
1×2

(A.21)

and:

yicnicy×1
= yic4×1

=



xHDi

ẋHDi

xOi

ẋOi


yinniny×1

= yin2×1
=

xOid
ẋOid


(A.22)
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The state equation is:

ẋ
nx×1

= A
nx×nx

x
nx×1

+ B
nx×nu

u
nu×1

= A
nx×nx

x
nx×1

+

[
Bcnx×n1cu

Bcnx×n2cu
Bcnx×n3cu

Bnnx×n1nu
Bnnx×n2nu

Bnnx×n3nu

]



u1cn1cu×1

u2cn2cu×1

u3cn3cu×1

u1nn1nu×1

u2nn2nu×1

u3nn3nu×1


(A.23)

in which:

ẋ
12×1

= A
12×12

x
12×1

+

[
Bc12×2

Bc12×2
Bc12×2

Bn12×1
Bn12×1

Bn12×1

]



u1c2×1

u2c2×1

u3c2×1

u1n1×1

u2n1×1

u3n1×1


(A.24)
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
ẋ14×1

ẋ24×1

ẋ34×1

 =


A14×4

04×4 04×4

04×4 A24×4
04×4

04×4 04×4 A34×4


12×12


x14×1

x24×1

x34×1



+


B1c4×2

04×2 04×2 B1n4×1
04×1 04×1

04×2 B2c4×2
04×2 04×1 B2n4×1

04×1

04×2 04×2 B3c4×2
04×1 04×1 B3n4×1


12×9



u1c2×1

u2c2×1

u3c2×1

u1n1×1

u2n1×1

u3n1×1


(A.25)

where:

uicnicu×1
= uic2×1

=

FCi
FT ic

 ; i = 1 , 2 , 3 . (A.26)

and:

uinninu×1
= uin1×1

=

[
FT in

]
; i = 1 , 2 , 3 . (A.27)
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Thus:

ẋHD1

ẍHD1

ẋO1

ẍO1

ẋHD2

ẍHD2

ẋO2

ẍO2

ẋHD3

ẍHD3

ẋO3

ẍO3



=


A14×4

04×4 04×4

04×4 A24×4
04×4

04×4 04×4 A34×4


12×12



xHD1

ẋHD1

xO1

ẋO1

xHD2

ẋHD2

xO2

ẋO2

xHD3

ẋHD3

xO3

ẋO3


12×1

+


B1c4×2

04×2 04×2 B1n4×1
04×1 04×1

04×2 B2c4×2
04×2 04×1 B2n4×1

04×1

04×2 04×2 B3c4×2
04×1 04×1 B3n4×1


12×9



FC1

FT1c

FC2

FT2c

FC3

FT3c

FT1n

FT2n

FT3n


9×1

(A.28)
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The output equations are:

y
ny×1

=



y1cn1cy×1

y2cn2cy×1

y3cn3cy×1

y1nn1ny×1

y2nn2ny×1

y3nn3ny×1


= C

ny×nx
x
nx×1

=



C1cn1cy×nx

C2cn2cy×nx

C3cn3cy×nx

C1nn1ny×nx

C2nn2ny×nx

C3nn3ny×nx


= x

nx×1
(A.29)

y
18×1

=



y1c4×1

y2c4×1

y3c4×1

y1n2×1

y2n2×1

y3n2×1


= C

18×12
x

12×1
=



C1c4×12

C2c4×12

C3c4×12

C1n2×12

C2n2×12

C3n2×12


= x

12×1
(A.30)
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

x
12×1

xO1dn

ẋO1dn

xO2dn

ẋO2dn

xO3dn

ẋO3dn


18×1

=



I
12×12

0
2×2

0
2×2

0
2×2

1
2
I
2×2

0
2×2

1
2
I
2×2

0
2×2

1
2
I
2×2

0
2×2

0
2×2

0
2×2

1
2
I
2×2

0
2×2

1
2
I
2×2

0
2×2

1
2
I
2×2

0
2×2

0
2×2





xHD1

ẋHD1

xO1

ẋO1

xHD2

ẋHD2

xO2

ẋO2

xHD3

ẋHD3

xO3

ẋO3


12×1

(A.31)

where:

yicnicy×1
= yic4×1

= Cicnicy×nx
x
nx×1

= Cic4×12
x

12×1
; i = 1 , 2 , 3 (A.32)

and:

yinniny×1
= yin2×1

=

xOidn
ẋOidn

 ; i = 1 , 2 , 3 (A.33)


C1cn1cy×nx

C2cn2cy×nx

C3cn3cy×nx

 =


C1c4×12

C2c4×12

C3c4×12

 = I
12×12

(A.34)



120

C1nn1ny×nx
= C1n2×12

=

[
0
2×2

0
2×2

0
2×2

1
2
I
2×2

0
2×2

1
2
I
2×2

]
C2nn2ny×nx

= C1n2×12
=

[
0
2×2

1
2
I
2×2

0
2×2

0
2×2

0
2×2

1
2
I
2×2

]
C3nn3ny×nx

= C1n2×12
=

[
0
2×2

1
2
I
2×2

0
2×2

1
2
I
2×2

0
2×2

0
2×2

]
(A.35)

and finally, the feedback equation is:

u
nu×1

= F
nu×ny

y
ny×1

(A.36)
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

u1cn1cu×1

u2cn2cu×1

u3cn3cu×1

u1nn1nu×1

u2nn2nu×1

u3nn3nu×1


=



F1cn1cu×n1cy
02×4 02×4 02×2 02×2 02×2

02×4 F2cn2cu×n2cy
02×4 02×2 02×2 02×2

02×4 02×4 F3cn3cu×n3cy
02×2 02×2 02×2

01×4 01×4 01×4 F1nn1nu×n1ny
01×2 01×2

01×4 01×4 01×4 01×2 F2nn2nu×n2ny
01×2

01×4 01×4 01×4 01×2 01×2 F3nn3nu×n3ny



.



y1cn1cy×1

y2cn2cy×1

y3cn3cy×1

y1nn1ny×1

y2nn2ny×1

y3nn3ny×1


(A.37)

u
9×1

= F
9×18

y
18×1

(A.38)
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

u1c2×1

u2c2×1

u3c2×1

u1n1×1

u2n1×1

u3n1×1


=



F1c2×4
02×4 02×4 02×2 02×2 02×2

02×4 F2c2×4
02×4 02×2 02×2 02×2

02×4 02×4 F3c2×4
02×2 02×2 02×2

01×4 01×4 01×4 F1n1×2
01×2 01×2

01×4 01×4 01×4 01×2 F2n1×2
01×2

01×4 01×4 01×4 01×2 01×2 F3n1×2



.



y1c4×1

y2c4×1

y3c4×1

y1n2×1

y2n2×1

y3n2×1



(A.39)

Hence, the continuous-time state-space model of open-loop three-user networked hap-

tic cooperation with AP coordination is:

ẋ12×1 = A12×12x12×1 + B12×9u9×1

y18×1 = C18×12x12×1

(A.40)
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A.1.2 Discrete-time state-space representation for three users

haptic cooperation using AP scheme

Following the approach [8], the continuous state space representation of the AP con-

trol system can be discretized with state vector that expanded according to the mul-

tiple sampling rates (the network sampling interval is an integer multiple of the sam-

pling interval of the peers’ force control loops). Besides, the force feedback and

network update sampling times are synchronized. Thus, the discrete-time state-space

representation of the open-loop system can be written as:

xD96×1
[k + 1] = AD96×96

xD96×1
[k] + BD96×51

uD51×1
[k]

yD102×1
[k] = ĈD102×96

xD96×1
[k] + D̂D102×51

uD51×1
[k]

(A.41)

where k is the k-th network update interval and more details about the derivations

of the system matrices AD , BD , ĈD and D̂D can be found in [28]. Furthermore, by

augmenting the state vector with the delayed inputs [28], computational and commu-

nication delays will be incorporated into the discrete-time open-loop model. In the

following sections, the following values apply to three users haptic cooperation:
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p = 2 number of sample times in the system (Tc and Tn in

this case)

Tc = 1
1000

control sampling rate

Tn = 8
1000

network sampling rate

T0 = 8
1000

smallest sampling rate integer multiple of all sampling

rates in the system

Nc = T0
Tc

=
8

1000
1

1000

= 8 number of control sampling periods in T0

Nn = T0
Tn

=
8

1000
8

1000

= 1 number of network sampling periods in T0

N̄ = Nc +Nn = 8 + 1 = 9 sum of all N -s

τ0 = 1
1000

base sampling rate, i.e., largest sampling rate that fits

an integer number of times in all system sampling rates

lc = Tc
τ0

=
1

1000
1

1000

= 1 number of fundamental sampling periods in Tc

ln = Tn
τ0

=
8

1000
8

1024

= 8 number of fundamental sampling periods in Tn

N0 = 8 the least common multiple of Nc and Nn

With the multiple sampling rates existing in the control system, the state vector
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for the discrete-time system is expanded as:

xD
N0·nx×1

[k] = xD8·12×1
[k] = xD96×1

[k]

=



x
nx×1

((k − 1)T0 + τ0)

x
nx×1

((k − 1)T0 + 2τ0)

...

x
nx×1

((k − 1)T0 + (N0 − 1) τ0)

x
nx×1

(kT0)


=



x
12×1

((k − 1)T0 + τ0)

x
12×1

((k − 1)T0 + 2τ0)

...

x
12×1

((k − 1)T0 + 7τ0)

x
12×1

(kT0)



=



x
nx×1

(kT0 − (N0 − 1) τ0)

x
nx×1

(kT0 − (N0 − 2) τ0)

...

x
nx×1

(kT0 − τ0)

x
nx×1

(kT0)


=



x
12×1

(kT0 − 7τ0)

x
12×1

(kT0 − 6τ0)

...

x
12×1

(kT0 − τ0)

x
12×1

(kT0)


(A.42)

The output vector is expanded as:

yD
(Nc·ncy+Nn·nny)×1

[k] = yD
(8·12+1·6)×1

[k] = yD102×1
[k] =

yDcNc·ncy×1
[k]

yDnNn·nny×1
[k]


=

yDc8·12×1
[k]

yDn1·6×1
[k]

 =

yDc96×1
[k]

yDn6×1
[k]


(A.43)
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where:

yDcNc×ncy [k] = yDc8·12×1
[k] = yDc96×1

[k]

=



yDcncy×1
(kT0)

yDcncy×1
(kT0 + Tc)

...

yDcncy×1
(kT0 + (Nc − 1)Tc)


=



yDc12×1
(kT0)

yDc12×1
(kT0 + Tc)

...

yc12×1
(kT0 + 7Tc)



=



yD1cn1cy×1
(kT0)

yD2cn2cy×1
(kT0)

yD3cn3cy×1
(kT0)

yD1cn1cy×1
(kT0 + Tc)

yD2cn2cy×1
(kT0 + Tc)

yD3cn3cy×1
(kT0 + Tc)

...

yD1cn1cy×1
(kT0 + 7Tc)

yD2cn2cy×1
(kT0 + 7Tc)

yD3cn3cy×1
(kT0 + 7Tc)



=



yD1c4×1
(kT0)

yD2c4×1
(kT0)

yD3c4×1
(kT0)

yD1c4×1
(kT0 + Tc)

yD2c4×1
(kT0 + Tc)

yD3c4×1
(kT0 + Tc)

...

yD1c4×1
(kT0 + 7Tc)

yD2c4×1
(kT0 + 7Tc)

yD3c4×1
(kT0 + 7Tc)


(A.44)
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yDnNn×nny [k] = yDn1·6×1
[k] = yDn6×1

[k]

=



yDnnny×1
(kT0)

yDnnny×1
(kT0 + Tn)

...

yDnnny×1
(kT0 + (Nn − 1)Tn)


=

[
yDn6×1

(kT0)

]

=



yD1nn1ny×1
(kT0)

yD2nn2ny×1
(kT0)

yD3nn3ny×1
(kT0)

yD1nn1ny×1
(kT0 + Tn)

yD2nn2ny×1
(kT0 + Tn)

yD3nn3ny×1
(kT0 + Tn)

...

yD1nn1ny×1
(kT0 + (Nn − 1)Tn)

yD2nn2ny×1
(kT0 + (Nn − 1)Tn)

yD3nn3ny×1
(kT0 + (Nn − 1)Tn)



=


y1n2×1

(kT0)

y2n2×1
(kT0)

y3n2×1
(kT0)



(A.45)

The input vector is expanded as:

uD
(Nc·ncu+Nn·nnu)×1

[k] = uD
(8·6+1·3)×1

[k] = uD51×1
[k]

=

uDcNc·ncu×1
[k]

uDnNn·nnu×1
[k]

 =

uDc8·6×1
[k]

uDn1·3×1
[k]

 =

uDc48×1
[k]

uDn3×1
[k]


(A.46)
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where uDcNc·ncu×1
[k] depends on positions and velocities measured locally at the con-

trol sampling rate Tc:

uDcNc·ncu×1
[k] = uDc8·6×1

[k] = uDc48×1
[k] =

=


ucncu×1

(kT0)

...

ucncu×1
(kT0 + (Nc − 1)Tc)

 =


uc6×1

(kT0)

...

uc6×1
(kT0 + 7Tc)



=



u1cn1cu×1
(kT0)

u2cn2cu×1
(kT0)

u3cn3cu×1
(kT0)

...

u1cn1cu×1
(kT0 + (Nc − 1)Tc)

u2cn2cu×1
(kT0 + (Nc − 1)Tc)

u3cn3cu×1
(kT0 + (Nc − 1)Tc)



=



u1c2×1
(kT0)

u2c2×1
(kT0)

u3c2×1
(kT0)

...

u1c2×1
(kT0 + 7Tc)

u2c2×1
(kT0 + 7Tc)

u3c2×1
(kT0 + 7Tc)


(A.47)
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and uDnNn·nnu×1
[k] depends on positions and velocities received from the remote peer

at the network sampling rate Tn:

uDnNn·nnu×1
[k] = uDn1·3×1

[k] = uDn3×1
[k] =

=


unnnu×1

(kT0)

...

unnnu×1
(T0 + (Nn − 1)Tn)

 =

(
un3×1

(kT0)

)

=



u1nn1nu×1
(kT0)

u2nn2nu×1
(kT0)

u3nn3nu×1
(kT0)

...

u1nn1nu×1
(T0 + (Nn − 1)Tn)

u2nn2nu×1
(T0 + (Nn − 1)Tn)

u3nn3nu×1
(T0 + (Nn − 1)Tn)



=


u1n1×1

(kT0)

u2n1×1
(kT0)

u3n1×1
(kT0)



(A.48)

Hence, the discrete-time state-space representation of the open-loop system is:

xD [k + 1] = ADxD [k] + BDuD [k]

yD [k] = CD

(
U1xD [k + 1] + U2xD [k]

)
(A.49)
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The computation of all matrices in Equation (A.49) is detailed in the following.

AD
N0·nx×N0·nx

= AD8·12×8·12
= AD96×96

=

=



0
12×12

· · · 0
12×12

AD112×12

0
12×12

· · · 0
12×12

AD212×12

0
12×12

· · · 0
12×12

AD312×12

0
12×12

· · · 0
12×12

AD412×12

0
12×12

· · · 0
12×12

AD512×12

0
12×12

· · · 0
12×12

AD612×12

0
12×12

· · · 0
12×12

AD712×12

0
12×12

· · · 0
12×12

AD812×12


96×96

(A.50)

where:

ADl12×12
= eA12×12

·l·τ0 = eA12×12
·l· 1

1000 l = 1, · · · , N0 = 1, · · · , 8

(A.51)

BD
N0·nx×(Nc·ncu+Nn·nnu)

=

[
BDcN0·nx×Nc·ncu

BDnN0·nx×Nn·nnu

]
⇐⇒

BD
8·12×(8·6+1·3)

=

[
BDc8·12×8·6

BDn8·12×1·3

]
⇐⇒

BD96×51
=

[
BDc96×48

BDn96×3

]
(A.52)
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The BDc96×48
matrix is an N0 ×Nc = 8× 8 block matrix:

BDcN0·nx×Nc·ncu
=

[
bDc,lµnx×ncu

]
=

[(
bD1c,lµnx×n1cu

bD2c,lµnx×n2cu
bD3c,lµnx×n3cu

)]
l = 1, . . . , N0; µ = 0, . . . , Nc − 1

⇐⇒

BDc96×48
=

[
bDc,lµ12×6

]
=

[(
bD1c,lµ12×2

bD2c,lµ12×2
bD3c,lµ12×2

)]
l = 1, . . . , 8; µ = 0, . . . , 7

(A.53)
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with the lµ block computed via:

bDic,lµnx×nic
=



0
nx×nic

l ≤ lc · µ

∫ l·τ0
µ·lc·τ0 e

A
nx×nx (l · τ0 − τ)B

icnx×nic
dτ lc · µ < l ≤ lc · (µ+ 1)

∫ (µ+1)·lc·τ0
µ·lc·τ0 e

A
nx×nx (l · τ0 − τ)B

icnx×nic
dτ lc · (µ+ 1) < l

(i = 1, 2, 3)

⇐⇒

bD1c,lµ12×2
=



0
12×2

l ≤ 1 · µ

∫ l·τ0
µ·1·τ0 e

A
12×12 (l · τ0 − τ)B1c12×2

dτ 1 · µ < l ≤ 1 · (µ+ 1)

∫ (µ+1)·1·τ0
µ·1·τ0 eA12×12 (l · τ0 − τ)B1c12×2

dτ 1 · (µ+ 1) < l

bD2c,lµ12×2
=



0
12×2

l ≤ 1 · µ

∫ l·τ0
µ·1·τ0 e

A
12×12 (l · τ0 − τ)B2c12×2

dτ 1 · µ < l ≤ 1 · (µ+ 1)

∫ (µ+1)·1·τ0
µ·1·τ0 eA12×12 (l · τ0 − τ)B2c12×2

dτ 1 · (µ+ 1) < l

bD3c,lµ12×2
=



0
12×2

l ≤ 1 · µ

∫ l·τ0
µ·1·τ0 e

A
12×12 (l · τ0 − τ)B3c12×2

dτ 1 · µ < l ≤ 1 · (µ+ 1)

∫ (µ+1)·1·τ0
µ·1·τ0 eA12×12 (l · τ0 − τ)B3c12×2

dτ 1 · (µ+ 1) < l

(A.54)
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Then:

BDcN0·nx×Nc·ncu=8·12×8·6=96×48
=



bDc,1012×6
0

12×6
· · · 0

12×6
0

12×6

bDc,2012×6
bDc,2112×6

· · · 0
12×6

0
12×6

bDc,3012×6
bDc,3112×6

· · · 0
12×6

0
12×6

bDc,4012×6
bDc,4112×6

· · · 0
12×6

0
12×6

bDc,5012×6
bDc,5112×6

· · · 0
12×6

0
12×6

bDc,6012×6
bDc,6112×6

· · · 0
12×6

0
12×6

bDc,7012×6
bDc,7112×6

· · · bDc,7612×6
0

12×6

bDc,8012×6
bDc,8112×6

· · · bDc,8612×6
bDc,8712×6


=

[
bDc,096×6

bDc,196×6
· · · bDc,696×6

bDc,796×6

]
(A.55)

The BDn96×3
matrix is an N0 ×Nn = 8× 1 block matrix:

BDnN0·nx×Nn·nnu
=

[
bDn,lµnx×nnu

]
=

[(
bD1n,lµnx×n1nu

bD2n,lµnx×n2nu
bD3n,lµnx×n3nu

)]
l = 1, . . . , N0; µ = 0, . . . , Nn − 1

⇐⇒

BDn96×3
=

[
bDn,lµ12×3

]
=

[(
bD1n,lµ12×1

bD2n,lµ12×1
bD3n,lµ12×1

)]
l = 1, . . . , 8; µ = 0

(A.56)
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with the lµ block computed via:

bDin,lµnx×ninu
=



0
nx×ninu

l ≤ ln · µ

∫ l·τ0
µ·ln·τ0 e

A
nx×nx (l · τ0 − τ)B

innx×ninu
dτ ln · µ < l ≤ ln · (µ+ 1)

∫ (µ+1)·ln·τ0
µ·ln·τ0 e

A
nx×nx (l · τ0 − τ)B

innx×ninu
dτ ln · (µ+ 1) < l

(i = 1, 2, 3)

⇐⇒

bD1n,lµ12×1
=



0
12×1

l ≤ 8 · µ = 0

∫ l·τ0
µ·8·τ0 e

A
12×12 (l · τ0 − τ)B1n12×1

dτ 8 · µ = 0 < l ≤ 8 · (µ+ 1) = 8

∫ (µ+1)·8·τ0
µ·8·τ0 eA12×12 (l · τ0 − τ)B1n12×1

dτ 8 · (µ+ 1) = 8 < l

bD2n,lµ12×1
=



0
12×1

l ≤ 8 · µ = 0

∫ l·τ0
µ·8·τ0 e

A
12×12 (l · τ0 − τ)B2n12×1

dτ 8 · µ = 0 < l ≤ 8 · (µ+ 1) = 8

∫ (µ+1)·8·τ0
µ·8·τ0 eA12×12 (l · τ0 − τ)B2n12×1

dτ 8 · (µ+ 1) = 8 < l

bD3n,lµ12×1
=



0
12×1

l ≤ 8 · µ = 0

∫ l·τ0
µ·8·τ0 e

A
12×12 (l · τ0 − τ)B3n12×1

dτ 8 · µ = 0 < l ≤ 8 · (µ+ 1) = 8

∫ (µ+1)·8·τ0
µ·8·τ0 eA12×12 (l · τ0 − τ)B3n12×1

dτ 8 · (µ+ 1) = 8 < l

(A.57)
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For the simplified version we get:

bD1n,lµ12×1
=

∫ l·τ0

µ·8·τ0
eA12×12 (l · τ0 − τ)B1n12×1

dτ 0 < l ≤ 8

bD2n,lµ12×1
=

∫ l·τ0

µ·8·τ0
eA12×12 (l · τ0 − τ)B2n12×1

dτ 0 < l ≤ 8

bD3n,lµ12×1
=

∫ l·τ0

µ·8·τ0
eA12×12 (l · τ0 − τ)B3n12×1

dτ 0 < l ≤ 8

(A.58)

Hence:

BDnN0·nx×Nn·nnu=8·12×1·3=96×3
=



bDn,1012×3

bDn,2012×3

...

bDn,7012×3

bDn,8012×3


=



bD1n,1012×1
bD2n,1012×1

bD3n,1012×1

bD1n,2012×1
bD2n,2012×1

bD3n,2012×1

...

bD1n,7012×1
bD2n,7012×1

bD3n,7012×1

bD1n,8012×1
bD2n,8012×1

bD3n,8012×1


=

[
bDn,096×3

]
=

[
bD1n,096×1

bD2n,096×1
bD3n,096×1

]
(A.59)

CD
(Nc·ncy+Nn·nny)×N0·nx

=

CDcNc·ncy×N0·nx

CDnNn·nny×N0·nx


⇐⇒ CD

(8·12+1·6)×8·12
=

CDc8·12×8·12

CDn1·6×8·12


⇐⇒ CD102×96

=

CDc96×96

CDn6×96


(A.60)
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The CDc96×96
matrix is an Nc ×N0 = 8× 8 block matrix:

CDcNc·ncy×N0·nx
=

[
cDc,νlncy×nx

]
=




cD1c,νln1cy×nx

cD2c,νln2cy×nx

cD3c,νln3cy×nx




ν = 0, . . . , Nc − 1; l = 1, . . . , N0

⇐⇒

CDc96×96
=

[
cDc,νl12×12

]
=




cD1c,νl4×12

cD2c,νl4×12

cD3c,νl4×12




ν = 0, . . . , 7; l = 1, . . . , 8

(A.61)
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with the νl block computed via:

cDic,νlnicy×nx
=


C
icnicy×nx

ν = 0, l = N0 or lc · ν = l

0
nicy×nx

otherwise

⇐⇒

(i = 1, 2, 3)

cD1c,νl4×12
=


C1c4×12

ν = 0, l = 8 or 1 · ν = l

0
4×12

otherwise

,

cD2c,νl4×12
=


C2c4×12

ν = 0, l = 8 or 1 · ν = l

0
4×12

otherwise

cD3c,νl4×12
=


C3c4×12

ν = 0, l = 8 or 1 · ν = l

0
4×12

otherwise

(A.62)
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Hence:

CDcNc·ncy×N0·nx=8·12×8·12=96×96

=



0
12×12

0
12×12

0
12×12

0
12×12

0
12×12

0
12×12

0
12×12

Cc12×12

Cc12×12
0

12×12
0

12×12
0

12×12
0

12×12
0

12×12
0

12×12
0

12×12

0
12×12

Cc12×12
0

12×12
0

12×12
0

12×12
0

12×12
0

12×12
0

12×12

0
12×12

0
12×12

Cc12×12
0

12×12
0

12×12
0

12×12
0

12×12
0

12×12

0
12×12

0
12×12

0
12×12

Cc12×12
0

12×12
0

12×12
0

12×12
0

12×12

0
12×12

0
12×12

0
12×12

0
12×12

Cc12×12
0

12×12
0

12×12
0

12×12

0
12×12

0
12×12

0
12×12

0
12×12

0
12×12

Cc12×12
0

12×12
0

12×12

0
12×12

0
12×12

0
12×12

0
12×12

0
12×12

0
12×12

Cc12×12
0

12×12


(A.63)

where

Cc12×12
=


C1c4×12

C2c4×12

C3c4×12


(A.64)

The CDn6×96
matrix is a Nn ×N0 = 1× 8 block matrix:
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CDnNn·nny×N0·nx
=

[
cDn,νlnny×nx

]
=




cD1n,νln1ny×nx

cD2n,νln2ny×nx

cD3n,νln3ny×nx




ν = 0, . . . , Nn − 1; l = 1, . . . , N0

⇐⇒

CDn6×96
=

[
cDn,νl6×12

]
=




cD1n,νl2×12

cD2n,νl2×12

cD3n,νl2×12




ν = 0; l = 1, . . . , 8

(A.65)
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with the νl block computed via:

cDin,lνniny×nx
=


C
inniny×nx

ν = 0, l = N0 or ln · ν = l

0
niny×nx

otherwise

(i = 1, 2, 3)

⇐⇒

cD1n,lν2×12
=


C1n2×12

ν = 0, l = 8 or 8 · ν = l

0
2×12

otherwise

cD2n,lν2×12
=


C2n2×12

ν = 0, l = 8 or 8 · ν = l

0
2×12

otherwise

cD3n,lν2×12
=


C3n2×12

ν = 0, l = 8 or 8 · ν = l

0
2×12

otherwise

(A.66)

Thus:

CDnNn·nny×N0·nx=1·6×8·12=6×96
=

[
0

6×12
0

6×12
0

6×12
0

6×12
0

6×12
0

6×12
0

6×12
Cn6×12

]
(A.67)
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Where

Cn6×12
=


C1n2×12

C2n2×12

C3n2×12


(A.68)

U1
N0·nx×N0·nx=8·12×8·12=96×96

and U2
N0·nx×N0·nx=8·12×8·12=96×96

are N0×N0 = 8 blocks diag-

onal matrices having the following nx × nx = 12× 12 blocks on their diagonals:

 U1
N0·nx×N0·nx

= blockdiag
(
I
nx×nx

, . . . , I
nx×nx

,0
nx×nx

)
U2

N0·nx×N0·nx
= blockdiag

(
0
nx×nx

, . . . ,0
nx×nx

, I
nx×nx

)
⇐⇒ U18·12×8·12

= U196×96
= blockdiag

(
I
12×12

, . . . , I
12×12

,0
12×12

)
U28·12×8·12

= U296×96
= blockdiag

(
0

12×12
, . . . ,0

12×12
, I

12×12

)
(A.69)

Therefore,

ĈD102×96
= CD102×96

·U196×96
·AD96×96

+ CD102×96
·U296×96

D̂D102×51
= CD102×96

·U196×96
·BD96×51

(A.70)
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Deploying the feedback law, the closed-loop dynamics can be obtained from the open-

loop discrete-time difference equations:

uD
(Nc·ncu+Nn·nnu)×1

= FD
(Nc·ncu+Nn·nnu)×(Nc·ncy+Nn·nny)

yD
(Nc·ncy+Nn·nny)×1

⇐⇒

uD51×1
= FD

(8·6+1·3)×(8·12+1·6)
yD

(8·12+1·6)×1
= FD51×102

yD102×1

(A.71)
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According to feedback equations, given:

FccNc·ncu×Nc·ncy
= Fcc8·6×8·12

=


F1cn1cu×n1cy

0
n1cu×n2cy

0
n1cu×n3cy

0
n2cu×n1cy

F2cn2cu×n2cy
0
n2cu×n3cy

0
n3cu×n1cy

0
n3cu×n2cy

F3cn3cu×n3cy



=


F1c2×4

0
2×4

0
2×4

0
2×4

F2c2×4
0

2×4

0
2×4

0
2×4

F3c2×4



FcnNc·ncu×Nn·nny
= Fcn8·6×1·6

=


0
n1cu×n1ny

0
n1cu×n2ny

0
n1cu×n3ny

0
n2cu×n1ny

0
n2cu×n2ny

0
n2cu×n3ny

0
n3cu×n1ny

0
n3cu×n2ny

0
n3cu×n3ny



=


0

2×2
0

2×2
0

2×2

0
2×2

0
2×2

0
2×2

0
2×2

0
2×2

0
2×2



FncNn·nnu×Nc·ncy
= Fnc1·3×8·12

=


0
n1nu×n1cy

0
n1nu×n2cy

0
n1nu×n3cy

0
n2nu×n1cy

0
n2nu×n2cy

0
n2nu×n3cy

0
n3nu×n1cy

0
n3nu×n2cy

0
n3nu×n3cy



=


0

1×4
0

1×4
0

1×4

0
1×4

0
1×4

0
1×4

0
1×4

0
1×4

0
1×4



FnnNn·nnu×Nn·nny
= Fnn1·3×1·6

=


F1nn1nu×n1ny

0
n1nu×n2ny

0
n1nu×n3ny

0
n2nu×n1ny

F2nn2nu×n2ny
0
n2nu×n3ny

0
n3nu×n1ny

0
n3nu×n2ny

F3nn3nu×n3ny



=


F1n1×2

0
1×2

0
1×2

0
1×2

F2n1×2
0

1×2

0
1×2

0
1×2

F3n1×2


(A.72)
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The discrete-time feedback matrix FD
(Nc·ncu+Nn·nnu)×(Nc·ncy+Nn·nny)=(8·6+1·3)×(8·12+1·6)=51×102

is:

FD
(Nc·ncu+Nn·nnu)×(Nc·ncy+Nn·nny)

=

FDccNc·ncu×Nc·ncy
FDcnNc·ncu×Nn·nny

FDncNn·nnu×Nc·ncy
FDnnNn·nnu×Nn·nny


⇐⇒

FD
(48+3)×(96+6)

=

FDcc48×96
FDcn48×6

FDnc3×96
FDnn3×6

 =

FDcc48×96
0

48×8

0
3×96

FDnn3×6


(A.73)

FDccNc·ncu×Nc·ncy
has Nc ×Nc = 8× 8 blocks of dimension ncu × ncy = 6× 12:

FDccNc·ncu×Nc·ncy
=

[
fDcc,µνncu×ncy

]
µ = 0, . . . , Nc − 1; ν = 0, . . . , Nc − 1

⇐⇒

FDcc8·6×8·12=48×96
=

[
fDcc,µν6×12

]
µ = 0, . . . , 7; ν = 0, . . . , 7

(A.74)
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with the µν block computed via:

fDcc,µνncu×ncy =


Fccncu×ncy

νlc ≤ µlc < (ν + 1) lc

0
ncu×ncy

otherwise.

⇐⇒

fDcc,µν6×12
=


Fcc6×12

ν ≤ µ < (ν + 1)

0
6×12

otherwise.

(A.75)

Thus:

FDcc48×96
=



Fcc6×12
0

6×12
0

6×12
0

6×12
0

6×12
0

6×12
0

6×12
0

6×12

0
6×12

Fcc6×12
0

6×12
0

6×12
0

6×12
0

6×12
0

6×12
0

6×12

0
6×12

0
6×12

Fcc6×12
0

6×12
0

6×12
0

6×12
0

6×12
0

6×12

0
6×12

0
6×12

0
6×12

Fcc6×12
0

6×12
0

6×12
0

6×12
0

6×12

0
6×12

0
6×12

0
6×12

0
6×12

Fcc6×12
0

6×12
0

6×12
0

6×12

0
6×12

0
6×12

0
6×12

0
6×12

0
6×12

Fcc6×12
0

6×12
0

6×12

0
6×12

0
6×12

0
6×12

0
6×12

0
6×12

0
6×12

Fcc6×12
0

6×12

0
6×12

0
6×12

0
6×12

0
6×12

0
6×12

0
6×12

0
6×12

Fcc6×12


(A.76)
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The FDnnNn·nnu×Nn·nny
has Nn ×Nn = 1× 1 blocks of dimension nnu × nny = 3× 6:

FDnnNn·nnu×Nn·nny
=

[
fDnn,µνnnu×nny

]
µ = 0, . . . , Nn − 1; ν = 0, . . . , Nn − 1

⇐⇒

FDnn1·3×1·6=3×6
=

[
fDnn,µν3×6

]
µ = 0; ν = 0

(A.77)

with the µν-th block computed via:

fDnn,µνncu×ncy =


Fnnnnu×nny

νln ≤ µln < (ν + 1) ln

0
nnu×ncny

otherwise.

⇐⇒

fDnn,µν3×6
=


Fnn3×6

8ν ≤ 8µ < 8 (ν + 1)

0
3×6

otherwise.

(A.78)

Hence:

FDnn3×6
= Fnn3×6

(A.79)
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A.2 Passive wave-based communication channel with

constant time delay

Let T ijd = kijd T denote the communication delay from site i to site j (see Figure 4.1).

By using Equation (4.3), the energy stored in the transmission channel up to time

instant k is:

Eij(k̄T ) = T
∑k̄

k=0
Pij(kT )

=
T

2

∑k̄

k=0

(
v2
ij(kT )− u2

ij(kT ) + v2
ji(kT )− u2

ji(kT )

) (A.80)

Knowing the fact that uij(kT ) = vji(kT −T jid ) and uji(kT ) = vij(kT −T ijd ), Equation

(A.80) turns to:

Eij(k̄T ) =
T

2

∑k̄

k=0

(
v2
ij(kT )− v2

ji(kT − T
ji
d ) + v2

ji(kT )− v2
ij(kT − T

ij
d )

)
=
T

2

∑k̄

k=k−kjid +1
v2
ji(kT ) +

T

2

∑k̄

k=k−kijd +1
v2
ij(kT )

≥ 0,

(A.81)

which implies the passivity of the wave-based communication channel independent of

the magnitude of constant time delay.

A.3

This section explains why Equation (4.43) holds. At port j of node i, the correspond-

ing decoded force can be calculated using Equation (4.21):

fij(t) =

√
bw
2

(
uij(t)− vij(t)

)
, (A.82)
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From Equation (4.26), uij can be replaced as:

fij(t) =

√
bw
2

(
vji(t− T jid )− vij(t)

)
, (A.83)

Application of Laplace transformation onto the Equation (A.83) yields:

Fij(s) =

√
bw
2

(
e−sT

ji
d Vji(s)− Vij(s)

)
(A.84)

By taking the lims→0 from Equation (A.84) we have:

lim
s→0

Fij(s) = lim
s→0

√
bw
2

((
e−sT

ji
d

)
Vji(s)− Vij(s)

)
= lim

s→0

√
bw
2

(
Vji(s)− Vij(s)

) (A.85)

Similarly, at port i of node j, the decoded force is:

fji(t) =

√
bw
2

(
uji(t)− vji(t)

)
=

√
bw
2

(
vij(t− T ijd )− vji(t)

)
,

(A.86)

In Laplace domain, Equation (A.86) gives:

Fji(s) =

√
bw
2

((
e−sT

ij
d

)
Vij(s)− Vji(s)

)
(A.87)

Application of lims→0 on both sides of Equation (A.88) yields:

lim
s→0

Fji(s) = lim
s→0

√
bw
2

(
Vij(s)− Vji(s)

)
(A.88)

Comparing Equations (A.85) and (A.88) yields to Equation (4.43).
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A.4 Taylor’s theorem

If function H : Rn → R belongs to C2 in a region containing the line segment [y1,y2]

with y1,y2 ∈ Rn, there is a θ, 0 ≤ θ ≤ 1 such that:

H(y2) = H(y1) +∇H(y1)(y2 − y1)

+
1

2
(y2 − y1)>∇2H(θy1 + (1− θ)y2)(y2 − y1) (A.89)

in which ∇H and ∇2H denote for gradient vector and Hessian matrix of H respec-

tively.

A.5 Continiuous- and discrete-time port-Hamiltonian

systems

Port-Hamiltonian formulation combines the port-based network modelling technique

with the Hamiltonian framework, by employing the interconnection structure of the

network model called Dirac structure. The Dirac structure represents a power preserv-

ing1 relation between the internal power variables (corresponding to energy-storing

elements), energy-dissipative elements and, external power port variables.

Let F ×F ∗ be the space of power variables. For mechanical systems, power

variables are conjugated pairs of velocities (flows) and forces (efforts). With F being

the linear space of flows ẋ, and F ∗ being the dual space of efforts f , the power can

then be defined with effort-flow pair as:

P = 〈f, ẋ〉, (ẋ, f) ∈ F ×F ∗ (A.90)

1In power-preserving interconnections, energy can only be transferred and not be produced nor
be dissipated.
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where 〈f, ẋ〉 denotes the duality product of pair (ẋ, f) ∈ F ×F ∗.

Let x be the vector of energy variables on a space X := R associated to the energy-

storing elements in the system, and function H : X → R (Hamiltonian) represents the

total energy stored in the system. A port-Hamiltonian system interacts with other

systems by exchanging energy via the power ports defined on the vector spaces F

and F ∗. For instance in mechanical systems, power variables are conjugated pairs

of velocities (flows) and forces (efforts). Table A.1 provides a list of power-conjugate

variables for different physical domains.

Systems Flow Effort

Electrical Current Voltage

Translational mechanical Velocity Force

Rotational mechanical Angular velocity Torque

Table A.1: Power conjugate variables for different physical system.

The following terms are required to model a physical system as a port-Hamiltonian

system:

• A state space X ;

• The space of flow variables, F , and its dual space of effort variables, F ∗;

• The Dirac structure D which is the internal power-preserving interconnection

of different components of the system. Dirac structure defines how the energy

flows in between the various elements of the system;

• The Hamiltonian (energy) function H that corresponds to the total energy stored

in the system.

Power-conserving interconnections of port-Hamiltonian systems can be studied in

terms of the composition of the Dirac structures of various parts of the system. For



151

mechanical systems, the space of flow variables for the Dirac structure D can be split

into X ×F :

• ẋX ∈ X , comprising the flows corresponding to the energy-storing elements in

the system (i.e, mass in this thesis);

• ẋF ∈ F , including the flows of the dissipative elements ẋds, plus the flows ẋext

corresponding to the external ports of the system.

Dually, the space of effort variables of the Dirac structure is split into X ∗ ×F ∗:

• fX ∈ X ∗, comprising the efforts corresponding to the energy-storing elements

in the system;

• fF ∈ F ∗, including the effort of the dissipative elements fds, plus the effort fext

corresponding to the external ports of the system.

From [94], one can show that the Dirac structure D possesses the power-preserving

property, that it:

〈ẋX , fX 〉+ 〈ẋds, fds〉+ 〈ẋext, fext〉 = 0 (A.91)

Equation (A.91) can be written in the form of the following power balance:

Ḣ = 〈∂H
∂x
, ẋ〉

= −〈fX , ẋX 〉 = 〈fext, ẋext〉+ 〈fds, ẋds〉.
(A.92)

in which, in order to have a consistent power flow direction, a minus sign is included.

Since the dissipative elements supply negative power to the system, i.e.:

〈fds, ẋds〉 ≤ 0. (A.93)
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Substitution of Equation (A.93) into Equation (A.92) gives:

Ḣ = 〈ẋext, fext〉+ 〈ẋds, fds〉 ≤ 〈ẋext, fext〉. (A.94)

Equation (A.94) implies the passivity of the port-Hamiltonian system, namely, the

externally supplied power into the port-Hamiltonian system is either stored or dis-

sipated. Generic demonstration and a deep discussion of port-Hamiltonian systems

and their passivity properties can be found in [100].

A.5.1 Explicit port-Hamiltonian formulation

In analogy to state-space representation, an input-state-output port-Hamiltonian sys-

tem can be described by:

ẋ =

(
J(x)−R(x)

)
∂H

∂x
+ g(x)u

y = g>(x)
∂H

∂x
,

(A.95)

that satisfies:

Ḣ = −∂
>H

∂x
R(x)

∂H

∂x
+ y>x, (A.96)

where x ∈ X is the vector of energy variables corresponding to the energy-storing

elements of the system; the flow and effort variables are split into power-conjugate

input-output pairs (u, y); R(x) = R>(x) ≥ 0 is the dissipation matrix; J(x) = −J>(x)

is the internal power-preserving interconnection matrix; and g(x) represents the input-

output matrix.

Example A.1. (Mass-spring-damper)

The mass-spring-damper shown in Fig. A.1 can be formulated in port-Hamiltonian

form in continuous-time as:
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h
f

m

q

K

b

Figure A.1: The mass-spring-damper system.

ẋ(t) =

q̇(t)
ṗ(t)

 =


 0 1

−1 0

−
0 0

0 b



Kq(t)

P (t)
m

+

0

1

 fh(t),

y(t) =

0

1


>Kq(t)

P (t)
m


(A.97)

for which the energy function is described as:

H(x) = H

(
q(t), p(t)

)
=

1

2
Kq(t)2 +

P (t)2

2m
(A.98)

where p and q are the momentum of the mass and the spring elongation respectively;

K is the spring stiffness; m is the mass; b presents the local damping; and fh is the

external force applied onto the mass.

A.5.2 Discrete-time port-Hamiltonian formalism

Real-time simulation is crucial for haptic applications. Virtual environments imple-

mented in digital computers demand discrete-time integration algorithms that should

satisfy two main characteristics for real-time applications: (i) fixed execution time

and; (ii) explicit nature. Forward Euler integration technique endows these require-

ments however, it does not preserve the passivity properties when applied onto the

continuous-time systems. In fact, discretizatoin of continuous-time integrators 1/s

characterizes non-passive behaviour in discrete-time descreibed in z-transform do-
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main, that is, T
z−1

. A numerical algorithm is however introduced in [13, 94] which

modifies the discrete-time states such that the discretized port-Hamiltonian system

resembles the energetic evolution of its continuous-time counterpart and thus, pre-

serving the passivity properties.

In Appendices A.6 and A.7, mass and spring as two fundamental elements for

modelling of any mechanical systems are formulated in port-Hamiltonian framework

in discrete-time and their passivity is discussed in details.

A.6 Discrete-time port-Hamiltonian spring

Let Ds be the Dirac structure of a spring as shown in Figure A.2. Let q(t) = q1(t)−

x s
2

Spring
fs1

fs2

1
s

Ds

x

Figure A.2: The Dirac structure of a spring. fsi and ẋsi are the effort and flow
variables at port i = 1, 2 respectively.

q2(t) denote the spring elongation with qi(t) being the displacement at end-side i of

the spring at time instant t. The potential energy stored in the spring is:

Hs(t) =
1

2
Kq(t)2 (A.99)
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with K being the spring stiffness. The continuous-time port-Hamiltonian formulation

of the spring is:

q̇(t) =

(
[0]− [0]

)
Kq(t) +

[
1 −1

]ẋs1(t)
ẋs2(t)


y(t) =

fs1(t)
fs2(t)

 =

 1

−1

Kq(t).
(A.100)

Equation (A.100) can be discretized with sampling time T as:

∆q(k)

T
=

(
[0]− [0]

)
Kq(k) +

[
1 −1

]ẋs1(k)

ẋs2(k)


y =

 Kq(k)

−Kq(k)

 .

(A.101)

The state evolution of the spring can be computed using forward Euler integration:

q(k + 1) = q(k) + ∆q(k), (A.102)

for which, ∆q(k) can be substituted from Equation (A.101). Let Hs(k) denote the

energy of the spring in discrete-time and ∆Hs(k) be the variation of energy of the

spring during the time interval [kT, (k + 1)T ]. Using Taylor’s Theorem (Appendix
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A.4), one can show:

∆Hs(k) = Hs(k + 1)−Hs(k) =
1

2
Kq2(k + 1)− 1

2
Kq2(k)

= ∇
(K

2
q2(k)

)(
q(k + 1)− q(k)

)
+

1

2
∇2
(K

2
q2(k)

)(
q(k + 1)− q(k)

)2

= Kq(k)∆q(k) +
K

2
∆q(k)2

(A.103)

Substitution of ∆q(k) from Equation (A.101) into Equation (A.103) gives:

∆Hs(k) = Kq(k)
(
fs1(k)− fs2(k)

)
T +

KT 2

2

(
fs1(k)− fs2(k)

)2
. (A.104)

The last term in Equation (A.104) is the energy injected into the spring by the forward

Euler integration at each simulation step. The state update algorithm [13,97], can be

used to make the variation of energy of the discrete-time spring equal to the variation

of energy of the continuous-time spring, i. e., to make the discrete-time spring passive.

Let q̃(k+1) be the state updated using [13,97] and substitute it in Equation (A.103).

Thus, the variation of energy in Equation (A.104) becomes:

∆H̃s(k) =
1

2
Kq̃2(k + 1)− 1

2
Kq̃2(k)

= Kq̃(k)
(
fs1(k)− fs2(k)

)
T

(A.105)

For two-port passivity of the discrete-time spring we need to show:

k̄∑
k=0

(
fs1(k)ẋs1(k) + fs2(k)ẋs2(k)

)
T ≥ −E(0) (A.106)

where E(0) is the initial energy stored into the system. Thus, by summing up the

terms in Equation (A.105) over time up to k̄ ∈ Z+, the discrete-time passivity condi-
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tion of the spring is satisfied as:

k̄∑
k=0

Kq̃(k)
(
ẋs1(k)− ẋs2(k)

)
T =

k̄∑
k=0

(1

2
Kq̃2(k + 1)− 1

2
Kq̃2(k)

)
≥ −1

2
Kq̃2(0)

(A.107)

where −1
2
Kq̃2(0) is the initial energy stored in the spring. The spring effort variables

are fs1(k) = K
(
q̄1(k) − q̄2(k)

)
and fs2(k) = K

(
q̃2(k) − q̃1(k)

)
at ports 1 and 2

respectively. Thus Equation (A.107) can be written as:

k̄∑
k=0

(
ẋs1(k)fs1(k) + ẋs2(k)fs2(k)

)
T ≥ −1

2
Kq̃2(0), (A.108)

which proves the passivity of the discrete-time spring shown in Figure A.2.

A.7 Discrete-time port-Hamiltonian mass

Let Dm represent the Dirac structure of a mass as shown in Figure A.3. Consider

2

Mass
fm

1

fm
2

1
m m

Dm

xx

Figure A.3: The Dirac structure of a mass. ẋmi and fmi are the flow and effort
variables at port i = 1, 2 respectively.

p(t) be the momentum of the mass m. The kinetic energy function of the mass is:

Hm(t) =
p2(t)

2m
(A.109)
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Following the Equation (A.96), the system shown in Fig. A.3 can be presented in

continuous-time port-Hamiltonian formulation as:

ṗ(t) =

(
[0]− [b]

)
p(t)

m
+

[
1 1

]fm1(t)

fm2(t)


y(t) =

ẋm1(t)

ẋm2(t)

 =

p(t)m
p(t)
m


(A.110)

in which, ẋmi and fmi are the flow and effort variables at port i = 1, 2 respectively;

p(t) is the momentum of the mass m; and b is the local damping connected to the

mass. Assuming b = 0, Equation (A.110) can the be discretized with sampling time

T as:

∆p(k)

T
=

(
[0]− [0]

)
p(k)

m
+

[
1 1

]fm1(k)

fm2(k)


y(k) =

 p
m

(k)

p
m

(k)

 .

(A.111)

Similar to the previous section, the forward Euler integration technique is employed

to compute the state evolution as:

p(k + 1) = p(k) + ∆p(k) (A.112)

in which, ∆p(k) can be substituted from Equation (A.111). Let ∆Hm(k) be the

variation of energy of the mass in discrete-time during the time interval [kT, (k+1)T ].

Then,

∆Hm(k) =
p2(k + 1)

2m
− p2(k)

2m
. (A.113)
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Substituting Equation (A.112) into Equation (A.113) gives:

∆Hm(k) =
p(k)

m

(
fm1(k) + fm2(k)

)
T +

T 2

2m

(
fm1(k) + fm2(k)

)2

(A.114)

where, the last term is the extra energy injected into the system due to the forward

Euler integration. State update algorithm [13, 97] is then employed and the new

updated state p̃(k + 1) is substituted in Equation (A.113). Thus, the variation of

energy in Equation (A.114) becomes:

∆H̃m(k) =
p̃2(k + 1)

2m
− p̃2(k)

2m

=
p̃(k)

m

(
fm1(k) + fm2(k)

)
T.

(A.115)

By taking the summation over time from Equation (A.115), the discrete-time passivity

condition of the mass is satisfied as:

t̄∑
k=0

(
ẋm1(k)fm1(k) + ẋm2(k)fm2(k)

)
T =

t̄∑
k=0

p̃(k)

m

(
fm1(k) + fm2(k)

)
T

=
t̄∑

k=0

p̃2(k + 1)

2m
− p̃2(k)

2m

)
≥ − p̃

2(0)

2m

(A.116)

where − p̃2(0)
2m

is the initial kinetic energy of the mass. Equation (A.116) does prove

the passivity of the discrete-time mass shown in Fig. A.3.

A.8 Variation of the mass as a passive action

This section verifies that the variation of a mass value does not violate the passivity

if simulated via the numerical algorithm introduced [94]. Let the value of mass m



160

change to m̄ at time instant k. Therefore, for the energy flow entering the mass

system we have:

T

k∑
k=0

fh(k)ẋ(k) =
1

2
mẋ(k)2 − 1

2
mẋ(0)2

T
k̄∑

k=k+1

fh(k)ẋ(k) =
1

2
m̄ẋ(k̄)2 − 1

2
m̄ẋ(k + 1)2

(A.117)

where k̄ is the final simulation time, fh is the external force; and ẋ is the velocity.

Therefore, summing up the terms on both sides of Equation (A.119) gives:

T

k∑
k=0

fh(k)ẋ(k) + T
k̄∑

k=k+1

fh(k)ẋ(k) =
1

2
mẋ(k)2 − 1

2
mẋ(0)2

+
1

2
m̄ẋ(k̄)2 − 1

2
m̄ẋ(k + 1)2

(A.118)

which can be further simplified to:

T
k̄∑
k=0

fh(k)ẋ(k) ≥ −1

2
mẋ(0)2 − 1

2
m̄ẋ(k + 1)2. (A.119)

The above equation implies that variation in the value of the mass is a passive action

and does not violate the passivity of the discrete-time simulation.

A.9 Technical Specifications for Novint Falcon hap-

tic interfaces

In [101], the damping (mainly by friction) and inertia (apparent mass) of the Falcon

devices is identified via performing a frequency domain system identification. Other

specifications of this device is given in Table A.2.
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Workspace 10× 10× 10 cm

Force Capabilities > 2 lbs

Position Resolution > 400 dpi

Communication Interface USB 2.0

Size 23× 23× 23 cm

Weight 6 lbs

Power 30 watts 100− 240 V, 50− 60 Hz

Table A.2: Technical specifications for Novint Falcon haptic device.
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