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ABSTRACT 

Advancing age of the global population is resulting in an increase in the 

accumulation of age-related pathologies. Many potential molecular and cellular 

causes of aging are still being debated. Endogenous retroelements are a class 

of mobile DNA elements that have coexisted in the genomes of virtually every 

eukaryotic organism for much of evolution. Recent work indicates that 

retrotransposons are active in advanced age but their impact on aging has not 

been explored in detail. Evidence is accumulating to suggest that 

retrotransposon-mediated events are a potential source of genomic change that 

can influence aging. In this study I took advantage of a unique yeast model 

system to characterize aging in cells with or without Ty1 retroelements. I identify 

here a novel role of retroelements in extending yeast chronological lifespan in 

certain media conditions, rather than observing an anticipated pro-aging effect. 

This effect was correlated with changes in factors known to influence aging such 

as mitochondrial function, reactive oxygen species, and sensitivity to a chemical 

inhibitor of nutrient sensing pathways. These results demonstrate that the 

presence of these retroelements have unforeseen direct or indirect roles in 

influencing cellular processes relevant to lifespan. The ability of 

retrotransposons to regulate cellular functions has not been well investigated, in 

contrast to the ability of cellular pathways to regulate retrotransposons. The work 

here broadens our perspective on the role retrotransposons have in host cells to 

influence certain aspects of eukaryotic aging. 

 



Chapter 1 

1. INTRODUCTION 

1.1. Significance 

1.1.1. Aging and disease 

The functional decline of tissue and cellular function is considered to be the 

phenotypic outcome of the aging process. The conventional wisdom is that cells 

and tissues accumulate damage to important macromolecules necessary to 

perform their respective functions, and that this results in aging. While 

experimental models have elucidated changes that can slow down the aging 

process, there is still much we do not understand about aging. Specifically it is 

still unclear whether a single factor or mechanism, such as DNA damage and 

genomic instability, is primarily responsible for the aging process. Recently, a 

variety of molecular and cellular factors associated with aging have been 

reviewed to broaden our perspective on aging. For example, is cellular 

dysfunction at the level of organelles, chromosomes as a whole, interactions 

with the extracellular matrix, cell-cell signaling, etc., more critical to aging than 

the total accumulation of damage to macromolecules 1? The variety of cellular 

processes thought to contribute to aging increases the complexity of 

investigating this topic.   

 

By 2050, the U.S. population over 65 years of age is expected to represent 19% 



of the total U.S. population, or just over 81 million persons 2. While modern 

medicine and health practices have substantially improved life expectancy 

worldwide, the incidence of age-associated diseases has also increased. 

Specifically the incidence of cancer, neurodegenerative diseases such as 

Alzheimer’s, and cardiac-related deaths in the U.S. are expected to represent 

22.2%, 4.2%, and 28.2% of all deaths, respectively 3. Thus approximately half of 

all deaths will be influenced by age-associated changes. Studying the molecular 

and cellular factors that contribute to aging may lead to improved treatments of 

age-associated diseases and interventions that promote healthy aging in the 

near future.   

 

Multiple models have been used to explore the nature of organismal aging, and 

a recent review of studies focused on mammals led to nine proposed hallmarks 

of aging: genomic instability, telomere attrition, epigenetic alterations, 

unregulated nutrient sensing, stem cell depletion, senescence, loss of 

proteostasis, impaired mitochondrial function, and altered cell-to-cell 

communication 4. All of the hallmarks are associated with aging but it remains to 

be established whether these changes are primary drivers of aging or merely 

correlated with changes to lifespan. Generally more than one of these factors 

needs to be changed prior to observing a change to lifespan. While there is 

ample evidence to support these factors as drivers of aging, there is insufficient 

data to make a definitive conclusion. The complex nature of organismal aging is 

generally a result of an accumulation of one or more of these factors.   



 

One of the well-established theories in aging is the “Somatic Mutation Theory of 

Aging” 5,6. This theory suggests that aging results from the accumulation of 

damage to DNA or larger chromosomal aberrations. Associated with this theory 

is the “Free Radical Theory of Aging” proposed by Harlan in 1956 based on the 

idea that reactive oxygen species (ROS) generation leads to intracellular 

damage of important macromolecules and that this accumulation could lead to 

aging phenotypes 7–10. Three of the nine hallmarks form the basis of theory: 

genomic instability, telomere attrition, and stem cell dysfunction. An alternative 

viewpoint is that malfunction due to hyperstimulation of cellular pathways is a 

main driver of organismal aging 1,11, which was first proposed by Blagosklonny 

et al. 12. “The Hyperfunction Theory of Aging” suggests that overstimulation of 

pathways that were once beneficial early in life are detrimental later in life and 

lead to late-life pathologies. For example, rapid growth and reproduction early in 

life can be beneficial, but hyperstimulation of growth pathways late in life may 

lead to diseases associated with aging. Many of the examples to support this 

theory involve the activity of conserved nutrient-signaling pathways, and 

perturbations to these pathways have age-related consequences. Hence, many 

of the other hallmarks of aging (6/9) perhaps fit better under the umbrella of 

hyperfunction theory of aging. Caloric restriction (CR) can extend lifespan in 

multiple organismal and cellular models suggesting that inhibition of nutrient 

signaling can have beneficial effects for aging and supporting the idea that 

hyperfunction of certain cellular pathways does affect the aging process. From 



the perspective of the damage-based theories, reduced nutrients would limit 

growth and stimulate somatic maintenance through decreased damage and 

elevated cellular repair/maintenance activities to promote lifespan. It might be 

thought that an excess of calories would provide ample energy for energy-

intensive maintenance functions, but growth signaling might shift cellular 

resources away from maintenance functions. From the hyperfunction theory 

perspective, limited nutrients would reduce inappropriate biosynthesis and 

cellular signaling with age to reduce cellular dysfunction, regardless of the 

cellular investment in maintenance functions 1. It is important to note that neither 

of these theories alone will necessarily account for all aspects of aging, and 

many points of the hyperfunction and somatic mutation theories of aging 

converge on similar hallmarks. Hyperfunction of critical pathways can lead to 

more cellular damage while certain mutations may lead to hyperfunction of 

critical age-associated pathways, and thus there is still a debate as to the true 

driver of aging in higher organisms.  

 

1.1.1.1. Primary sources of cellular damage and genomic instability  

Molecular damage associated with aging includes oxidative damage, genomic 

instability, chromatin changes that alter epigenetic regulation, and loss of 

proteostasis. While there is much controversy regarding the exact role ROS may 

have on the aging process, excessive damage to all macromolecules can occur 

due to ROS. ROS are generated as by-products of cellular respiration and other 

cellular processes. Many studies demonstrate increases in ROS and oxidative 



damage with age in multiple models and that decreasing ROS can increase 

lifespan 13,14. However, genetic manipulations to increase ROS production or 

overexpression of antioxidant defenses doesn’t always produce expected 

changes in lifespan, so the role ROS play in the aging process has been 

questioned 15–18. For example, certain studies have shown that deactivation of 

protective catalases, which break down hydrogen peroxide, can have lifespan 

extending effects in yeast although there is an increase in oxidative damage 19. 

Paradoxically as well, the shorter lifespans of mutant yeast deficient for 

mitochondrial superoxide dismutase is not the result of increases in oxidative 

damage19. Furthermore, long-lived naked mole rats have 10 times the lifespan of 

mice and rats yet have consistently higher levels of oxidative damage 20,21. In 

fact, while there is ample evidence that ROS can contribute to aging; a study 

involving C. elegans showed that elevated ROS levels actually extended 

lifespan, despite elevated oxidative damage levels were elevated, even with all 5 

sod genes removed 22,23. Similar results were also found in mice when care was 

taken in the genetic backgrounds, elevating antioxidant defenses (catalase, 

cytosolic Cu/ZnSOD, mt-MnSOD) still led to normal lifespans 24,25. This leads to 

the idea that mitochondrial ROS may not be a strong driver of aging under the 

“Somatic Mutation Theory of Aging”. If the appropriate ROS levels are 

maintained, where damage is limited, ROS may have a more important role in 

stress signaling pathways that promote lifespan. Coincidently, cells should be 

capable of dealing with the occasional rampant increase in ROS levels through 

antioxidant defense mechanisms. Thus the longstanding view that oxidative 



damage promotes the aging process is in need of re-evaluation, and it appears 

that ROS levels and mitochondrial health and biogenesis have a much more 

complex role in the aging process of cells.   

 

Genomic instability encompasses changes to nuclear and mitochondrial DNA, 

nuclear architecture, chromosomal rearrangements and translocations, telomere 

attrition, and genetic change due to incorporation of genetic material from 

viruses and mobile DNA elements 4. Many reports have documented that aging 

cells and tissues have increased genomic damage and genomic instability. Cells 

are under constant attack from endogenous and exogenous sources of DNA 

damage, so genomes are in a constant flux between damage and repair. 

Unrepaired or incorrectly repaired DNA damage can have severe downstream 

effects for the health of the cell and surrounding tissue. These downstream 

effects include phenotypic changes, apoptosis, cell-cycle arrest, senescence, 

malignancy, and the depletion of stem cell pools 26. Large scale chromosomal 

rearrangements or the simplest of point mutations have the propensity to cause 

abnormalities that left unrepaired can result in phenotypic changes or lead to 

apoptosis or senescence, further depleting the regenerative capacity for tissue 

repair 27,28. The amount of damage accrued per day is astonishing. For example, 

it is estimated that 50,000-200,000 apurinic/apyrimidic (AP) sites caused 

naturally or through repair mechanisms after damage by ROS and 20,000-

40,000 spontaneous DNA single-strand breaks (SSBs) occur daily in human 

cells, based on factors such as diet, age, and lifestyle 29. Accelerated-aging 



disorders known as progerias support genomic instability as a driver of aging. 

While these disorders, such as Werner Syndrome and Hutchinson’s-Gilford 

Progeroid Syndrome (HGPS), are classified as “accelerated aging diseases” it is 

important to note that only some characteristics of aging are accelerated in 

progerias. These disorders generally result from mutations in one of a small set 

of genes that play roles in DNA replication, DNA repair, and nuclear architecture, 

which lead to large-scale genomic instability and shortened lifespan in affected 

individuals. The LMNA gene codes for the lamin A protein that is part of the 

nuclear lamina, which has roles in tethering chromatin and genome 

maintenance, and mutations in LMNA that lead to a dominant negative form of 

the lamin A protein (progerin) result in HGPS. Progerin disrupts nuclear 

architecture and DNA repair, and general decline in genome maintenance by the 

nuclear lamina has also been implicated in the normal aging process 30,31. Cao 

et al. showed that telomere dysfunction during aging can cause an increase in 

progerin in aging fibroblasts, and lamin B1 levels, another lamin protein, have 

been shown to decrease in aging cells approaching senescence 32–35. 

Conversely, inhibiting progerin levels can help prevent age-onset disorders in 

progeroid mouse models 36,37. As the respiratory control centers, mitochondrial 

harbor extreme oxidative environments that can result in damage to mtDNA 

through the increased production of ROS. Additionally, mtDNA lack the 

protective properties of histones afforded to nuclear DNA. As a result mutations 

and damage to mitochondrial DNA is thought to contribute to the aging process 

38.  



 

The Hayflick limit is the maximum proliferative capacity of replicative cells, and 

results from the attrition of the protective caps on chromosomes known as 

telomeres 39. Human somatic cells lack the regenerative polymerase telomerase 

that is responsible for telomere maintenance and thus after each successive 

round of DNA replication, telomere length decreases in these cells. Telomere 

maintenance is known to influence the aging process in humans and mice, and 

ectopic expression of telomerase is enough to allow some cell types to replicate 

indefinitely 40. Additionally, there is evidence that telomere shortening is 

accelerated by mitochondrial dysfunction, potentially linking the damaging 

effects of ROS to telomere erosion 41,42. Telomeres are more prone to oxidative 

damage due to the high frequency of guanine triplets 42 and persistent single-

stranded or double-stranded breaks due to ROS may lead to premature 

senescence. Animal studies have elucidated a causal link between telomere 

loss and cellular senescence, and thus to a reduction in replicative regeneration 

during aging 43–46. More interestingly and quite recently, Boonekamp and 

colleagues demonstrated a strong relation between telomere length and 

mortality that further supports the role of telomeres in the aging process 47. 

 

Proper function and folding of proteins and degradation of old or misfolded 

proteins are essential for a cell to perform its intended duties. The accumulation 

of misfolded or non-functioning proteins has been linked to age-associated 

changes within cells 48. Late-onset degenerative diseases such as Alzheimer’s 



and Parkinson’s result from the aggregation of protein products. Chaperone 

proteins have important roles in protein folding, and studies have shown that 

there are declines in chaperone proteins during aging that can contribute to an 

imbalance in proteostasis. Conversely, overexpression of chaperone proteins in 

worms and flies has been shown to extend the longevity in these organisms 49,50. 

The activation of heat shock transcription factor HSF-1 in nematodes increases 

longevity and thermotolerance 51. Proper proteolytic recycling is the 

responsibility of two protein degradation systems, the autophagy-lysosome 

system and the ubiquitin-proteasome system, and both decline with age 52,53. 

Autophagy occurs within lysosomes to degrade old, damaged, defective, 

aggregate proteins and defective autophagy mechanisms are implicated to 

reduce lifespan 54. Work in aged rat livers showed a decline in autophagy and a 

subsequent increase in damage within these tissues 55. Rapamycin treatment 

increases lifespan in yeast, worms, and flies at least in part due to stimulation of 

autophagy, while stimulation of the mTOR signaling pathway represses it, but as 

of yet, this specific example of rapamycin inducing autophagy however has not 

been demonstrated in mammal models 52,56. The effects of CR also have 

implications on autophagy systems. CR-mediated longevity involves an 

upregulation of autophagy pathways in yeast, worms, and rat models 57,58. Other 

studies suggest important links between chaperone mediated autophagy and 

aging. In human fibroblast, instability of the lysosome autophagy mediated 

protein LAMP2a, a protein in the lysosome membrane, results in failure to 

transport tagged cargo to the lysosome due to instability of LAMP2a and not a 



reduction in transcription 54,59. In mice, overexpression of LAMP2a retards age-

associated declines in autophagy 52,53. Taken together, not only are properly 

functioning macromolecules necessary for normal lifespan but also their proper 

maintenance, recycling, and degradation in determining healthy lifespan.  

 

Chromatin and chromatin-associated proteins contribute to epigenetic gene 

regulation, and chromatin changes may influence the aging process. The basic 

structure of chromatin is the organization of DNA into nucleosomes. This is 

achieved by wrapping DNA around highly conserved histone octamer core 

proteins: H2A, H2B, H3, H4. These can be packaged further into highly complex 

and dense structures, all the way up to fully condensed chromosomes present 

during cell division. There are two types of chromatin: euchromatin and 

heterochromatin. Euchromatin is associated with transcriptionally active gene 

regions and has “open” epigenetic marks that make it accessible to the 

transcriptional machinery. Heterochromatin is typically associated with gene-

poor regions and “repressive” epigenetic marks 4. Silent regions of the genome 

typically are hypermethylated. Changes in methylation/acetylation patterns of 

histones or other chromatin-associated proteins have shown to be strong 

influencers of aging in mammalian cells 60. Many of these marks consist of 

posttranslational modifications of lysine residues in the N-terminal tails of core 

histone proteins. Specifically, increased histone H4K16 acetylation, H2K20 and 

H3K4 trimethylation, or decreased H3K9 methylation or H3K27 trimethylation 

are known age-related epigenetic marks, normally activating or repressing 



respectively 61,62. These chromatin-remodeling processes are controlled by a 

multitude of histone methylases, acetylases, demethylases, and DNA 

methyltransferase proteins. In mice, histone acetylation decreased while histone 

methylation increased in cochlea during aging 63. Mouse brains were shown to 

have high levels of deacetylation of H4K12 in the hippocampus in old tissues 

compared with younger tissue and this was correlated to a decline in cognitive 

abilities 64. Conversely, treatment with deacetylase inhibitors reversed the effect 

in aged mice.  

 

 Sir2, a well-studied NAD-dependent protein deacetylase for lysine residues on 

the amino-terminal tails of histones H3 and H4, has strong lifespan extending 

effects in yeast, worms, and flies. This established a role for the sirtuin family of 

deacetylases and ADP ribosyltransferases in the aging process 65,66. SIRT1, the 

mammalian homolog to the invertebrate Sir2, has not shown the same lifespan 

extending effects, but can improve genomic integrity and enhance metabolic 

activity in embryonic stem cells in mice 67,68. Mutant mice deficient in another 

mammalian sirtuin, SIRT6, did show signs of accelerated aging 69. In another 

study, it was shown that SIRT6 had a role in repressing heterochromatin 

regions, and that overexpression of SIRT6 could extend lifespan in vitro 70. 

Furthermore SIRT3 can improve replicative capacity in aged stem cells in mice 

71. So while the lifespan enhancing effects of the sirtuin family of proteins is 

more evident in invertebrates, at least three sirtuin proteins in mammals have 

age-related influences.   



 

Additional chromatin changes besides changes in posttranslational modifications 

of histones are associated with aging. Aged cells or pathological cells from 

primary dermal fibroblasts show diminished capacity for chromatin remodeling 

72. Also, heterochromatin loss or redistribution occurs with age. Overexpression 

of heterochromatin remodeling complexes in fruit flies resulted in enhanced 

longevity and a delay in certain age-associated dystrophies 73–75. A loss of 

histones in heterochromatic regions or decreases in histone proteins are known 

to occur in aging yeast, as well as some important histone chaperone proteins 

like Asf1 66,76. A loss of histone proteins has also been observed in senescent 

cells in human fibroblasts 77. Interestingly, heterochromatic regions of 

chromosomes associate with lamin proteins of the nuclear lamina. Association of 

heterochromatin with the nuclear lamina is altered with age 78. Silent 

heterochromatin regions become more transcriptionally active as they 

disassociate from the nuclear lamina during the aging process 79. Greater 

transcriptional activity in heterochromatin could result in elevated expression of 

mobile DNA elements, which are frequently present in heterochromatin. 

Activation of mobile DNA elements could then result in genomic instability. From 

a therapeutic perspective, epigenetic modifications are in theory reversible, and 

therefore might prove easier to correct than problems resulting from 

accumulation of mutations. Treatments with deacetylase inhibitors prevented 

memory impairment in mice and inhibition of histone acetyltransferases helped 

to promote lifespan in progeroid mice models. While the influences of chromatin 



remodeling is most likely much more complex in humans, age-related changes 

to chromatin in multiple invertebrate and mammalian systems supports the idea 

that chromatin structure has a strong influence on the aging process.  

 

Both the “Free Radical Theory and Somatic Mutation Theory of Aging” propose 

that accumulation of macromolecular damage drives aging. In contrast, the 

hyperfunction theory of aging proposes that inappropriate activities of cellular 

signaling pathways drive aging, and that macromolecular damage does not 

reach levels necessary to directly limit lifespan. In support of the hyperfunction 

theory, it has been argued that frequency of changes to the nuclear genome 

may be too low in somatic cells to cause aging 80. Some of the longevity 

promoting effects of CR do not correlate with decreased accumulation of 

genomic damage 81–83. It has already been noted that levels of oxidative damage 

are not always correlated with changes in lifespan. Furthermore, epigenetic and 

transcription profiles are known to change in aging populations. It could be 

argued that changes to one single gene in DNA maintenance or oxidative 

protection would be inefficient to rescue an aging phenotype alone 84,85. Instead 

it is the coordinated effort of multiple pathways and transcriptional changes that 

are needed to rescue an aging phenotype. Decreasing protein synthesis by 

reducing activity of growth signaling pathways has been shown to increase 

lifespan, and decreased protein translation could result in improved proteostasis 

and higher levels of recycling of cellular components via autophagy 

mechanisms. From the perspective of the “hyperfunction theory of aging”, 



damage to macromolecules is correlated with aging but not the primary driver of 

aging.   

 

1.1.1.2. Cellular level dysfunction during aging 

De-regulated nutrient signaling, mitochondrial dysfunction, increased cellular 

senescence, stem cell depletion, and altered cell-to-cell communication are 

hallmarks of aging that could be considered consequences of damage to 

macromolecules or that could be considered to be primary drivers of aging 

independent of accumulated damage. Intercellular nutrient signaling pathways 

involved in the somatotrophic axis are the most evolutionarily conserved age-

controlling pathway and affect multiple downstream targets that have conserved 

roles in aging 4. Insulin and insulin-like growth factor (IGF/IGF-1) enable 

mammalian cells to sense and respond to nutrient levels by activating 

transcription of genes responsible for promoting growth and development at the 

expense of potential increases in genomic damage. Inhibiting expression of 

these  



Figure 1.1. Unregulated nutrient signaling leads to cellular changes that influence aging 

Caloric restriction is known to promote lifespan (solid lines and “T” bars) by inducing proper 
mitochondrial function by limiting excessive ROS generation and stimulating the activation of 
mitochondria-specific autophagy pathways (mitophagy). Inhibition of nutrient signaling pathways 
also induces proper proteostasis. The upregulation of the unfolded protein response (UPR) to 
maintain protein folding, stimulating the recycling of cellular components via autophagy, or 
simple clearance of worn-out, aged, or aggregated cellular components in proteosomes 
promotes healthspan under CR. Nutrient signaling inhibition influences aging that is highly 
conserved among eukaryotes. In mammals, this is mediated mainly by inhibition (solid “T” bar) of 
target of rapamycin (mTOR) and growth hormone (GH)/insulin and insulin-like growth factor 
(IGF-1). Inhibition of these nutrient-signaling pathways results in upregulation of stress response 
transcription factors; including the forkhead family of transcription factors (FOXO), to induce 
transcription of stress response genes. In this manner the upregulation of stress response genes 
facilitates to protect the genome from age-dependent instability. In non-CR conditions (dashed 
lines and “T” bars), nutrient signaling is upregulated to promote rapid growth and development. 
This “hyperfunction” condition is believed to inhibit stress protective measures to proteostasis, 
genome maintenance, proper mitochondrial function and ROS generation to limit lifespan.  

 

pathways has been shown to retard aging at multiple levels. Downstream 

effectors that influence lifespan include the FOXO group of transcription factors 

in worms and flies, but the results in mice models are still unclear, although 



mouse FOXO1 is required for the tumor-suppressor effect of CR 86–88. However, 

mice knockouts to growth hormone receptor are longer-lived 89. Three other 

nutrient signaling pathways known to influence lifespan sense amino acid 

concentrations (mTOR), low energy status detected through high AMP levels 

(AMPK) or low NAD+ levels (sirtuins) 4. mTOR is present in mTORC1 and 

mTORC2 complexes, and its inhibition through mutations, CR, or treatment with 

rapamycin can extend longevity in yeast, worms, and flies. mTORC1 has 

multiple downstream effectors that increase synthesis of ribosomes, proteins, 

lipids, and nucleotides to promote growth (Figure 1.1)4,11. Low ATP conditions 

stimulate AMPK to inhibit mTORC1, while low NAD+ levels can stimulate SIRT1 

to deacetylate multiple targets in response to metabolic and exogenous and 

endogenous stresses. A few examples such as PPARα coactivator 1α(PGC-1α), 

NF-κB, and Ku70 acetylation are involved in responses to increase 

mitochondrial gluconeogenesis, decrease inflammation, and stimulate DNA 

repair after SIRT1 mediated acetylation respectively 11,90. SIRT1 deficient mice 

develop insulin resistance and isolated mitochondria from these samples have 

reduced respiratory function and increase levels of ROS 91. The main role 

sirtuins play in nutrient signaling in mammalian aging remains incomplete as 

overexpression of SIRT1 in mice does not extend lifespan under normal diet 

conditions, but treatment with resveratrol in high-fat diet fed mice may increase 

lifespan due to upregulation of SIRT1 92,93. Thus, it appears sirtuins can provide 

protective roles during aging only under stressed conditions in mammals. 

Overall, factors that increase nutrient signaling accelerate aging, while factors 



that work to limit nutrient signaling promote healthy aging potentially by 

activating stress-response pathways to prevent excessive damage (Figure 1.1).   

 

Mitochondrial dysfunction can have profound impacts on the redox potential of 

cells, energy status, and cellular signaling, so it could contribute to aging in 

multiple ways. Evidence suggests that impaired mitochondrial function without 

increasing ROS levels in mice is more detrimental to lifespan than simply an 

increase in ROS 4. Accumulating mutations to mtDNA, membrane potential 

deficiencies, oxidative damage to the respiratory chain, and defective 

mitochondrial autophagy are thought to have a role in mitochondrial decline.  

Severe mitochondrial dysfunction has a negative influence on aging, but recent 

evidence suggests that mild mitochondrial stress may actually be beneficial to 

the cell 11. Mild stress is thought to trigger a hormetic response in mitochondria, 

known as mitohormesis, that is believed to help contribute to healthy aging 

through stimulation of mitochondrial stress responses as seen in worms 94,95. 

Also, it is becoming apparent that stress-induced increases in ROS can activate 

signaling pathways to promote cell survival and proliferation 96. Increases in 

ROS beyond a certain threshold are still thought to be detrimental to cells, 

though 97. SIRT1 in mammals can promote healthy aging by regulating 

mitochondrial biogenesis through the transcriptional coactivator 1α(PGC-1α) and 

autophagy to remove defective mitochondria 4,98,99. These examples illustrate 

some of the complexities that mitochondria may contribute to aging.  

 



The ability to replace damaged or old cells is essential for tissues to remain 

functional, and the proliferative nature of stem cell pools is responsible for this 

activity. Therefore, impaired renewal of stem cell pools can contribute to aging.  

For example, studies in mice have demonstrated that the replicative capacity of 

hematopoietic stem cells (HSCs) is reduced with age 100. There is also evidence 

that telomere shortening is responsible for stem cell decline 101,102. Interestingly, 

excessive stem cell proliferation is detrimental to the aging process and can lead 

to premature exhaustion of stem cell pools contributing to premature aging. Thus 

it appears that stem cell pools require specific signals that prevent excessive 

proliferation but retain proper regenerative properties to maintain normal aging.   

 

Cellular senescence was initially described as permanent exit from the cell cycle 

due to erosion of telomeres, but we now know that additional factors can cause 

cells to become senescent. While senescence is thought to be a protective 

measure against tumorigenesis and the proliferation of cancerous cells, the 

premature and or continuous exit of many cells into a senescent state is thought 

to lead to a progressive decline in tissue function that can contribute to aging 103. 

While the anti-cancer protective effect from the removal of damaged or 

potentially oncogenic cells is beneficial to the overall health of tissues, 

senescent cells are now known to still be actively secreting proinflammation 

cytokines and matrix metalloproteinases 4. This acquired phenotype increases 

inflammation of the surrounding tissues and can recruit neighboring cells to 

enter a senescent state. Thus, increased senescence in cellular tissues can 



contribute to aging phenotypes. The best-studied inflammatory response 

pathway to influence aging involves nuclear factor kappa beta (NF-κB). 

Overexpression of NF-κB is known to promote aging and its inhibition is shown 

to rejuvenate aged skin tissue in mice, and can reverse some signs of premature 

aging in progeroid mouse models 104–106. Interestingly it appears that sirtuins can 

also help to regulate the inflammatory pathway involved with NF-κB. 

Deacetylation of NF-κB histones and subunits by SIRT1, SIRT2, and SIRT6 can 

down-regulate the inflammatory response 107–109. Thus, inflammation appears to 

influence the aging process in such a way that is not only intrinsic to one cell, but 

potentially can alter the fate of neighboring cell and tissue types.   

 

The main focus in current research is still determining what the main drivers of 

aging are. “The free radical and somatic theories of aging” postulate that 

macromolecular damage drives cellular dysfunction by altering cell signaling, 

inflammation, stem cell renewal, and other cellular processes to limit lifespan. 

“The hyperfunction theory of aging” postulates that macromolecular damage 

never reaches a critical point to directly limit lifespan. Rather the activities of 

signaling pathways beneficial for development and reproduction early in life 

directly lead to cellular dysfunction later in life. There are numerous challenges 

still awaiting our discovery but it is hopeful that new technologies will aid in the 

development of potential therapeutics to combat pathologies of advancing age, 

or at a minimum increase our knowledge of the complex biological mechanisms 

that can influence the aging process. 



1.2. Do mobile DNA elements contribute to aging? 

While the above information serves to identify factors that are known to influence 

the aging process, other aspects of cellular life are proving to have an influence 

on the aging process. Interestingly, known factors of genetic change like mobile 

DNA elements have been implicated in the aging process and could have 

“hyperfunction-type” impacts on the aging process of cells (Maxwell, Burhans, & 

Curcio, 2011; St. Laurent, Hammell, & McCaffrey, 2010; Wood & Helfand, 2013). 

While much is known of the genotoxic nature of mobile DNA elements, the 

complex relationship of mobile DNA to its host is still not well understood. For 

example, are there other factors into the dynamic nature of mobile DNA 

elements that contribute to the aging process? Does hyperfunction of these 

elements or the increasing numbers of elements have a role in the longevity of a 

cell? The role mobile DNA elements have in interacting with some of the above-

mentioned hallmarks of aging is an interesting prospect that has not been 

explored in detail.   

 

Endogenous mobile DNA elements (transposons) have been shown to cause 

DNA damage, mutations and chromosomal rearrangements to destabilize 

genomes 110. Found in the genomes of many organisms, the specific manner by 

which mobile elements destabilize genomes is not well understood. Mobile DNA 

elements alter genomes by excising from one location and inserting into a new 

location, or some types of mobile DNA elements copy themselves out of the 

genome and insert into new locations elsewhere. Mobile elements that copy out 



of the genome increase their copy number in that genome. Two different 

perspectives on the genetic variation caused by mobile DNA are that it can be 

beneficial to evolution of populations and that it is primarily detrimental to 

genomic instability. Activation of many mobile DNA elements in response to 

stress could result in random genetic variants within populations that could 

promote survival of those populations during times of stress. Mobile DNA 

transposition in the germ-line results in inherited mutations, but transposition can 

also occur in somatic tissues. Found in all kingdoms of life, the exact beneficial 

(evolutionary) or detrimental (genotoxic) roles these elements play in cell 

function and survival is gaining attention as more is being learned about their 

regulation and impact on host genomes.  

 

1.2.1. The diverse nature of mobile DNA elements 

Many types of mobile elements exist with diverse replication strategies. These 

fall into two different classes: DNA transposons and retrotransposons, and 

retrotransposons can be divided into long terminal repeat (LTR) or non-LTR 

elements. Examples of DNA transposons include the bacterial Tn5 and Tn7 

transposons, Drosophila melanogaster P elements, and Caenorhabditis elegans 

Tc1 transposons. Examples of LTR retrotransposons include Tnt1 in tobacco 

plants, the Ty family of retroelements in Saccharomyces cerevisiae, Tf1 and Tf2 

in Schizosaccharomyces pombe, and the gypsy element in Drosophila. The 

human genome is composed of approximately 45% mobile DNA elements 111. 

DNA transposons, LTR retrotransposons, and non-LTR retrotransposons 



represent approximately 3%, 8%, and 34% of the human genome, respectively. 

The most common mammalian non-LTR retrotransposons are the long 

interspersed nuclear element-1 (LINE-1 or L1) and short interspersed nuclear 

elements (SINE)/Alu elements. The L1 element is the only autonomously active 

mobile DNA element in the human genome. L1 constitutes approximately 17% 

of the human genome, and while most of these thousands of copies are 

defective, there are about 100 active copies per genome 111–113. The mouse 

genome also contains autonomously active MusD and intracisternal A-particle 

(IAP) elements, which are LTR retrotransposons. Non-autonomous SINE/Alu 

elements can be mobilized by L1-encoded proteins, and human Alu and SINE-

R-VNTR-Alu (SVA) SINE elements are the only other mobile DNA elements 

known to be actively mobilized in the human genome.  

 

DNA transposons like bacterial Tn5 and Tn7 transpose in a “cut and paste” 

fashion. They are excised out of their initial genomic locations and insert into 

new regions of the genome, without duplication of the elements. This occurs via 

a coded transposase enzyme that will bind and excise the inverted terminal 

repeats of the element and then will cleave a target site in a new location of the 

genome to integrate the transposon. Transposase generates staggered ends at 

the cleavage site that when repaired lead to target site duplications (TSDs) of 

about 4-8 base pairs flanking the transposon 114. While DNA transposons are 

active in a variety of species, they are not active within human genomes and 

have not been associated with aging.   



 

LTR retrotransposons contain two long-terminal repeats that flank the coding 

region. The 5’-LTR contains a promoter region that is recognized by host RNA 

polymerase II 114. LTR retrotransposons replicate via a “copy out, paste in” 

mechanism that involves reverse transcription of an mRNA transcript into a 

complementary DNA (cDNA) molecule. LTR retrotransposons code for Gag and 

Gag-Pol or Gag-Pro-Pol fusion proteins that carry out retrotransposition. Gag 

forms a cytoplasmic virus-like particle (VLP) within which the element mRNA, a 

tRNA primer for reverse transcription, and fusion protein are packaged. 

Proteolytic processing of Gag and the fusion protein by Pro or a domain of Pol 

(for Gag-Pol fusion proteins) matures the VLP and allows the reverse 

transcriptase activity of Pol to generate a cDNA copy of the mRNA. Upon 

completion of reverse transcription, the cDNA is transported into the nucleus in a 

complex with the Pol integrase domain through a mechanism that is not fully 

defined. In the nucleus, integrase inserts the cDNA into a genomic site or the 

cDNA can replace existing retrotransposon copies through homologous 

recombination. LTR retrotransposition differs little from retrovirus replication, 

except that LTR retroelements lack the envelope (env) gene required for 

retroviruses to bud from cells and be infectious 115. Unlike DNA transposons, 

retrotransposons are capable of increasing their copy number within the 

genome.   

 



Non-LTR retrotransposons also increase their copy number within genomes by a 

similar “copy out, paste in” mechanism. However, non-LTR retrotransposition 

does not include a VLP intermediate step and instead involves a target-primed 

reverse transcription (TPRT) mechanism. These elements frequently code for 

two proteins, one with nucleic acid binding and chaperone activities and a 

second with endonuclease and reverse transcriptase activities. The proteins 

form a complex with the element RNA and the complex then associates with a 

genomic target site. The endonuclease domain of the second protein cleaves 

one DNA strand at a target site in the genome, with different elements showing 

different sequence preferences, resulting in a 3’-OH overhang that can serve to 

initiate reverse transcription of the element RNA. The endonuclease then 

cleaves at a staggered site on the second DNA strand, providing a 3’-OH to 

prime second-strand DNA synthesis and resulting in target site duplications. 

Second-strand synthesis and the final steps of retrotransposition are still not well 

understood.  

 

Mobile DNA elements belong to a broad range of different classes and exhibit 

diverse mechanisms to remain mobile in host genomes. The consequences of 

such mobility events have attracted the attention of researchers in many fields. 

By attempting to understand when, why, and how mobile DNA elements 

integrate into new genomic regions, we can better understand their role in 

genomes. 



1.2.2. Levels of mobility, regulation, and consequences of retrotransposon 

genomic change 

1.2.2.1. Retrotransposons are mobile in eukaryotic genomes 

It has been proposed that most transposition is absent in eukaryotic genomes 

but that view has been recently challenged as more studies continue to find on-

going retromobility 116. LTR retrotransposons are quite prolific in yeast, 

Drosophila, and mouse genomes, and it is stated that approximately 10-12% of 

sporadic mutations in the mouse are due to LTR retrotransposition events 117. 

While LTR retrotransposons are mobile in many eukaryotes, they are not mobile 

in human genomes although they account for ~8-9% of the genome 111. Human 

genomes contain LTR retrotransposons known as endogenous retroviruses 

(ERVs), but they are all defective due to deletions and mutations 118. On the 

contrary, non-LTR retrotransposons are active and more abundant in the human 

genome. Human L1 non-LTR elements are autonomously mobile, and their 

protein products also mobilize the non-autonomous human SINE elements Alu 

and SVA. Although it is difficult to calculate the relative rate of retrotransposition 

with current technologies, it is thought that Alu elements have a new insertion in 

about every 20 births, making it the most active element in humans, with 1 in a 

100 and 1 in 900 for L1 and SVA respectively 112,119,120. It has been shown that 

the protein products from the two coding regions of L1 (ORF1 & ORF2) are 

capable of processing cellular mRNAs. Processed genes lacking a promoter 

generated by L1 proteins are known as pseudogenes, and those that have 

functional capabilities are termed retrogenes 121.  



1.2.2.2. Retrotransposition can result in changes that lead to disease 

The consequences of mammalian L1 retrotransposition are profound and the 

100 active copies still account for approximately 1/1000 of spontaneous 

mutations to cause disease in human populations 122,123. The most 

straightforward effect occurs when L1 elements insert into the coding region of 

genes, disrupting their function directly.  Exon skipping or mis-splicing of genes 

can occur due to insertions into intronic regions of genes 124. Gene expression 

can be altered by premature polyadenylation of gene transcripts when intronic 

L1 insertions are present, due to adenosine rich regions of L1. Gene expression 

can also be altered due to the presence of nearby L1 transcriptional control 

sequences 125. L1 can mobilize genomic 3’-flanking sequences during a 

retrotransposition event, via L1-mediated transduction. The ability of L1 to 

mediate such events could have profound impacts on genome arrangements 

such as exon shuffling and or the creation of new genes. A retrotransposition 

event in owl monkeys resulted in insertion of a cyclophilin A cDNA into the 

TRIM5-α locus that led to production of a TRIM5- α-cyclophilin A fusion protein 

that confers HIV resistance 126. L1 can contribute to gross chromosomal 

rearrangements when homologous recombination occurs between L1 

sequences at non-allelic sites. L1 sequences have also been shown to insert via 

an endonuclease-independent mechanism, filling in gaps in DNA present 

because of genomic damage or DNA repair activities. The two protein products 

of L1 (ORF1 & ORF2) are capable of reverse transcribing cellular mRNAs to 

integrate cDNA copies of genes lacking their transcriptional control sequences, 



to produce pseudogenes 121. Occasionally these sequences are expressed from 

promoters at the insertion site and produce proteins, forming mammalian 

retrogenes. There are approximately 8,000-15,000 processed pseudogenes in 

the human genome 127–129. To date, however, there are no human diseases 

attributed to processed pseudogenes, although there is a disease-causing 

pseudogene in 19 specific dog breeds 130. Replication of L1 is initiated and 

completed at site, potentially having adverse effects to genome integrity at the 

site of retrotransposition. For example the endonuclease activity of ORF2 protein 

initially results in multiple cuts in the genomic DNA before the actual site for 

TPRT is determined 114,131. These nicks, including double-strand breaks (DSBs) 

are highly mutagenic and if left unrepaired can result in increases in 

senescence, apoptosis, or cancer 131,132. These additional cut sites must be 

repaired and can occasionally result in transversion or transition mutations, or in 

extreme cases simply repaired via non-homologous end joining (NHEJ) resulting 

in loss of DNA nucleotides 116.  

 

Reports of non-LTR retrotransposon insertion polymorphisms in different human 

genomes and over 100 disease-causing insertions offer evidence of 

retrotransposition in the human germline 112. L1 is expressed in rodent and 

human germline cells, germline mobility have been observed in transgenic mice 

with engineered L1 elements, and human oocytes are permissive for 

retrotransposition of an engineered L1 element 133. It is estimated that 0.3% of 

all disease-causing mutations are caused by mobile DNA elements in 



humans122,134. Recent evidence has also shown that retrotransposition can 

occur in mammalian somatic tissues. Retromobility in somatic tissue won’t harm 

further generations but may contribute to genomic instability and be detrimental 

to the host organism. Somatic cell retrotransposition is shown to occur quite 

frequently in neurons and tumors, but can be in induced in vitro in multiple 

tissues through ectopic expression of elements on plasmid-based vectors. 

Occasionally new insertions are found within coding regions, although this is 

quite rare. A few examples of somatic retrotransposition of L1 have been found 

in cancers. One such case was a mutagenic L1 insertion into the APC gene that 

led to colon cancer in a particular individual 135. The surrounding tissue lacked 

the same mutagenesis, and this served as a basis for classifying the insertion as 

a somatic event. Similarly, Iskow et al., found nine de novo somatic L1 insertions 

in six of 20 non small-cell lung cancers that were not found in the surrounding 

healthy tissue 136. For unknown reasons, human and mouse neurological tissue 

exhibit high levels of L1 retrotransposition compared with other tissues. 

Quantitative PCR experiments showed increased insertions in post-mortem 

brain tissue over heart and liver tissue from the same individual 137. Engineered 

L1 elements retrotranspose in rat neuronal progenitor cells, human embryonic 

stem cell derived neural progenitor cells, and in human fetal derived neural 

progenitor cells 137,138. It is thought that retrotransposition may contribute to the 

plasticity inherent in neuronal development in the brain, but direct evidence for 

this has not been reported. Regardless, it is evident that retrotransposition is not 



restricted to solely the germline but in fact there can be mobility in somatic cells 

as well.  

 

1.2.2.3. Regulation and changes in expression of retrotransposons 

Host cells have many mechanisms that help to limit retrotransposition and its 

genotoxic effects. Epigenetic changes via DNA methylation, histone 

modifications, and the activity of chromatin modeling complexes are known to 

regulate retrotransposition 114,139–141. Genome-wide searches have documented 

that most mobile DNA elements are found within non-coding regions of the 

genome, namely within heterochromatin and are usually heavily silenced 78. 

Regulation through DNA methylation is supported by increased 

retrotransposition in MeCP2 (methyl-CpG-binding protein 2) knockout mice 

neuronal cells, as well as increased L1 genomic copy number in Rett syndrome 

patients that have MeCP2 mutations 142. Additionally, many species have RNAi 

machinery to block rampant retrotransposition 143–146. The resulting mechanism 

of RNAi on retrotransposons is an exciting area of research. Two mechanisms 

work to limit retrotransposition under RNAi but function in a similar manner: 

small-interfering RNA (siRNA) and PIWI-interacting RNA (piRNA). siRNA 

interferes blocks retrotransposition post-transcritionally after double-stranded 

RNA species coded from the retroelement are detected. Dicer processing 

protein degrades dsRNA into short single stranded 21-24 nucleotide sequences 

that can be loaded onto Argonaute processing proteins to form RNA-inducing 

silencing complexes (RISC) that cleave retroelement mRNA sequences 143. 



RISC is then free to bind to newly transcribed retroelement mRNA, leading to 

degradation and effectively blocking retromobility post-transcriptionally. piRNA 

processing happens in a similar manner and is reserved for the germ-line 144. 

Long genomic sequences that may contain retroelement sequences are 

processed into short 24-35 nucleotide anti-sense piRNAs by Argonaute 

subfamily of proteins (PIWI clade of proteins) to bind to retroelement mRNA 

sequences. The endonuclease activity of PIWI proteins produces sense-strand 

sequences that associate with Argonaute 3 protein, and the cycle can repeat 

after these sequences can bind to piRNA transcripts to be processed once more 

to generate complementary piRNA complexes 114. With age however the 

efficiency of these complexes is known to decrease, leading to changes in the 

silencing profile and increases in expression of retrotransposons 114.  

 

While many mobile elements reside in transcriptionally silenced regions of the 

genome, recent evidence points to important links between chromatin and 

mobile DNA elements. Since replicative senescence is now considered a major 

driver of mammalian aging 103, changes to chromatin and therefore the “opening” 

of once repressed mobile DNA elements could have profound impacts on 

cellular processes. Four main mechanisms have been considered as to how 

age-dependent changes in chromatin structure could alter retroelement 

expression and mobility. First, chromatin silencing factors can be relocated to 

other parts of the genome, opening up transcriptionally repressed regions 

normally silent in young cells. An example of this is the redistribution of SIR 



complexes in yeast away from telomeres and towards rDNA sequences as cells 

age 147. The mammalian longevity protein SIRT6 was shown to be a powerful 

suppressor of L1 mobility by regulating repressive chromatin marks at L1 5’ 

untranslated regions, and loss of SIRT6 binding with age led to increased L1 

expression in human cells and mouse tissues 70. Second, an overall decrease in 

histone acetylation and methylation, and a decrease in DNA methylation at 

promoters with age in mammals at some transposable elements has been 

observed 148–150. Third, the spatial organization of chromatin within the nucleus 

can change with age. As the majority of heterochromatin is located and tethered 

to the nuclear lamina, changes to this architecture with age may induce these 

regions to become transcriptionally active 78. Since many retrotransposons are 

located within heterochromatin, this is another potential avenue to induce 

mobility. Interestingly, the efficiency of homologous recombination (HR) 

increases in yeast when repetitive regions are in close proximity to each other, 

and localization of repetitive regions (i.e. telomeres, centromeres) to the 

periphery of the nucleus can prevent genomic instability due to non-allelic HR 

between repetitive sequences 151. It is then interesting to speculate that 

repetitive elements such as retrotransposons could pose the same problem for 

cells if the spatial organization of heterochromatin to the nuclear lamina 

changes. With age however the efficiency of these chromatin-regulating 

complexes is known to decrease, leading to changes in the silencing profile and 

increases in expression of retrotransposons. Lastly, changes to RNAi 

mechanisms decline in function resulting in derepression of retroelements. As an 



increase in retroelement transcripts are no longer being degraded by RNAi 

machinery, this can lead to a global increase in the retroelements available for 

insertion. 

 

1.2.2.4. Retrotransposons are mobilized by endogenous and exogenous 

sources of stress 

With many mechanisms in place to help restrict or regulate retroelements, 

certain factors are known to increase the frequency of mobility of these 

elements. Both DNA damage and oxidative stresses like ROS increase the 

frequency of retroelements 152–154. While it is not well understood as to why 

activation of retroelements occurs under these conditions, these stresses are 

associated with aging and increased retromobility could help to fuel greater 

genomic instability (Figure 1.2). L1 can be activated in human genomes by a 

variety of stresses including gamma-radiation and metabolic oxidative stress 

152,155,156. As oxidative stress has been associated with aging and can drive 

certain pathologies such as tumor progression and neurodegenerative disorders, 

understanding how L1 is activated in humans is of particular interest. The 

activation of L1 by certain stressors is context-dependent and it has been 

suggested that changes to the regulatory mechanisms that inhibit mobility must 

be altered 157. Stress activation of retroelements may have developed in 

response for the need to adapt during environmental changes. 



Figure 1.2. Genome changes associated with retromobility and the potential outcomes 

Activation of retroelements can be stimulated by stress, damage to cells, and age-dependent 
changes to the genome structure that can lead to potential retrotransposon-dependent genome 
altering consequences (top). Retroelement mobility and insertions can destabilize the genome to 
promote irreparable DNA damage and decreases in tissue regenerative capacity, leading to 
aging and disease (bottom right). Normal age-mediated genomic changes can stimulate 
retrotransposon activation initiating a “vicious cycle” of retromobility (middle). The same 
mechanisms that promote instability can also accelerate the evolutionary process by influencing 
gene expression changes and genetic variability, promoting adaptation during times of stress 
(bottom left).  

 

Activation of retroelements in response to stress may have beneficial outcomes. 

Changes in gene expression or stimulation of pathways that normally restrict 

retrotransposons might sometimes have beneficial changes in cells (Figure 1.2). 

In S. cerevisiae, Ty5 was shown to change its preference for insertion from 

regions of heterochromatin to coding regions under low nitrogen conditions 158. 

Survival promoting advantages to changes in retromobility are also evident in S. 



pombe retroelements Tf1 where 95% of insertions are near ORFs 159. Activation 

of this element by stress and the frequency of insertion near coding regions, 

suggests a mechanism in which mobility can help to improve survival under 

environmental stress 114,160. While it is easy to see how simpler organisms 

growing in a population could benefit from this adaptation, it is more difficult to 

rationalize the added benefit in somatic tissues of a higher organism. In fact 

there are not many reports of an adaptive benefit to retromobility in mammals. 

Retromobility in development is context and stage specific, and is in part 

regulated by changes to heterochromatin where repetitive elements reside. 

Fadloun et al. demonstrated using mice L1 models that different classes of 

retroelements are more or less active at different times post-fertilization prior to 

implantation of the embryo. This corresponded to changes in histone 

modifications resulting in atypical heterochromatin configurations 161. While 

changes to chromatin structure are known to allow increase in retromobility, 

increased retroelement activity early in development may be a remnant artifact 

to increase genome plasticity that has evolved into mammalian genomes. 

Another context in which retroelements can lead to greater plasticity in genomes 

is in neuronal tissues. Neuronal somatic tissues are permissive for 

retrotransposition 137. It is hypothesized that somatic retroelement insertions lead 

to greater diversity in the genomes of neurons that have implications on gene 

expression and function in these tissues 162. While this thought is still only 

speculative and independent of stress activation, it does suggest that L1 

retromobility can have a positive and functional value during development in 



mammalian tissues (Figure 1.2). Understanding the consequences of stress-

induced retromobility will aid in the understanding of how retroelements can lead 

to genetic diversity. 

 

Some studies have found relationships between retrotransposon mobility and 

aging. While the activation of retrotransposons can be stimulated by ROS and 

DNA damage, the direct role for retroelement-mediated aging remains unknown 

although there is evidence to support such a role. Recent studies have shown 

that retromobility is increased during aging in yeast, Drosophila, and there are 

correlations between retromobility and aging in mammals 116,153,163. A functional 

decline in neuronal processes in fruit fly brains correlated with increased 

transposition in these tissues. Additionally, this group showed that compromising 

RNAi pathways, through use of Drosophila with Argonaute 2 (Ago2) mutations, 

increased transposition frequency and led to a correlative decline in brain 

function 164. There also appears to be a relationship between cellular 

senescence, an aging phenotype, and the increased expression of 

retroelements. Expression of Alu elements increased in human adult stem cells 

as they became senescent, and suppression of Alu elements in the senescent 

stem cells allowed them to return to a self-renewing state 165. Chromatin 

containing retrotransposon sequences (and other repetitive sequences) was 

observed to become more open in human senescent cells, leading to elevated 

L1 RNA levels and genomic L1 copy number increases, supporting mobilization 

in senescent cells. Inhibiting degradation of Alu transcripts by a Dicer1 knockout 



led to increase expression of Alu in retinal-pigmented epithelial cells, resulting in 

further disease progression of Geographical atrophy in these tissues 166. Defects 

to miRNA processing have been shown to occur in aged mice tissues and this 

deregulation of miRNA is implicated in allowing increased retromobility in cancer 

tissues 167. These examples, in multiple experimental models, provide a link 

between changes in retroelement regulation and aging. This is consistent with 

the notion that uncontrolled expression of retroelements may contribute to aging.  

 

1.3. Saccharomyces cerevisiae as a model for investigating the 

influence of retrotransposons on aging  

1.3.1. Saccharomyces cerevisiae has been instrumental for aging research 

The experimental advantage of working with yeast and conservation of cellular 

pathways and processes influencing aging have made yeast an important 

organism for studying the aging process. There are two commonly used aging 

models in S. cerevisiae: chronological aging and replicative aging. Chronological 

aging (chronological lifespan-CLS) is characterized by the loss of viability of non-

dividing cells after exhausting a carbon source in stationary phase, while 

replicative aging (replicative lifespan-RLS) is monitored by the number of times a 

mother cell can continue to divide, representative of aging of post-mitotic and 

mitotically active cells, respectively 168. Mother cells do not divide continuously, 

much like human stem cells, and generally cease replication after about 20-25 

replication cycles during RLS. During division damaged macromolecules are 

asymmetrically retained in mother cells that reset lifespan in daughter cells and 



mutations affecting this phenomenon such as bud6Δ mutations abrogate the 

reset in daughter cells, suggesting that the accumulation of damaged molecules 

is in some part responsible for aging in yeast.  

 

Changes in epigenetic marks, nutrient availability and signaling, mitochondrial 

homeostasis, and genomic instability influence the aging process in yeast. 

Deletions of SIR2, which encodes a protein deacetylase that is the single yeast 

sirtuin, decrease RLS and overexpression increases RLS 66. SIR2 does not 

influence yeast CLS in the same manner. Although yeast cells are fungi, they 

share many homologous pathways with humans and other mammals. Caloric 

restriction (CR) has been shown to increase lifespan in many well-studied 

eukaryotic organisms and even in non-human primates, making it one of the 

most conserved mechanisms involved in the aging process. In yeast RLS and 

CLS, nutrient signaling is modulated by multiple cellular factors in both aging 

models and decreases in caloric intake promote lifespan. The main influencers 

of nutrient signaling regulation in yeast are TOR/Sch9 and Ras/AC/PKA 169. 

Yeast tor1Δ, sch9Δ, and ras2Δ mutants with inhibited growth signaling all have 

extended lifespan, and decreases in TOR and ribosomal S6 kinase (homologue 

of yeast Sch9) signaling can increase lifespan in nematodes, fruit flies, and 

mice, suggesting parallels in longevity pathways in these organisms 168. TOR 

signaling during times of ample nutrients leads cells through the cell cycle, 

increases translation of mRNA and biogenesis, while inhibiting autophagy and 

stress response pathways, all modulators of yeast aging. On the other hand, 



during times of nutrient unavailability or by inactivation of TOR, growth and 

translational biogenesis is inhibited while there is an increased activation of 

stress responses and autophagy 170. Interestingly this applies to yeast RLS and 

CLS. More specifically, the TOR/Sch9 pathway can promote aging in all major 

model organisms while inhibition of Ras, AC, and PKA are shown to extend the 

lifespan in mice 171,172. Elevated levels of mRNA translation are thought to affect 

RLS in yeast. This in part is due to TOR/PKA/Sch9 signaling, as mRNA 

translation decreases when these pathways are inhibited. While poorly 

understood, influences on the mitochondrial retrograde response can alter Sir2 

responses in the formation of rDNA circles that results in instability 169. In the 

CLS model in yeast, TOR/Sch9/Ras converge on Rim15 during times of ample 

nutrients. In times of nutrient depletion, these pathways are inhibited which 

elevates Rim15 response to activate stress-responsive transcription factors to 

promote CLS. This response is coupled with an increase in mitochondrial 

respiration and membrane potential leading to a differential response in 

mitochondria function implicated in adaptive ROS signaling and growth 

response. While these examples are reserved to the yeast aging model, Sir2 

overexpression, TOR-inhibition, Sch9/Akt, and PKA have been conserved 

longevity mechanisms in worms and flies and have helped elucidate 

mechanisms of nutrient signaling in mammals and humans 168.  

 

Genomic instability is also associated with yeast aging. Much of what is known 

about the DNA damage response to double-stranded breaks (DSB) and 



replication fork stalling has been determined using yeast, since proteins involved 

in the DNA damage response are highly conserved from yeast to humans. 

Examples include yeast Mec1 and Tel1 kinases that activate signaling pathways 

to mediate DSB repair and restart of replication forks, which are homologous to 

mammalian ATR and ATM, respectively.  

 

1.3.2. Saccharomyces cerevisiae has active LTR-retrotransposons 

Saccharomyces cerevisiae harbors five different families of LTR 

retrotransposons Ty1, Ty2, Ty3, Ty4, and Ty5 with Ty1 being the most abundant 

and well studied in S. cerevisiae 173–175. As with other LTR retroelements, Ty1 

replicates via a similar “copy out, paste in” mechanism (Figure 1.3). Full-length 

Ty1 elements are 5.9 kilobase pairs in length and include 334 base pair (bp) 

LTR sequences (delta sequences) at their flanks that begin and end in 

dinucleotide inverted repeats that are well conserved among other retroelements 

(5’-TG CA-3’). Solo LTR sequences can be found throughout the genome, 

remnants of LTR-LTR recombination events that lead to the loss of the main 

element sequence. The internal region of Ty1 contains open-reading frames 

(ORFs) required for successful replication: GAG, coding for the protein that 

forms the VLP, and POL, coding for conserved enzymatic domains: protease 

(PR), reverse transcriptase (RT), RNase (RH),  



Figure 1.3. Ty1 retrotransposition in Saccharomyces cerevisiae 

The LTR retrotransposon Ty1 in yeast is the most active of the five Ty retroelements. As with all 
LTR retroelements, translation of retroelement transcripts produces a structural proteins (GAG) 
resulting in the formation of a VLP (virus-like particle) where reverse transcription of retroelement 
mRNA into cDNA occurs using a retroelement-coded reverse transcriptase (RT) enzyme. cDNA 
products are then carried across the nuclear membrane by integrase (IN) for integration into new 
genomic sites or recombination with pre-existing elements. 

 

and integrase (IN). Following transcription of Ty1, which begins in the 5’ LTR 

and ends in the 3’ LTR, the newly synthesized mRNA is exported out of the 

nucleus where translation and assembly of VLPs occurs. Translation of the 

proper ratio of Gag to Pol is regulated by a +1 frameshifting mechanism that 

results in translation of only Gag or a Gag-Pol fusion protein. This frameshift is 

important for Ty1 retrotransposition to occur as experimental evidence shows 

that hsx1 mutants that don’t produce a rare tRNA-Arg (CCU) or spe1/spe2 



mutants with polyamine deficiency alter frameshifting and greatly reduce Ty1 

retrotransposition 175. Posttranslational processing of Gag (p49) and Gag-Pol 

(p199) proteins occurs after their translation by the encoded PR. A 45kD protein 

is formed from the cleavage of Gag-p49 and constitutes the majority of the 

incorporated Gag protein in VLPs. Similarly, Gag-Pol-p199 cleavage also occurs 

to activate the enzymatic domains of Pol (protease, integrase, and reverse 

transcriptase/RNase H). Mature VLPs house Gag and Pol proteins, Ty1 mRNA, 

methionine tRNA to initiate reverse transcription, and probably other unknown 

factors related to Ty1 mobility 175.  It is within mature VLPs that reverse 

transcription can take place.   

 

Ty1 cDNA synthesis is a complex process that involves two strand exchanges 

and the coordinated catalytic processing of RNA/DNA hybrids and full-length 

cDNA elements via RT and RH. cDNA synthesis begins when the methionine 

tRNA anneals to a primer binding site (PBS) adjacent to 5’-LTR sequences on 

the mRNA, allowing minus strand synthesis of cDNA in the 5’ direction. Once 

synthesis reaches the end of the mRNA, RH recognizes and degrades the 

resultant RNA/DNA hybrid, which allows the cDNA strand to anneal to redundant 

sequences in the 3’ end of Ty1 mRNA to complete minus-strand synthesis in the 

5’ direction. This long RNA/DNA hybrid product is once again the target of RNA 

degradation by RH, except for two polypurine residue tracts (GGGTGGTA) 175. 

These purine rich regions prime plus-strand synthesis of the 3’ end of the 

element, after which the second strand exchange occurs, resulting in the plus-



strand product annealing to redundant sequences at the 5’-end of the cDNA 

molecule. Plus-strand synthesis is completed along the full-length cDNA 

molecule generating a new sequence ready for integration 175. Newly 

synthesized Ty1 cDNA can be directly integrated by IN into new sites within the 

yeast genome or can replace pre-existing elements through homologous 

recombination. IN binds the free LTR ends of a cDNA molecule to form a pre-

integration complex (PIC). Formation of the PIC results in nuclear localization 

through a mechanism that is not yet defined. IN cleaves a target site, generating 

5’ overhangs that are joined to 3’-OH groups at each end of the cDNA. The 

cellular repair machinery must then repair one strand at each end of the 

insertion, generating TSDs, and completing insertion of the Ty1 element.  

Occasionally, insertions occur within pre-existing elements resulting in multiple 

tandem repeats. These most often result in the disruption of the coding 

sequences of the existing element. Integration deficient Ty1 elements 

demonstrate a 70% increase in homologous recombination (HR)-mediated 

events that result in tandem Ty1 repeats, indicating that HR involving Ty1 

elements could involve multiple copies of Ty1 and potentially contribute to 

genomic instability 175.  

 

1.3.3. Saccharomyces cerevisiae has mechanisms to inhibit rampant Ty1 

mobility   

Interestingly, Ty1 mRNA can account for 0.1-8% of the total number of 

transcripts in haploid strains of yeast cells, yet rates of retrotransposition remain 



quite low at 10-3-10-7 per element per cell generation 176. This indicates that 

there is strong posttranscriptional or posttranslational inhibition of 

retrotransposition. It has been shown in yeast that many Ty1 regulators have 

conserved roles in genome maintenance.  Mutations to RTT genes (regulators of 

Ty1 transposition genes), several of which are orthologs to human retroviral 

restriction factors, increase Ty1 mobility up to 111-fold 115,177,178. Such genes 

include members of the RAD52 epistasis group, normally involved in DNA 

recombination and repair functions in both yeast and humans, and yeast 

Ku70/Ku80, involved in DSB repair and telomere maintenance in yeast and 

humans. The ability of such genes to inhibit retrotransposition at 

posttranslational steps suggests that genomes have evolved mechanisms to 

decrease the damaging effects retrotransposition can pose to overall genomic 

integrity.  

 

Higher organisms regulate retroelements through chromatin modifications, DNA 

methylation, RNAi, and other mechanisms.  DNA methylation and RNAi are 

absent in S. cerevisiae 114. However, S. cerevisiae do demonstrate 

transcriptional control in the form of copy number dependent silencing, and 

posttranscriptional control through antisense RNA (asRNA) transcripts that 

inhibit Ty1 protein levels, processing, and activity in VLPs during replication 

114,179,180. Previous studies have demonstrated that S. cerevisiae cells harboring 

fewer elements have far higher retrotransposition rates, and mobility is reduced 

as the number of retroelements increases, indicating that Ty1 is operating under 



a ‘copy number control’ (CNC) mechanism 181.  CNC is thought to have 

developed to limit damage due to Ty1 retrotransposition as cells acquired new 

Ty1 elements after rounds of retromobility.  Cosuppression at the DNA level has 

been shown to inhibit Ty1 mobility through a mechanism that is distinct from 

cosuppression found in plants, but that is not fully defined 179,181. What is 

apparent is that cosuppression at the transcriptional level begins as copy 

number increases, requires the native Ty1 promoter, and exists within either an 

“on” or “off” state 179. Cosuppression can also occur posttranscriptionally since 

cDNA levels have been shown to decrease as copy number increased, even 

though mRNA levels remained high 175. Ty1 asRNA transcripts produced from 

an antisense Ty1 promoter increase in number as copy number increases to 

induce CNC 180,182. These asRNA species are approximately 0.5-1kbp in length 

and hybridize to the 5’-end of GAG but not POL regions of Ty1 180. The 

expression of these asRNAs has been shown to inhibit Ty1 mobility 

posttranslationally by associating with VLPs and in a mechanism independent of 

Ty1 mRNA interaction 183.  

 

Ty1 frequently inserts at genomic sites where retrotransposition is thought to 

result in minimal consequences, which may reflect selection for Ty1 preferences 

or cellular regulation that reduce consequences of retrotransposition on cellular 

fitness. Ty1 and other yeast retroelements have preferred insertion sites 

upstream of tRNA (RNA Pol III-transcribed) genes, within rDNA regions, and 

within heterochromatic regions at telomeres and hidden mating type (HM) loci 



173. Over 90% of all Ty1 insertions occur upstream of tRNA genes, and only 

approximately 2-5% into ORFs 184,185. This preference for non-coding regions 

may have allowed Ty1 to persist and remain mobile within the genome. 

However, when Ty1 insertions occur outside the preferred sites of targeting, 

integration has the propensity to alter expression of neighboring genes. 

Inactivating mutations can occur when Ty1 integrates between the coding region 

of a gene and its natural promoter or directly into the coding region of a gene. 

Activating mutations occur when upstream insertions cause genes to be placed 

under transcriptional control of Ty1. Ty1 has an insertional bias for regularly 

spaced nucleosomes flanking tRNA genes or ORFs, so insertions near genes 

can frequently alter normal promoter activity 186.  

 

1.3.4. Yeast as a model for retrotransposition in aging 

While L1 elements are non-LTR type retrotransposons and yeast Ty1 elements 

are LTR retrotransposons, both are associated with the same types of genomic 

changes. Ty1, like L1, can act as an insertional mutagen 173. Multiple Ty1 copies 

and remnant LTRs in the genome can facilitate chromosomal rearrangements to 

destabilize the genome, as do non-allelic copies of mammalian retrotransposons 

187. Both Ty1 and L1 cDNA can also be captured at sites of DNA repair, and both 

Ty1 and L1 retroelements can produce pseudogenes and retrogenes via reverse 

transcription of cellular mRNA 121,188–190. Ty1 insertions can alter patterns of 

gene expression, and L1 and mouse IAP element insertions upstream of genes 

can have a profound impact on gene expression 112. Some of these gene 



expression changes result in truncated transcripts that can alter gene function 

and create oncogenic responses 191,192. These shared characteristics of Ty1 and 

L1 retrotransposons make Ty1 a useful model for investigating the influence of 

retrotransposons on cell function and survival during aging. 

 

Therefore it is conceivable that yeast would serve as an appropriate models for 

investigating the influence retrotransposons have on genomic integrity and 

aging. Retrotransposition is much easier to quantify and investigate in yeast than 

in humans or mammalian models, such as mice. Many studies in human cells or 

mice have relied on quantitative PCR to analyze retrotransposon copy number 

increases to infer increased mobility. In yeast, a his3AI reporter system has 

been used extensively to quantify Ty1 mobility frequencies from a single 

chromosomal element. Activation of the reporter gene after completion of 

retrotransposition provides a direct assay for new insertions. Yeast also enables 

study of endogenous retrotransposons at normal genomic positions, whereas 

many studies directly testing retrotransposition in mammalian models make use 

of plasmid-based elements. Results from such studies may be confounded by 

the fact that these elements are not at normal locations of retrotransposons in 

the genome. In addition, the relative ease to quantify retromobility events and 

create various mutations within strains to observe the consequences of such 

mutations during experimentation enable yeast to be an attractive model in 

aging investigations. Usefully, it is also possible to work with a strain of 

Saccharomyces paradoxus that lacks endogenous retroelements, specifically 



yeast Ty1. Since it is impossible to work with retroelement-less human cell lines, 

this species is experimentally advantageous for retrotransposition copy number-

based studies. A previous study showed that high Ty1 copy number strains can 

selectively out compete cellular strains with fewer elements 193. This hints at the 

possibility of a selective advantage of multiple copies in the genome, but how 

this mechanism operates specifically is still unclear. It is possible that CNC may 

limit Ty1 mobility and further destructive genomic instability in a copy number 

dependent manner, yet be activating during times of stress to convey selective 

advantage in particular variants within a population. This type of study would be 

impossible to perform in most other models. 

  

While it is clear that human retroelements like L1 and yeast Ty1 

retrotransposons can influence genomes in a similar ways, some questions 

related to retrotransposon mobility and regulation during aging are better suited 

for study using Ty1 as a model. Two comprehensive aging models (RLS and 

CLS) that represent actively dividing and non-dividing cells in human tissues, 

respectively, facilitate the ease by which aging research can be conducted. The 

many similarities that yeast share with humans, the ease to genetically 

manipulate and quantify retromobility events makes yeast an even more 

attractive model. Since many eukaryotic genomes are composed of mobile DNA 

elements, using this strong model we wished to investigate the role multiple 

endogenous copies have on chronological aging. Taking advantage of a S. 

paradoxus lab strain devoid of Ty1 elements, we were able to successfully 



introduce Ty1 elements back into the genome to create strains with zero, low, 

and high Ty1 copy strains. Using these genetic backgrounds we could directly 

observe how retroelement copy number could influence CLS and how that 

potentially could be interpreted from a human aging perspective. From this 

starting point we wanted to ask the questions: Do differences in copy number 

result in greater genomic instability from de novo mobility events or other 

genomic changes? Is it possible that Ty1 expression, or overexpression of Ty1 

components has similar consequences for L1 in human genomes? It is 

interesting to speculate that using yeast Ty1 model systems could potentially 

uncover some novel host factors that regulate retromobility not yet discovered in 

mammals. Potential mechanisms that limit L1 mobility in a similar fashion like 

CNC in yeast, or other unknown contributions of L1-based biology come to mind. 

Therefore, yeast models systems may prove to be beneficial in elucidating some 

of the unknown mechanisms retroelements may have on aging genomes that 

cannot be conducted in human tissues. This may result in the discovery of new, 

novel and complex relationships between host and retroelements that have not 

yet been considered.   

 

 

 

 

 

 

 

 
 



Chapter 2   

2. EXTENSION OF SACCHAROMYCES PARADOXUS 

CHRONOLOGICAL LIFESPAN BY RETROTRANSPOSONS IN 

CERTAIN MEDIA CONDITIONS IS ASSOCIATED WITH 

CHANGES IN REACTIVE OXYGEN SPECIES 

2.1. Introduction 

Retrotransposons are mobile DNA elements that replicate through reverse 

transcription of an RNA intermediate and are known to be capable of promoting 

genome instability 194. Retrotransposon sequences can comprise up to 30-80% 

of eukaryotic genomes, and cells commonly inhibit retrotransposon expression 

and mobility through use of repressive chromatin marks and/or 

posttranscriptional silencing mechanisms 146. Changes in chromatin and genome 

instability are observed with aging, and recent work is demonstrating that the 

regulation and mobility of retrotransposons also changes during aging 78,195. 

Increased expression of retrotransposons with age has been observed in 

gonads of C. elegans, brains of Drosophila melanogaster, somatic tissues in 

mice, normal human cells grown ex vivo, and in yeast mother cells 

165,196,163,197,198. Increased mobility of retrotransposons has been detected at late 

stages of Saccharomyces cerevisiae chronological lifespan and in brains of 
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aged D. melanogaster 163,153. Inhibition of elevated Alu retrotransposon 

expression during senescence of normal human cells grown ex vivo reversed 

senescence phenotypes 165. Exploring the relationship between 

retrotransposons and aging might provide additional insights into the aging 

process. 

 

Retrotransposons have been hypothesized to provide an evolutionary advantage 

through increased genetic variation at the cost of reduced lifespan due to 

genome instability 116. Complementary DNA (cDNA) generated by reverse 

transcription of retrotransposon RNA is integrated into the genome during 

retrotransposition, producing genetic variation and potentially mutating genes 

199. Nearly 100 disease-causing alleles resulting from retrotransposon insertions 

in humans have been characterized 200. Retrotransposons can produce DNA 

double-strand breaks, even in the absence of successful retrotransposition 201. 

Some retrotransposons, such as the mammalian L1 element and yeast Ty1 

element, are frequently present at sites of chromosome rearrangements and can 

produce retrotransposed copies of gene transcripts 115,121,187,202–206. Furthermore, 

mammalian L1 elements and yeast Ty1 elements are both activated by 

increased reactive oxygen species (ROS) and DNA damage 199,155,154,156, which 

are stresses associated with aging 13,207. However, the potential role of 

retrotransposons and the genome instability they cause in aging has not yet 

been well investigated. 

 



The Saccharomyces research model offers a unique opportunity to address the 

potential contribution of retrotransposons to aging. S. cerevisiae has five families 

of long terminal repeat (LTR) retrotransposons, Ty1-Ty5, and Ty1 is an 

abundant and active retrotransposon in this yeast 199. LTR retrotransposons are 

also referred to as extrachromosomally primed (EP) retrotransposons, since 

they code for a protein that forms a cytoplasmic virus-like particle in which the 

retrotransposon RNA is packaged and reverse transcribed by an element-

encoded reverse transcriptase prior to integration into a genomic site 199. 

Saccharomyces paradoxus is a very closely related species to S. cerevisiae, 

and a strain of S. paradoxus has been reported to completely lack sequences 

from the coding regions of Ty retrotransposons 208. This is an exceptional 

system, since the multi-copy nature of retrotransposons typically prevents the 

generation of populations of a species that do not have retrotransposons. Gains 

and losses of Ty1 elements and regulation by a copy-number-control 

mechanism have been examined following insertion of defined numbers of 

genomic Ty1 elements into this Ty-less S. paradoxus strain 174. Copy-number-

control results in reduced Ty1 mobility when many copies of Ty1 are present in 

the genome, but high Ty1 mobility when only one or a few Ty1 elements are 

present in the genome. Similarities in regulation by cellular stresses and 

influences on genome instability between Ty1 and mammalian retrotransposons 

make Ty1 a good model element for investigating the contribution of 

retrotransposons to a complex phenotype, such as aging 199,154,156. 

 



Two aging models have been used in yeast to obtain information relevant to 

aging in diverse species. Yeast replicative lifespan is the number of times a 

mother cell can divide to produce a daughter cell, while chronological lifespan is 

the length of time that cells remain viable in a non-dividing state in nutrient-

depleted medium 169. Yeast lifespan can be altered by the activity of 

evolutionarily conserved growth signaling pathways, such as the TOR kinase 

pathway, mitochondrial function, proteasome function, sirtuin gene function, 

levels of autophagy, dietary restriction, and oxidative stress, among other 

processes and gene functions 168,169. Many of these processes and homologous 

pathways also regulate aging in other eukaryotes 168,169. Facile genetic 

approaches and short lifespan have made yeast an efficient system for 

identifying and characterizing these aging-associated gene/pathway functions. 

 

As associations between retrotransposons and aging continue to be identified, it 

becomes important to find approaches to test for any direct influence of 

retrotransposons on aging. We used the Ty-less S. paradoxus strain to 

determine whether the presence and mobility of Ty1 elements in the genome 

would reduce yeast chronological lifespan by comparing strains with zero, one to 

three, or approximately 20 genomic copies of Ty1. Lifespan data did not support 

this hypothesis, but surprisingly, we found that strains with high Ty1 copy 

number had extended lifespan when cells were grown either in synthetic 

medium or in rich medium in the presence of a low dose of the ribonucleotide 

reductase inhibitor hydroxyurea. Hydroxyurea can stimulate Ty1 mobility and 



causes DNA replication stress, and replication stress has been correlated with 

reduced yeast chronological lifespan 177,209,210. However, lifespan extension in 

high Ty1 copy number strains did not appear to be due to high retrotransposition 

levels or substantial differences in DNA replication stress. Rather, lifespan 

extension was correlated with changes in ROS accumulation. These results 

identify a novel role for retrotransposons in promoting lifespan that may uncover 

additional associations between retrotransposons and ROS production or 

signaling. 

 

2.2. Results 

We used a plasmid to introduce copies of a Ty1 retrotransposon into the 

genome of a Ty-less lab strain of S. paradoxus 181,208 to address the impact of 

retrotransposons on yeast chronological lifespan. Conditions to induce Ty1 

mobility were varied to obtain strains with different Ty1 copy numbers, and the 

approximate Ty1 copy number in clonal populations was determined through 

quantitative PCR. We grouped the strains with one to three genomic Ty1 

insertions as low copy strains and the strains with approximately 20 genomic 

Ty1 insertions as high copy strains, since Ty1 mobility is restricted through a 

copy-number-control mechanism 181 and the initial expectation was that Ty1 

mobility would be correlated with any observed influence on chronological 

lifespan. Four different low copy strains and four different high copy strains were 

used for this work to reduce the possibility that lifespan changes would simply be 

due to a particular Ty1 insertion or pattern of Ty1 insertions that directly altered 



expression or function of a gene regulating lifespan. To confirm the presence of 

independent insertions, genomic DNA from these strains was digested 

separately with two restriction enzymes to produce fragments containing 

sequences from the 3’ end of Ty1 and flanking genomic DNA. A Southern blot of 

these samples hybridized with a probe to the 3’ end of Ty1 demonstrated that 

different fragment sizes were present in different low or high copy strains with no 

distinct fragments common to all low or all high Ty1 copy strains (Figure 2.1). 

Low copy strains had one to three fragments, and high copy strains had over ten 

distinct fragments. This indicates that each low or high Ty1 copy strain harbors 

insertions at different genomic sites, so a consistent change in lifespan for all 

low Ty1 copy strains or for all high Ty1 copy strains would likely be a general 

phenotype of a low or high copy strain. 



 

Figure 2.1. Individual low and high Ty1 copy strains have distinct Ty1 insertions 

The diagram at the top depicts a Ty1 element as a black box bounded by narrow taller boxes 
(long terminal repeats) and flanked by genomic DNA sequences (double lines). Relative 
positions of sites for the restriction enzymes PvuII (P) and SphI (S) are indicated and the 
question marks indicate that the distance to the nearest flanking site is variable for each 
insertion. The light gray box shows the relative position of the probe and dotted lines indicate the 
restriction fragments detected by the probe. Below the diagram is a Southern blot of genomic 
DNA digested with PvuII or SphI from the zero copy, “Z”, four low copy, “Low”, and four high 
copy, “High”, Ty1 strains probed for 3’ Ty1-flanking DNA restriction fragments. Positions of 
selected size standards in kilobase pairs, “kbp”, are indicated to the left of the blot image.    
 

Strains were grown and aged in rich medium (YPD) at 20˚ to determine 

chronological lifespan (CLS) so that Ty1 would be able to actively retrotranspose 

211,212. Note that growth at 20˚ can substantially lengthen CLS compared to 

standard growth at 30˚ 153. The number of days required for populations to reach 

50% and 10% viability were calculated as representations of median (50%) and 

maximum (10%) lifespans to facilitate comparisons between multiple strains and 



replicate trials. The mean days to 50% and 10% viability for the zero Ty1 copy 

parent strain were 15.1 and 18.6, respectively, and there was no significant 

difference in lifespan between the zero, low, or high Ty1 copy number strains in 

YPD (Figures 2.2A and 2.2B).  

 

We considered that it might be necessary to stress cells to detect an influence of 

Ty1 on lifespan, since various stresses induce retromobility and a number of 

stresses can also influence lifespan 11,146,199. Increased DNA replication stress 

has been correlated with decreased yeast CLS 209,210, so we repeated CLS 

experiments in YPD medium with a low concentration (30 mM) of the 

ribonucleotide reductase inhibitor hydroxyurea (HU). This concentration of HU 

led to a 30-40% increase in the doubling time of all strains (Table 1), but did not 

decrease viability when cells first reached stationary phase. Unexpectedly, 

chronic exposure to HU significantly increased the median lifespan of the zero 

Ty1 copy strain by 28% to 19.3 days (p<0.05) and the maximum lifespan by 

37% to 25.4 days (p<0.01, Figures 2.2C and 2.2D). Significant increases were 

also observed for the median lifespan of the low Ty1 copy strains (p<0.05) and 

both the median and maximum lifespans of the high Ty1 copy strains (p<0.01, 

Figure 2.2D). Since growth signaling is known to influence yeast lifespan 169, the 

slower growth of these strains in HU could be at least partly  



Figure 2.2. High Ty1 copy strains have extended lifespan in the presence of hydroxyurea 

(A) Representative chronological lifespan experiment in YPD medium using triplicate cultures of 
the zero Ty1 copy parent strain, one low Ty1 copy strain, and one high Ty1 copy strain. (B) 
Mean ± standard deviation of median chronological lifespan (days to 50% viability) and 
maximum chronological lifespan (days to 10% viability) in YPD medium for the zero Ty1 copy 
strain (blue columns), four low Ty1 copy strains (light purple columns), and four high Ty1 copy 
strains (orange columns) from five to nine independent trials. (C) Representative chronological 
lifespan experiment in YPD + 30 mM hydroxyurea using triplicate cultures of the zero Ty1 copy 
strain, one low Ty1 copy strain, and one high Ty1 copy strain. (D) Mean ± standard deviation of 
median chronological lifespan (days to 50% viability) and maximum chronological lifespan (days 
to 10% viability) in YPD + 30 mM hydroxyurea medium for the zero Ty1 copy parent strain (blue 
columns), four low Ty1 copy strains (light purple columns), and four high Ty1 copy strains 
(orange columns) from nine to twelve independent trials. Significant differences are indicated 
with asterisks: “*” = p<0.05, “**” = p<0.01. 
 

responsible for this lifespan extension. There was no significant difference in 

CLS between zero Ty1 copy and low Ty1 copy strains in HU. Surprisingly, 

median and maximum lifespans of high Ty1 copy strains were significantly 

extended by 22% and 59%, respectively, in YPD medium with HU compared to 



the zero copy strain (Figure 2.2D). Cell doubling times of the high Ty1 copy 

strains were not significantly different from the parent zero copy strain in YPD 

medium with HU (Table 1), indicating that a difference in growth rate is unlikely 

to be the reason for the lifespan extension. 

 
 
Table 1. High Ty1 copy strains have a slightly slower growth rate in rich medium than the 

zero Ty1 copy strain. 

Strain (Ty1 copy 
number) 

Trials Doubling time in 
YPDa 

Trials Doubling time in YPD 
+ 30 mM 

Hydroxyureaa 
Zero 6 3.8 ± 0.2 7 5.2 ± 0.3 
Low 6 3.9 ± 0.2 6 5.0 ± 0.3 
High 8 4.0 ± 0.2* 8 5.5 ± 0.4 

Triplicate cultures were grown at 20˚C for each trial, and a total of four low Ty1 copy and four 
high Ty1 copy strains were tested. 
a Mean ± standard deviation in hours. 
* p<0.05 versus zero Ty1 copy strain in same medium. 
 

2.2.1. Increased lifespan of high Ty1 copy strains grown in medium with 

HU is not correlated with Ty1 retrotransposition 

Since Ty1 mobility did not appear to negatively influence CLS, relative Ty1 

retrotransposition levels were examined to confirm that low Ty1 copy strains had 

higher levels of retrotransposition and high Ty1 copy strains had lower levels of 

retrotransposition, due to restriction of retrotransposition by a copy-number-

control mechanism 181. We assayed for Ty1 integration events upstream of 5S 

rRNA genes by PCR (Figure 2.3A), since Ty1 elements are known to frequently 

integrate upstream of genes transcribed by RNA polymerase III 213. The 

expected PCR result is a ladder of products representing different sites of Ty1 

insertions relative to a 5S rRNA gene in different subpopulations of cells in a 

given culture. The yield of PCR products was greatly reduced using DNA 



templates prepared from cells grown in the presence of phosphonoformic acid, a 

reverse transcriptase inhibitor, demonstrating that the products resulted from 

new retrotransposition events (Figure 2.3A). Relative Ty1 integration levels were 

compared by normalizing the total signal intensities of all integration products for 

each template to the signal intensity of a PCR product for a single-copy gene, 

and then using that normalized value for one high Ty1 copy strain to normalize 

all other integration PCR values. Low Ty1 copy strains had approximately 10- to 

40-fold higher Ty1 integration levels using this assay than the reference high 

Ty1 copy strain, and integration levels in other high copy strains ranged from 

0.5- to 4-fold the value of the reference strain (Figure 2.3B). These results 

indicate that copy number control is occurring in these strains. 



 

Figure 2.3. Ty1 mobility is elevated in low Ty1 copy strains and in the presence of 
hydroxyurea. 

(A) Representative pairs of ethidium bromide-stained agarose gel images showing Ty1 
integration PCR products (upper panel of each pair) obtained after 31 and 34 cycles from the 
same template or single copy gene control product obtained after 17 and 19 or 20 and 22 cycles 
from the same template (upper “control” and lower “control” images, respectively). Results in the 
upper pair of images are for the zero Ty1 copy parent strain, “Z”, three low Ty1 copy strains, “L”, 
and two high Ty1 copy strains, “H”. Results in the lower pair of images are for two low Ty1 copy 
strains grown in the absence, “no PFA”, or presence, “+ PFA”, of 200 µg/ml phosphonoformic 
acid to inhibit Ty1 reverse transcriptase. The positions of one kilobase pair and two kilobase pair 



markers are indicated (“1” and “2”). (B) A comparison of the relative yield of Ty1 integration PCR 
products from two to three independent trials using a reference high Ty1 copy strain, “Ref”, three 
low Ty1 copy strains, “Low copy”, and three additional high Ty1 copy strains, “High copy”. 
Columns indicate mean ± standard deviation. The symbol “*” indicates p<0.05 for the means of 
low versus high Ty1 copy strains. (C) Frequencies of forming His+ prototrophs as a measure of 
Ty1 mobility in two low Ty1 copy, “Low copy”, and one high Ty1 copy, “High copy”, strains 
harboring a chromosomal Ty1his3AI element grown in the absence, “YPD”, or presence of two 
different concentrations of hydroxyurea, “30mM HU” and “100mM HU”. Columns indicate mean ± 
standard deviation for three trials per strain per condition, the symbol “*” indicates p<0.05, and 
the symbol “n.s.” indicates no significant difference. (D) Representative results of Ty1 integration 
PCR following growth of cells in YPD medium with 30 mM HU, as described for (A), and control 
product was obtained after 20 and 22 cycles of PCR. (E) The median and maximum lifespans for 
zero copy Ty1 strains harboring a control plasmid (blue columns) or a Ty1 plasmid (orange 
columns) grown in YPD + 30 mM hydroxyurea + 200 µg/ml G418 are shown as the mean ± 
standard deviation of three trials. (F) Median, “50% viability”, and maximum, “10% viability”, 
lifespans for zero Ty1 copy (blue columns) and high Ty1 copy (orange columns) strains grown at 
30˚ in YPD medium without or with 30 mM hydroxyurea, “YPD” or “YPD + HU”, respectively. 
Data are mean ± standard deviation from three trials for the zero copy strain and four trials for 
the high copy strains. The symbol “*” indicates p<0.05 for maximum lifespans of zero compared 
to high Ty1 copy strains in YPD + HU, and the symbol “**” indicates p<0.01 for lifespans in YPD 
compared to those in YPD + HU. 
 

The influence of HU on Ty1 retromobility in low and high copy strains was 

compared using the his3AI retromobility indicator gene 176. Ty1 retromobility 

frequencies in two low copy strains harboring only a single genomic Ty1his3AI 

element and a high Ty1 copy strain with a single genomic Ty1his3AI were 

measured as the frequencies with which cells became His+ prototrophs. HU was 

reported to activate Ty1 retromobility in a dose-dependent manner in an S. 

cerevisiae lab strain harboring Ty1his3AI 177, which would be comparable to the 

high Ty1 copy strain with Ty1his3AI in the current study. Treatment with 30 mM 

HU increased Ty1his3AI retromobility approximately 4- or 11-fold in the two low 

copy strains and approximately 12-fold in the high Ty1 copy strain (Figure 2.3C). 

Increasing the HU concentration to 100 mM led to a marginal, but not significant, 

further increase in mobility for the low copy strains. The substantially higher 

mobility in the single-copy strains compared to the high Ty1 copy strain again 

verified Ty1 regulation through copy number control (Figure 2.3C). Furthermore, 



integration upstream of 5S rRNA genes was still observed with HU treatment, 

indicating that Ty1 insertion preferences were not grossly altered in response to 

HU (Figure 2.3D). These results indicate that lifespan extension in high Ty1 copy 

strains in the presence of HU occurs in the context of moderate levels of Ty1 

mobility, and higher levels of retromobility in low Ty1 copy strains do not 

negatively influence CLS in rich medium with or without HU. 

 

A high-copy plasmid with a Ty1 element under the control of a galactose-

inducible promoter was introduced into the zero Ty1 copy strain to test whether 

the presence of many Ty1 DNA sequences in the nucleus of cells would 

somehow extend lifespan in the presence of HU. Strains with the Ty1 plasmid or 

a control plasmid were grown and aged in rich medium with HU and an 

antibiotic, G418, to maintain the plasmids. Glucose medium was used to repress 

the galactose-inducible promoter and thereby minimize expression of the Ty1 

element. PCR with DNA extracts from early and late time points during aging 

confirmed the presence of the plasmid throughout aging (data not shown). No 

significant differences in median or maximum lifespan were identified between 

strains with the control plasmid or the Ty1 plasmid (Figure 2.3E). Therefore, the 

presence of Ty1 sequences on a high-copy plasmid is not enough to reproduce 

the phenotype of high Ty1 copy strains grown in YPD with HU. 

 

Ty1 mobility is inhibited at 30˚, as previously noted, which is largely due to 

reduced Ty1 protein levels and reduced proteolytic processing of Ty1 Gag-Pol 

fusion protein by Ty1 protease 212. The lack of Gag-Pol processing inhibits 



reverse transcription, but Ty1 transcription is not altered at high temperature 212. 

Earlier work also demonstrated that Ty1 transcripts are abundant in cells grown 

at 30˚ 214. We therefore aged zero and high Ty1 copy strains at 30˚ in the 

presence and absence of HU to determine whether Ty1 protein expression and 

processing were required for lifespan extension. Incubation at 30˚ significantly 

decreased lifespan for all strains compared to incubation at 20˚ (p<0.005), as 

expected (Figures 2.2B, 2.2D, and 2.3F). No significant differences in lifespan 

between strains were noted during aging in YPD medium alone, and lifespans of 

all strains were significantly extended when HU was added to the medium 

(p<0.001, Figure 2.3F). High Ty1 copy strains no longer had extended median 

lifespan relative to the zero copy strain when incubated at 30˚ in YPD with HU 

(Figure 2.3F). Maximum lifespan was still significantly extended, but the relative 

extension was significantly reduced from 59% at 20˚ to 16% at 30˚ (p<0.01, 

Figures 2.2D and 2.3F). These results indicate that the presence and/or 

functions of Ty1 proteins may contribute to lifespan extension in HU. 

 

2.2.2. Extension of lifespan in high Ty1 copy strains does not appear to 

result from substantial differences in DNA replication stress 

between zero and high Ty1 copy strains 

A negative correlation has previously been reported between treatments and 

mutations that alter yeast CLS and levels of DNA replication stress 209. This 

negative correlation was established in part by examining the ability of yeast 

cells to correctly arrest in G1 stage of the cell cycle when they reach stationary 



phase through DNA content analysis 209. The possibility that high Ty1 copy 

strains lived longer in HU medium due to improved arrest in G1 during the 

transition to stationary phase was examined through use of a fluorescent DNA 

stain and flow cytometry. Nearly all cells for both zero and high Ty1 copy strains 

had G1 DNA content when grown in YPD medium for three days, and there was 

little change in this profile at day seven (Figure 2.4A). Growth in YPD with 30 

mM HU caused a pronounced increase in the fluorescence intensities of cell 

populations at day three, indicative of many cells in S and G2 stages, but this 

effect was diminished by day seven as cells began to return to a G1 DNA 

content (Figure 2.4A). DNA content profiles for the zero and high Ty1 copy 

strains were very similar in the presence of HU at both time points (Figure 2.4A), 

and we did not observe consistent or substantial differences in profiles in 

multiple experiments. Therefore, lifespan extension in high Ty1 copy strains 

does not seem to be due to substantially improved arrest in G1 during stationary 

phase in the presence of HU.  



 

Figure 2.4. Differences in replication stress are unlikely to fully explain the lifespan 
extension in high Ty1 copy strains. 

(A) Representative histograms from flow cytometry using propidium iodide (PI) to determine 
DNA content of two replicates of the parent zero Ty1 copy strain, “Zero copy”, and two different 
high Ty1 copy strains, “High copy”. Cells were analyzed after three, “Day 3”, or seven, “Day 7”, 
days of growth in rich medium without or with 30 mM hydroxyurea, “YPD” or “YPD + HU”, 
respectively. Each panel for Day 3 has the same x-axis scale, and each panel for Day 7 has the 
same x-axis scale. An orange vertical line on the “YPD + HU” panels indicates the average 
position of the peak signal from the corresponding set of “YPD” graphs to facilitate comparisons. 
(B) Mean ± standard deviation of median, “50% viability”, and maximum, “10% viability”, 
lifespans for the zero Ty1 copy strain (blue columns) and three high Ty1 copy strains (orange 
columns) grown in rich medium with an excess of threonine and without or with 30 mM 
hydroxyurea, “Thr” or “Thr + HU”, respectively. Data are from three trials, and “*” indicates 
p<0.05 comparing high Ty1 copy strains grown without or with HU and maximum lifespans of 
zero and high Ty1 copy strains in Thr + HU. 
 



We further investigated the potential relationship between HU-induced DNA 

replication stress and lifespan extension by high Ty1 copy number by growing 

and aging cells in the presence of excess threonine. S. cerevisiae cells deficient 

for threonine biosynthesis genes, such as THR1, show increased sensitivity to 

HU, which can be suppressed by growing cells with an excess of threonine 215. A 

metabolic pathway involving threonine has been proposed to buffer dNTP levels 

in the presence of HU or when other means are used to inhibit ribonucleotide 

reductase activity 215. Also, thr1∆ mutants have been reported to have 

decreased CLS, which can be suppressed by overexpression of the 

ribonucleotide reductase subunit gene RNR1, and excess threonine can 

suppress the shortened CLS of cells experiencing replication stress due to high 

glucose 210. Strains were grown and aged in rich medium with four times the 

normal concentration of threonine to determine whether buffering dNTP levels 

would result in more similar lifespans for zero and high Ty1 copy strains in the 

presence of HU. The maximum lifespan of high Ty1 copy strains was still 

significantly longer by approximately 37% compared to the parent strain in the 

presence of both excess threonine and HU, which was not significantly different 

from the lifespan extension originally observed in rich medium and HU without 

threonine (Figures 2.2D and 2.4B). The difference in median lifespan between 

zero and high Ty1 copy strains in medium with threonine and HU was not 

significant, though. Two additional aspects of these data are noteworthy. First, 

HU still extended lifespan of all strains in the presence of excess threonine 

(compare Thr vs. Thr + HU in Figure 2.4B), but the increase was not quite 



significant for the zero copy strain. Second, the median and maximum CLS of 

both zero and high Ty1 copy strains were significantly longer in YPD with HU 

and excess threonine than they were in YPD with only HU (p<0.05 for zero copy 

and p<0.01 for high copy, compare Figures 2.2D and 2.4B). This indicates that 

depletion of dNTPs may limit CLS of these strains in HU, even though HU has 

an overall positive influence on CLS. Since the maximum CLS of high Ty1 copy 

strains was still longer than the parent strain despite threonine supplementation, 

differential response to DNA replication stress may not be the primary reason for 

the increased longevity. 

 

2.2.3. High Ty1 copy strains have a very moderate reduction in mutation 

frequency when grown in medium with HU 

Mutations and chromosome rearrangements accumulate during yeast 

chronological aging 216, so we examined young cell populations to determine 

whether reduced mutation rates early in lifespan could potentially contribute to 

lifespan extension in high Ty1 copy strains. CAN1 encodes a permease that 

transports arginine and the toxic arginine-analog canavanine into yeast cells, 

and loss-of-function mutations in CAN1 provide canavanine resistance 217. 

Modest increases or decreases in CAN1 mutation rates per cell generation were 

observed for individual low Ty1 copy and high Ty1 copy strains compared to the 

zero copy  



 

Figure 2.5. High Ty1 copy strains have a modest reduction in mutation frequency in the 
presence of hydroxyurea. 

(A) Rate per cell generation of forming canavanine-resistant mutants for two trials of the zero 
copy Ty1 strain (blue columns), four low Ty1 copy strains (light purple columns), and four high 
Ty1 copy strains (orange columns) in YPD medium determined using the FALCOR calculator 218. 
Error bars indicate 95% confidence intervals. (B) Frequency of forming canavanine-resistant 
mutants following growth in rich medium without or with the indicated concentrations of 
hydroxyurea for zero (blue columns) or four high Ty1 copy (orange columns) strains. Data 
represent the mean ± standard deviation from four or five trials, and the symbol “**” indicates 
p<0.01 comparing zero to high Ty1 copy strains in 30 mM HU or for indicated comparisons. (C) 
Mutation rates as for (A) for two trials of the zero copy strain and four high Ty1 copy strains 
using YPD medium with 30 mM HU. 
 



strain when grown in YPD medium, but the 95% confidence intervals were 

largely overlapping (Figure 2.5A). CAN1 mutation frequencies (fraction of cells in 

the population with a mutation) were significantly increased by growth in YPD 

with 15 mM HU compared to YPD only for both zero and high Ty1 copy strains, 

though the additional increases in mutation frequency with each additional 

increase in HU concentration were not quite significant in most cases (Figure 

2.5B). High copy Ty1 strains showed a moderately diminished mutation 

frequency response to HU compared to the zero copy strain, particularly in 30 

mM HU (Figure 2.5B). However, substantial differences in mutation rates for the 

zero copy and four high Ty1 copy strains in YPD with 30 mM HU were not 

observed (Figure 2.5C). There were marginal decreases in rate for three high 

copy strains and a modest increase in mutation rate for the fourth compared to 

the zero copy strains, but the 95% confidence intervals were again largely 

overlapping. Differences in mutation rates therefore do not appear to be 

responsible for the lifespan extension in the high Ty1 copy strains. 

 

2.2.4. Differences in ROS accumulation play a role in lifespan extension of 

high Ty1 copy strains 

Yeast CLS is substantially reduced in synthetic medium compared to rich 

medium, which is at least partly due to acetic acid accumulation and is 

associated with increased replication stress 209,219. We observed that these S. 

paradoxus strains had very short lifespans in synthetic medium with 2% glucose  



 

Figure 2.6. High Ty1 copy strains have moderately extended lifespan in synthetic medium 
without hydroxyurea. 

Median, “50% viability”, and maximum, “10% viability”, lifespans for zero Ty1 copy (blue 
columns) and high Ty1 copy (orange columns) strains grown in synthetic medium without or with 
30 mM hydroxyurea, “SC” or “SC + HU”, respectively. Data are the mean ± standard deviation 
from three to five trials. The symbol “*” indicates p<0.05 for lifespans of zero compared to high 
Ty1 copy strains in SC, and the symbol “**” indicates p<0.01 for lifespans in SC compared to 
those in SC + HU. 
 

(SC), especially considering that their growth was at 20˚, rather than the more 

typical 30˚ used for most published CLS experiments. In SC medium, high Ty1 

copy strains had significantly increased median and maximum lifespans 

compared to the zero copy strain (7.4 versus 6.0 days and 8.4 versus 6.9 days, 

respectively, Figure 2.6). All strains had a significantly longer lifespan when 30 

mM HU was added to the SC medium, but there was no difference between zero 

and high Ty1 copy strains in this medium (Figure 2.6). The difference in results 

using YPD with HU and SC with HU could indicate that acetic acid accumulation, 



increased DNA replication stress, or other stresses/cellular changes associated 

with aging in SC medium may mask the ability of HU treatment to further extend 

lifespan of the high Ty1 copy strains. 

 

Since changes in ROS have been associated with yeast CLS 169,220,221, we 

measured ROS levels in the zero and high Ty1 copy strains. No significant 

differences in levels of peroxides and other ROS detected by the fluorescent 

reagent dihydrorhodamine, DHR, and flow cytometry were noted between zero 

and high Ty1 copy strains grown in YPD during the transition to stationary phase 

and early time points during aging. In contrast, high Ty1 copy strains had a 

significant reduction in ROS detected by DHR compared to the zero copy strains 

at day three when 30 mM HU was present in the YPD medium (Figure 2.7A). 

This difference diminished and was no longer significant at later time points. 

Cells grown in SC medium were sampled at comparable points during early 

stationary phase and early aging, but sampling was on different days to 

compensate for  



 

Figure 2.7. Reduced ROS levels in high Ty1 copy strains at early time points may 
contribute to lifespan extension. 

(A) Mean of normalized dihydrorhodamine, “DHR”, fluorescence obtained from at least four trials 
of zero Ty1 copy (blue columns) and high Ty1 copy (orange columns) strains after the indicated 
number of days in rich medium without or with 30 mM hydroxyurea, “YPD” or “YPD + HU”, 
respectively. Error bars indicate standard deviation, and the symbol “**” indicates p<0.01 
comparing zero and high Ty1 copy strains at the indicated day. (B) As for (A) for three trials 
using synthetic medium without or with 30 mM hydroxyurea, “SC” or “SC + HU”, respectively. 
The symbol “*” indicates p<0.05 comparing zero and high Ty1 copy strains. (C) As for (A) for five 
trials using YPD with 30 mM hydroxyurea and incubation at 30˚. (D) Mean of normalized 
dihydroethidium, “DHE”, fluorescence obtained from three trials of zero Ty1 copy (blue columns) 
and high Ty1 copy (orange columns) strains in synthetic medium without or with 30 mM 
hydroxyurea, “SC” or “SC + HU”, respectively. The symbol “*” indicates p<0.05 comparing zero 
and high Ty1 copy strains. 
 

slightly slower growth in SC medium compared to YPD and a further reduction in 

growth rate in SC medium with HU (data not shown). High copy Ty1 strains 

again had a significant reduction in ROS detected by DHR compared to the zero 

copy strain on the initial day of sampling in SC medium alone (Figure 2.7B), but 

no significant differences were seen for either day of sampling of cells grown in 



SC with HU. No differences in ROS levels measured with DHR were noted 

between zero and high Ty1 copy strains grown at 30˚ in YPD medium with HU, 

consistent with the diminished lifespan extension observed with incubation at 30˚ 

(Figure 2.7C). Sampling was done on different days in the latter case to account 

for faster growth at 30˚. We also observed a significant increase in fluorescence 

with dihydroethidium (DHE), which detects superoxide anions, in the zero Ty1 

copy strain as populations neared their median lifespan in SC medium alone that 

was significantly diminished in the high Ty1 copy strains at the same time point 

(Figure 2.7D). The results of these ROS experiments show a correlation 

between media conditions in which high Ty1 copy strains have extended 

longevity and significant differences in ROS levels compared to the zero Ty1 

copy strain. 

 

Zero and high Ty1 copy strains were grown and aged in the presence of 

reduced glutathione as an antioxidant to further explore the connection between 

ROS levels and extension of lifespan in high Ty1 copy strains. The median and 

maximum CLS of the zero Ty1 copy strain were virtually the same as for the 

high Ty1 copy strains in YPD medium with 30 mM HU and either 5 or 10 mM 

glutathione (Figure 2.8A). The moderate reduction in CLS of all strains when 10 

mM glutathione was used indicates that excessive levels of glutathione may 

have negative effects on cells. The median and maximum CLS of the zero copy 

strain in YPD with HU and 5 mM glutathione were not significantly different from 



the median and maximum CLS of the high Ty1 copy strains in YPD with HU only 

(Figures 2.2D and 2.8A). This demonstrates that addition of glutathione to the  

 

Figure 2.8. Lifespan of the zero Ty1 copy strain increases to that of high Ty1 copy strains 
in hydroxyurea with antioxidant treatment. 

(A) Median, “50% viability”, and maximum, “10% viability”, lifespans for zero Ty1 copy and high 
Ty1 copy strains (blue and orange columns, respectively) grown in YPD medium with 30 mM 
hydroxyurea and the indicated concentration of glutathione, “5mM GSH” or “10mM GSH”. Data 
represent means ± standard deviations of three to five trials. (B) Mean of normalized 
dihydrorhodamine, “DHR”, fluorescence obtained from at least three trials of zero Ty1 copy and 
high Ty1 copy (blue and orange columns, respectively) strains after the indicated number of 
days in rich medium with 30 mM hydroxyurea and the indicated concentration of glutathione, 
“5mM GSH” or “10mM GSH”. Error bars indicate standard deviation. 
 

medium increased the lifespan of the zero copy strain so that it was equivalent 

to that of the high Ty1 copy strains in HU. Treatment with 5 mM glutathione led 



to a modest increase in median CLS of the high Ty1 copy strains (p<0.05), but 

did not increase their maximum CLS in YPD with HU (Figures 2.2D and 2.8A). 

This limited influence of glutathione is consistent with longevity-promoting 

changes in ROS accumulation occurring in the high copy strains without 

exposure to an antioxidant. These data from glutathione exposure are consistent 

with changes in ROS contributing to the lifespan extension of high copy Ty1 

strains grown in YPD with HU. An overall comparison of the relative lifespan of 

high Ty1 copy strains compared to the zero copy parent strain in glutathione-

containing medium and all other media conditions tested is shown in Table 2. 

 

DHR fluorescence was compared in zero and high Ty1 copy strains exposed to 

both HU and reduced glutathione to test whether ROS levels would be similar, 

since these strains had similar CLS. No significant differences were noted in 

ROS levels between these strains when grown and aged in YPD with HU and 

either 5 or 10 mM glutathione for three or five days (Figure 2.8B). This is in 

contrast to the results for YPD with HU and no glutathione (Figure 2.7A). These 

results further support the observation that conditions that increase CLS of the 

high Ty1 copy strains relative to the zero copy strain are associated with 

changes in ROS between these strains, while conditions that do not increase 

CLS of the high Ty1 copy strains are associated with similar ROS levels 

between high and zero Ty1 copy strains. 

 

 

 



Table 2. Mean lifespan of high Ty1 copy strains as a percentage of mean lifespan of the 
zero Ty1 copy strain for each medium or growth condition. 

MEDIUM/CONDITION MEDIAN LIFESPANa MAXIMUM LIFESPANb 

YPD 20˚C 104 109 

YPD 20˚C + HU  122*   159** 

YPD 30˚C 106 107 

YPD 30˚C + HU 106   116** 

YPD 20˚C + Threonine 101 119 

YPD 20˚C + Threonine + HU 122  137* 

SC 20˚C  123*  122* 

SC 20˚C + HU 103 106 

YPD 20˚C + 5mM Glutathione + HU 106 97.2 

YPD 20˚C + 10mM Glutathione + HU 99.5 93.7 

a Days to 50% viability. 
b Days to 10% viability. 

* p<0.05 versus zero Ty1 copy strain. 

** p<0.01 versus zero Ty1 copy strain. 

 

 

 

 

 

 



2.3. Discussion 

This work identifies an unanticipated positive contribution of yeast Ty1 elements 

to chronological lifespan through use of an exceptional yeast model system for 

studying retrotransposons. Much of the current focus on the possible 

contribution of retrotransposons to aging concerns the potential for these 

elements to negatively influence lifespan by promoting genome instability 116,141. 

We did not observe a negative influence of retrotransposition on lifespan of non-

dividing yeast cells, but rather, strains with many Ty1 copies and low 

retrotransposition levels survived longer in stationary phase when grown in rich 

medium with a low dose of the ribonucleotide reductase inhibitor HU or in 

synthetic medium. Lifespan extension was correlated with reduced ROS during 

early stationary phase, and antioxidant treatment allowed the strain with no Ty1 

elements to live as long as the high Ty1 copy strains in rich medium with HU. 

The presence of many chromosomal Ty1 retrotransposons may indirectly or 

directly lead to cellular changes that affect ROS production and/or scavenging 

and promote chronological lifespan. The potential contribution of 

retrotransposons to aging could therefore be complex and should be 

investigated from a broad perspective.  

 

The increased lifespan of all the S. paradoxus strains due to treatment with a 

low dose of HU is in contrast to a recent report of decreased CLS in S. 

cerevisiae strains treated with the same dose of HU 210. This discrepancy could 

be due to differences in methods, but we note that there are certain 



consistencies between our results and those of the previous report. First, S. 

cerevisiae cells exposed to 30 mM HU have substantially decreased 

reproductive potential (ability to form colonies on fresh medium) in stationary 

phase but no reduction in terminal cell density 210. We also observed no 

decrease in terminal cell density and a moderately lower density of colony 

forming units (lower reproductive potential) at the start of stationary phase with 

HU treatment (data not shown). Second, many cells exposed to HU in the 

previous study and in our work were in S or G2 stage of the cell cycle during 

stationary phase 210. Third, both our study and the previous study found that 

addition of excess threonine to buffer dNTP levels could extend lifespan of cells 

aging in the presence of HU 210,215. However, we found no loss of cell viability 

due to HU by direct staining of cells and longer maintenance of cell viability and 

reproductive potential in HU medium. An important difference between the 

studies is that we grew cells from a low initial density (5 x 103 cells/ml) to 

stationary phase, while the previous study used cultures inoculated at a higher 

initial density (5 x 107 cells/ml), so cells in our experiments spent more time 

actively growing in the presence of HU 210. We propose that a longevity-

promoting effect resulting from exposure to a low dose of HU during exponential 

growth in our experiments overshadows a negative effect of HU on CLS due to 

replication stress during stationary phase. 

 

Extended lifespan of high Ty1 copy strains was correlated with decreased ROS 

levels during early stationary phase. Changes in mitochondrial function and ROS 



levels during active growth that lead to decreased ROS levels during early 

stationary phase underlie yeast CLS extension due to deletion of the TOR1 gene 

222,223. TOR genes in diverse organisms encode kinases responsive to nutrient 

conditions and growth signaling that regulate processes such as translation, 

ribosome biogenesis, and autophagy to influence cell growth, metabolism, and 

aging 56. Functional mitochondria are required for increased CLS of yeast tor1∆ 

mutants 222. These mutants exhibit elevated mitochondrial membrane potential 

and mitochondrial superoxide during active growth, but reduced mitochondrial 

membrane potential, superoxide, and ROS detected by DHR in early stationary 

phase 223. Overexpression of the mitochondrial superoxide dismutase, SOD2, 

prevents lifespan extension in tor1∆ mutants. Exposure to a low dose of the 

superoxide-generating reagent menadione during exponential growth of wild 

type cells causes lifespan, ROS, and mitochondrial changes similar to those of 

tor1∆ mutants 223. These observations indicate that ROS changes during active 

growth and early stationary phase are important for mediating lifespan 

extension. The ROS changes we observed in high Ty1 copy strains could reflect 

similar changes in mitochondrial function or ROS production/scavenging that 

contribute to lifespan extension in these S. paradoxus strains. How the 

presence, expression, and/or mobility of Ty1 elements could indirectly or directly 

produce such changes is a topic that we are actively investigating.  

 

Our findings do not rule out potential negative effects of retrotransposons on 

lifespan in other contexts or aging models, including replicative aging of actively 



dividing yeast mother cells 168. Retrotransposon expression increases with age 

in gonads of C. elegans, brain tissue of Drosophila melanogaster, normal human 

cells maintained ex vivo, multiple mouse tissues, and yeast mother cells 

165,196,163,197,198. Increased mobility of retrotransposons occurs at late time points 

during yeast chronological lifespan and in brains of aged D. melanogaster 163,153. 

Increased copy numbers of retrotransposons in human cells aged ex vivo, 

somatic tissues from aged mice, and during yeast replicative aging have also 

been interpreted as signs of increased retrotransposition 196–198. These 

correlations have led to proposals that retrotransposons might promote the 

aging process and/or genome instability during aging. The S. paradoxus Ty-less 

strain background has allowed us to carefully address such a potential role 

during chronological aging of haploid yeast strains in certain media conditions. 

Whether Ty1 elements could negatively influence CLS in the context of other 

lifespan altering mutations or treatments, and whether they have a negative 

influence on the lifespan of dividing cells will require further study. 

 

Additionally, mutation rate of a representative gene was not increased due to 

elevated retrotransposition in our haploid strains in young populations, in 

contrast with previous work showing that retrotransposition was correlated with 

loss of heterozygosity and chromosome loss during chronological aging of 

diploid S. cerevisiae strains 153. The difference in these results could be due to 

the use of different cell types (haploids vs. diploids), cells of different ages, or to 

the different measures of genome instability. While high levels of 



retrotransposition did not negatively influence CLS, it remains possible that 

some forms of genome instability are elevated in haploid cells during 

chronological aging due to retrotransposition. Furthermore, while mutations and 

chromosome rearrangements accumulate during yeast chronological aging 224, 

additional research is needed to understand how this relates to the progressive 

loss of viability during stationary phase. 

 

This work also provides a new perspective on the relationship between ROS and 

retrotransposons. Prior work identified increased mobility of yeast Ty1 and 

mammalian L1 elements in response to oxidative stress and that activation of 

Ty1 elements by the DNA-damaging agent MMS requires mitochondrial function 

and ROS production 154,156. Regulation of retrotransposon expression and 

mobility by numerous stresses could have consequences for cell function and 

survival in stressful conditions 146,225. However, our findings show that 

retrotransposons can indirectly or directly alter ROS levels in certain contexts, 

indicating that these elements might influence cellular responses to stress. 

Dispersed copies of retrotransposons that are subject to chromatin modifications 

and that initiate transcripts that can read through into neighboring genes may 

alter gene expression patterns 146, which could affect cellular stress responses. 

Chimeric transcripts containing retrotransposon sequences and sequences of 

other genes are observed in human cells, including tumor cells, and can regulate 

gene expression 226,227. Chromatin marks on mammalian SINE retrotransposons 

can change in response to stress 228, and RNA from these elements can directly 



interact with RNA polymerase to influence gene expression in response to heat 

shock 229. Yeast Ty1 elements can alter transcription of neighboring genes and 

establish stress-responsive patterns of expression on genes 173,230. However, 

the results from growth at 30˚ are consistent with the expression and activity of 

Ty1 proteins directly or indirectly influencing lifespan and ROS, since substantial 

Ty1 transcription occurs at 30˚ 212,214. Also, the different patterns of Ty1 

insertions in the high Ty1 copy strains indicate that it is unlikely that the same 

gene or genes would have altered expression due to neighboring Ty1 

sequences in all the high copy strains. Ty1 Gag protein forms the Ty1 virus-like 

particle and Ty1 Pol protein has protease, reverse transcriptase, and integrase 

activities 199. One or more of these activities might indirectly alter stress-

response pathways or, in the case of reverse transcriptase or integrase, 

influence DNA metabolism. An alternative possibility is that Ty1 protein 

expression/function (or moderate levels of Ty1 mobility) is needed in 

combination with transcriptional effects on gene expression for lifespan 

extension. 

 

Overall, a longevity-promoting role for retrotransposons in yeast chronological 

lifespan in certain contexts provides a new point of view for investigating the 

relationship between these elements and aging. The advantages of the S. 

paradoxus Ty-less model offer a unique opportunity to directly test for additional 

roles of retrotransposons during aging. Continued work in this system will likely 

produce findings relevant to aging and transposable elements in many species, 



considering common aspects of regulation and impacts of retrotransposons in 

diverse species, as well as fundamental similarities between aging in budding 

yeast and other eukaryotes. 
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2.4. Materials and methods 

2.4.1. Yeast Strains, Media, and Plasmids 

Standard rich (YPD) and synthetic (SC) media were used for growing yeast 

strains 231. All strains were derivatives of a Ty-less strain of S. paradoxus, 

DG1768 (MATα, his3-∆200hisG, ura3, kindly provided by David Garfinkel) 181. A 

galactose-inducible plasmid copy of Ty1 containing a his3AI retrotransposition 

indicator gene 176 was used to obtain derivatives of DG1768 with a single 

genomic copy of a Ty1his3AI element, as described previously 153. The high 

copy URA3-marked plasmid pGTy1H3CLA containing an unmarked Ty1 element 

under the control of a galactose-inducible promoter 232 was used to introduce 

unmarked copies of Ty1 into the genome of strain DG1768. Ura+ transformants 



harboring pGTy1H3CLA were grown on SC + 2% glucose medium lacking 

uracil, and selected Ura+ transformants were then grown in liquid SC + 2% 

glucose medium lacking uracil at 30˚ overnight. Aliquots of these cultures were 

diluted and spread onto solid SC medium lacking uracil + 2% galactose to 

induce Ty1 retrotransposition, and were then grown at 20˚ or 30˚ to vary the 

level of retrotransposition (Ty1 mobility is restricted at 30˚, 211,212). Single 

colonies obtained after induction were grown on YPD medium to allow for loss of 

pGTy1H3CLA and analyzed for Ty1 copy number by qPCR using a Roche 

LightCycler® 480. Genomic DNA was extracted by glass bead disruption in 

phenol/chloroform and ethanol precipitation, followed by further purification using 

a Wizard® SV Gel and PCR Clean-up System (Promega). Equal concentrations 

of DNA from these strains were amplified with primers to the TYA1 region of Ty1 

and primers to a single copy gene, ACT1. The cycle threshold (Ct) values for the 

TYA1 PCR were normalized to the ACT1 Ct values for each strain, and 

approximate copy number was then determined by comparing these normalized 

values to the normalized TYA1 Ct for a single copy Ty1his3AI control strain.  

Strains were grouped as low copy (1-3 genomic Ty1 elements) or high copy 

(~20 genomic Ty1 elements). A pGTy1H3kanMX plasmid was constructed by 

first amplifying the kanMX marker present in the S. cerevisiae MATα deletion 

collection (Thermo Scientific Open Biosystems) with PCR primers that added 

sequences corresponding to Ty1-H3 positions 5516-5566 and 5567-5616 to 

either end of kanMX (Ty1-H3 GenBank accession M18706.1). This PCR product 

was then co-transformed into strain DG1768 with pGTy1H3CLA linearized at the 



ClaI site present between the 3’ end of TYB1 and the 3’ LTR. Cells in which the 

Ty1-kanMX PCR product was used to repair the plasmid were selected on YPD 

medium containing 200 µg/ml G418 sulfate and verified by PCR. A high-copy 

URA3-marked control plasmid lacking Ty1 sequences was generated by cloning 

a BamHI-EcoRI fragment of the PCR-amplified kanMX gene into pRS426 

digested with BamHI and EcoRI. Strains with pGTy1H3kanMX or pRS426-

kanMX were grown using YPD medium containing 200 µg/ml G418 sulfate to 

maintain each plasmid. 

 

2.4.2. Southern Blotting to Detect Ty1 Insertions 

Approximately 1-2 µg of genomic DNA prepared from cells grown at 30˚ by glass 

bead disruption in phenol/chloroform and ethanol precipitation was digested with 

PvuII or SphI restriction enzymes and used for Southern blotting as described 

previously 188. A radioactive probe was prepared from a PCR product 

corresponding to positions 4221-4842 of Ty1-H3 (GenBank accession 

M18706.1) by random priming using the Ambion DECAprime II kit (Life 

Technologies), and signal was visualized using a Typhoon Trio+ imager (GE 

Healthcare). 

 

2.4.3. Growth Rate Experiments 

Cells from fresh streaks were inoculated into 5 ml YPD broth with or without 30 

mM hydroxyurea at an initial density of 1 x 105 cells/ml to determine cell-

doubling times. Triplicate cultures were grown for each strain for each trial on a 



culture tube rotator at 20˚. Cell densities were determined at several time points 

between seven and 33 hours of growth by counting cells on a hemocytometer to 

measure growth rate from late lag phase to mid-exponential phase. Exponential 

function trend lines fit to plots of cell densities compared to hours of growth were 

used to calculate doubling times in hours. 

 

2.4.4. Chronological Lifespan Determination 

Cells from fresh streaks were inoculated at an initial density of 5 x 103 cells/ml in 

triplicate 25 ml cultures in 125-ml Erlenmeyer flasks and aged at 20˚ (or 30˚ for 

some trials) with shaking. For SC medium experiments, the same initial density 

of cells was inoculated into triplicate four ml cultures in culture tubes and aged at 

20˚ on a tube rotator. Media used for lifespan experiments included YPD with or 

without 30 mM hydroxyurea, 0.8 mg/ml threonine, or 5 mM or 10 mM reduced 

glutathione, as well as SC + 2% glucose medium with or without 30 mM 

hydroxyurea. At early stationary phase and at regular time points thereafter, 

aliquots of cells were removed to assess viability and colony-forming units/ml 

(cfu/ml). Viability was measured by mixing diluted cells with two volumes of 0.4% 

trypan blue in phosphate-buffered saline (PBS), incubating for 45 minutes at 

room temperature, and determining the fraction of unstained cells to total cells 

for populations of approximately 200 cells by microscopy. Cfu/ml were 

determined by spreading aliquots of diluted cells onto YPD agar. Trend lines 

were fit to graphs of viability versus days of incubation and used to calculate 



days to 50% and 10% viability as measures of median and maximal lifespan, 

respectively.  

 

2.4.5. Ty1 Integration and Retromobility Frequency 

 A previously described semi-quantitative assay to measure Ty1 integration 

upstream of 5S rRNA genes was modified in two ways to compare Ty1 

retrotransposition levels in different yeast strains 153. First, primers to the S. 

paradoxus LEU2 gene were used to control for PCR efficiency. Second, the total 

signal intensity of Ty1 integration PCR products for each template minus the 

background intensity obtained from a zero Ty1 copy template was determined 

using a ChemiDoc XRS+ imager and Image Lab version 4.0 (Bio-Rad) and 

normalized to the signal intensity of the control LEU2 PCR product to obtain a 

semi-quantitative relative measure of Ty integration. In some trials, 

retrotransposition was inhibited by growing cells in the presence of 200 µg/ml 

phosphonoformic acid to strongly inhibit Ty1 reverse transcriptase without 

noticeably altering cell growth 233. Ty1 retromobility was measured in strains with 

a chromosomal Ty1his3AI element by determining the frequency of His+ 

prototroph formation 176. Seven replicate cultures initiated at a density of 5 x 103 

cells/ml were grown to near saturation at 20˚ for each strain/trial, aliquots of 

diluted cells were spread onto YPD medium to determine cfu/ml, and 

appropriate volumes of cells were spread onto SC + 2% glucose medium lacking 

histidine. Mobility frequencies were calculated as the number of His+ prototrophs 



divided by the number of cfu in the same volume of culture. Median values for 

three independent trials were averaged. 

 

2.4.6. Mutation Rate and Frequency Measurements 

Fluctuation tests were performed to obtain rates of loss-of-function mutations in 

the CAN1 gene that produce resistance to canavanine, and rates were 

calculated using the online calculator FALCOR 218,234. Ten replicate one ml 

cultures in YPD or YPD with 30 mM hydroxyurea inoculated at initial densities of 

1 x 103 cells/ml were grown to late log/early stationary phase at 20˚. Aliquots of 

culture were diluted in water and spread onto YPD agar to determine colony-

forming-units/ml and the remainder of each culture was pelleted and 

resuspended in water to spread onto SC + 2% glucose medium lacking arginine 

and containing 60 µg/ml canavanine. Plates were incubated for up to four days 

at 30˚. Mutation frequencies were measured in a similar manner using three or 

seven replicate cultures inoculated at initial densities of 5 x 103 cells/ml grown in 

YPD or YPD with varying concentrations of hydroxyurea. Mutation frequencies 

were calculated as the number of mutant colonies obtained divided by the 

number of cfu spread on selective medium, and median values from 

independent trials were averaged. 

 

2.4.7. Analysis of Reactive Oxygen Species Levels and DNA Content 

Strains were grown in flasks at 20˚ (or 30˚ for some trials) as described for 

chronological lifespan experiments and sampled after three to seven days (one 



to three days at 30˚) of growth to determine levels of reactive oxygen species 

(ROS). Methods to measure ROS using dihydroethidium (DHE) or 

dihydrorhodamine 123 (DHR) were based on published protocols 19,221. Briefly, 

approximately 1 x 107 cells were washed in 1X PBS buffer twice, resuspended in 

1X PBS, and incubated with a 50 µM final concentration of either DHR or DHE 

for 2 hours at room temperature (in the dark with rocking). After incubation, cells 

were washed twice in 1X PBS buffer before analysis on a BD LSR IITM flow 

cytometer using excitation at 488 nm and a 530/30 nm (long pass 505) emission 

filter for DHR or excitation at 515 nm and a 610/20 nm (long pass 600) emission 

filter for DHE. The median fluorescence intensity for each sample was 

determined using FlowJo version X.0.7 software (TreeStar, Inc.) and normalized 

based on the median fluorescence intensity of the corresponding unstained 

sample. Similar results were obtained analyzing geometric means. Reported 

values are averages of median values for three or more trials. Analysis of DNA 

content in cells was performed as described previously 209, except that 

Propidium Iodide ReadyProbes Reagent (PI, Life Technologies) was used 

instead of SYBR Green. Cells were incubated with two drops per ml of the PI 

reagent for 15 minutes prior to analysis by flow cytometry using excitation at 515 

nm and a 610/20 nm (long pass 600) emission filter. 



 

2.4.8. Statistical Analysis 

Mean values were compared for significant differences using unpaired, two-

tailed t-tests assuming equal or unequal variance, depending on the variance in 

particular data sets. Levels of significance are indicated in figures and the text. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Chapter 3 

3. EXTENSION OF CHRONOLOGICAL LIFESPAN IN HIGH TY1 

COPY NUMBER STRAINS OF SACCHAROMYCES 

PARADOXUS IS ASSOCIATED WITH CELLULAR CHANGES  

3.1. Introduction 

Retroelements have the potential to alter and shape genomes through their 

mutagenic effect and are hypothesized to contribute to the aging process 116,194. 

Retroelements have been shown to increase their frequency of mobility as they 

lose repressive chromatin marks during aging 78. This could potentially 

contribute to aging due to the detrimental effects of new retrotransposition 

events. However, in this project we discovered a positive role the retroelement 

Ty1 can have under certain media conditions, by extending lifespan when 

present in high copy number. This positive influence of multiple Ty1 elements on 

CLS appears independent of genomic instability, as we did not observe 

substantial changes in mutation rates and frequencies of a representative gene 

due to the presence or mobility of these elements. Thus, using this model to 

study the impact of Ty1 copy number on yeast chronological aging provides an 

opportunity to study novel ways by which retroelements influence aging that may 

also have implications for aging in other organisms.    

 

Several factors have been discovered to directly impact CLS in the yeast model 

and could be relevant for characterizing the positive influence of Ty1 on lifespan. 



Accumulation of acetic acid as yeast age in synthetic complete media can limit 

CLS and this could in turn result in drastic transcriptional changes within the 

nuclear genome and mitochondrial changes that are associated with aging 

209,219,235. Manipulations that alter nutrient signaling pathways and mitochondrial 

function can have profound implications for yeast lifespan 222,236, and these 

factors also influence aging in other models 4. Deleting or inhibiting TOR or 

Ras/AC/PKA nutrient-signaling pathways greatly increases CLS in yeast. 

Inhibiting these pathways extends CLS in part by inducing stress responses. 

One such example is stimulation of autophagy pathways upon nutrient depletion. 

Clearance of damaged macromolecules and intracellular recycling of cell 

components are important to extend CLS in yeast. Depleting TOR treatment with 

rapamycin is known to stimulate autophagy pathways 237. TOR signaling is 

intimately linked to the energy status of the cell and affects mitochondrial 

function and ROS levels 222,238. Specifically the deletion of TOR1 leads to the 

immediate upregulation of mitochondrial translation, proteins involved in 

oxidative phosphorylation (OXPHOS), and respiration leading to increases in 

mitochondrial ROS (mtROS) 169,222,238. Additionally the lifespan extending effects 

of CR on yeast CLS are in part due to increases in mitochondrial respiration 239.  

 

While it is evident that mitochondrial function is important for aging in yeast, the 

role ROS has is slightly more complicated. ROS is a known oxidative agent that 

can damage macromolecules including DNA. However it is becoming clear that 

ROS is also involved in intracellular signaling and in adaptive stress responses, 



depending on the level of ROS 19. How and at what levels ROS signaling are 

transduced to influence aging throughout the cell remains to be discovered. 

Interestingly, the strong link between mitochondrial function, ROS, and nutrient 

signaling suggests that these three factors of yeast longevity may have other 

implications on aging. For example, mitochondria dysfunction may impact other 

processes involved in cellular signaling in a ROS independent manner. 

Specifically induction of mitochondrial-specific autophagy pathways and reduced 

efficiency in mitochondrial bioenergetics involving SIRT3 to limit lifespan 240–243.  

 

Multiple stresses can stimulate Ty1 retromobility, but the possibility that Ty1 

expression and activity can also influence stress pathways and cellular 

processes has not been directly investigated. It may be that the presence of 

multiple copies of Ty1 represses these pro-aging pathways and functions. 

Addressing this topic could identify novel cellular roles for Ty1 and 

retrotransposons in general and could alter the way we view the contribution of 

retrotransposons to aging in higher eukaryotes. We followed up on the ability of 

Ty1 to promote CLS that was identified in Chapter 2 by addressing the potential 

role Ty1 might have in altering pathways known to influence CLS in yeast. 

Specifically we investigated whether the effect of Ty1 on CLS in SC medium 

depended on medium acidification, and whether the presence of Ty1 altered 

mitochondrial membrane potential or sensitivity to rapamycin, an inhibitor of 

TOR, using our zero and high Ty1 copy strains. We observed that strains with 

and without Ty1 had similar lifespans in buffered SC medium. Furthermore, high 



Ty1 copy strains were more resistant to rapamycin treatment and had lower 

mitochondrial membrane potentials when grown in rich medium with HU than the 

zero Ty1 copy strain.  

  

3.2. Results 

3.2.1. Lifespans of zero and high Ty1 copy strains are similar in buffered 

SC medium 

We chronologically aged strains of S. paradoxus with zero or high copies of Ty1 

in SC medium with or without 30mM HU to which a final concentration of 1X 

PBS was added to test the possibility that acidification of SC medium was 

required for high Ty1 copy strains to exhibit an extended lifespan. As expected, 

median and maximal CLS increased in buffered SC medium for both zero and 

high Ty1 copy strains compared to unbuffered SC medium, by approximately 

two-fold (compare Figure 3.1 and Figure 2.6). High Ty1 copy strains had 

significantly extended lifespans in buffered SC medium containing 30mM HU 

compared to the zero copy strain for median lifespan (25.0 versus 21.8 days) 

and maximum lifespan (31.8 versus 27.3 days), respectively. No significant 

differences in CLS in buffered SC medium lacking HU were observed for median 

(14.3 versus 12.7 days) or maximum lifespan (18.5 versus 16.5 days) for high 

and zero copies, respectively. In HU, this represents extensions of 114% and 

118% for median and maximum lifespan for high Ty1 copy strains over the zero 

copy strain. Strikingly, the zero copy strain had similar maximal CLS in buffered 

SC medium with HU compared to rich medium with HU (27.3 and 25.4 days, 



respectively). However, high copy strains had a significantly lower maximal CLS 

in SC medium with HU compared to rich medium with HU (31.8 and 40.4 days, 

respectively). These results indicate that mitigating the effects of medium 

acidification in SC medium prevents high Ty1 copy number from extending 

lifespan, but also “unmasks” the ability of HU treatment to increase lifespan in 

high Ty1 copy strains relative to the zero copy strain.  

 
Figure 3.1. High Ty1 copy strains have extended lifespan in 1X PBS buffered synthetic 

complete medium with hydroxyurea. 

Median, “50% viability”, and maximum, “10% viability”, lifespans for zero Ty1 copy (blue 
columns) and high Ty1 copy (orange columns) strains grown in synthetic medium buffered with 
1X PBS and without or with 30 mM hydroxyurea, “SC” or “SC + HU”, respectively. Data are the 
mean ± standard deviation from three to five trials. The symbol “**” indicates p<0.01 for lifespans 
in SC compared to those in SC + HU and between high Ty1 and zero copy strains. 
 

 



3.2.2. High Ty1 copy strains have reduced mitochondrial membrane   

potential in rich medium with HU 

Mitochondria structure and function are important during aging in many 

organisms 4, and lifespan extension in high Ty1 copy strains was associated 

with reduced ROS levels (Figure 2.7). To test whether mitochondrial function is 

altered in the high Ty1 copy strains, we treated cells with the fluorescent reagent 

3,3’-dihexyloxacarbocyanine and performed flow cytometry to measure 

mitochondrial (mt) membrane potential. Mitochondrial membrane potential has 

been shown to decrease with RLS in yeast 244. We observed similar 

mitochondrial membrane potentials in both zero and high copy strains when 

grown in YPD medium, and the approximately 20% reduction in high copy 

strains relative to the zero copy strain on day one was not a significant 

decrease. However, the ~35% reduction in mitochondrial membrane potential in 

YPD medium with 30mM HU in high copy strains relative to the zero copy strain 

was a significant decrease. This reduction in mitochondrial membrane potential 

between zero and high Ty1 copy strains was not observed at later time points. 

This result indicates that high Ty1 copy strains have altered mitochondrial 

function early during growth in the presence of HU. Unfortunately, some further 

experiments to explore the role of mitochondrial function in Ty1-dependent 

lifespan extension could not be carried out, due to the observation that none of 

the S. paradoxus strains grew to stationary phase in media conditions that are 

commonly used to force yeast cells to respire (such as glycerol or ethanol as the 

sole carbon source). Further work will be required to determine the reason for 



this inability to grow well on non-fermentable carbon sources. The mitochondrial 

membrane potential results show a further correlation between conditions that 

extend CLS and alter cellular functions in high Ty1 copy strains compared with 

zero copy strains. 

 

Figure 3.2. High Ty1 copy strains have moderately reduced mitochondrial membrane 
potential in early log phase in high Ty1 copy strains grown in rich medium and 
hydroxyurea.

Median of normalized 3,3’-dihexyloacarbocyanine (DiOC6) fluorescence obtained from at least 
four trials of zero Ty1 copy (blue columns) and high Ty1 copy (orange columns) strains after the 
indicated number of days in rich medium without or with 30 mM hydroxyurea, “YPD” or “YPD + 
HU”, respectively. Error bars indicate standard deviation, and the symbol “**” indicates p<0.01 
comparing zero and high Ty1 copy strains at the indicated day. The symbol “*” indicates p<0.05  
 



3.2.3. High Ty1 copy strains are more resistant to rapamycin in rich 

medium with HU 

Rapamycin is an inhibitor of the TOR nutrient-sensing kinase, and TOR activity 

is a well-known pro-aging signal. We assayed zero and high Ty1 copy strains for 

sensitivity to rapamycin over the course of three days of growth in rich medium 

with HU. We observed no significant effect in relative colony-forming units 

(CFUs/ml) in zero and high copy strains grown in the presence of 25nM or 

100nM rapamycin for 24 hours in rich medium YPD with 30mM HU. These 

results indicate that treatment with rapamycin does not affect growth in these 

strains prior to stationary phase, and the presence of Ty1 did not alter rapamycin 

sensitivity during initial growth of the populations. At early stationary phase (Day 

3), we observed a significant difference in relative CFU/ml between zero and 

high copy strains on day three in YPD with 30mM HU and 25nM rapamycin. 

Under these conditions, high Ty1 copy strains had relative CFU/ml values similar 

to population growth prior to stationary phase (Day 1) in YPD with 25nM 

rapamycin and HU, whereas the relative CFU/ml of zero copy strains was 

reduced by approximately 80% compared to growth in YPD with 25nM 

rapamycin and HU on day 1. When the rapamycin concentration was increased 

to 100nM, both zero and high copy strains had a similar reduction in relative 

CFU/ml in YPD with HU medium. These results indicate that high Ty1 copy 

strains may have altered TOR signaling or changes in other cellular activities 

that increase resistance to rapamycin when cells are stressed by exposure to 

HU.  



 

 

Figure 3.3. Zero copy strains are significantly more sensitive to 25nM rapamycin 
treatment when grown in 30mM HU rich media compared with high Ty1 copy 
strains. 

Relative colony forming units were determined numerically by dividing values obtained from 
rapamycin treated cultures by values obtained from control cultures for zero (blue columns) and 
high (orange columns) Ty1 copy strains and the symbol “**” indicates p<0.01.  
 

3.3. Discussion 

This work further characterizes the pro-longevity effects of high Ty1 copy 

number on yeast grown under mild chronic replication stress of HU or in SC 

medium, but the mechanisms responsible for the effects have yet to be fully 

determined. Previous experiments (Chapter 2) had correlated the positive 

influence of Ty1 on longevity with low levels of ROS early during growth to 

stationary phase. The current experiments have extended this analysis by 



showing that the influence of Ty1 on lifespan is affected by medium acidification 

and high Ty1 copy number is associated with reduced mitochondrial membrane 

potential and increased resistance to rapamycin when cells are exposed to HU. 

Overall, these results indicate that changes in growth signaling, mitochondrial 

activity, or both, may at least partly account for the effect of Ty1 on CLS. After 

cells grow and begin to deplete nutrients as they approach stationary phase, 

they divert resources from growth and reproduction to stress resistance and 

maintenance of lower metabolic rates. Changes that influence this shift from 

rapid growth into stationary phase in yeast are known to have dramatic effects 

on CLS. Therefore, changes identified during initial growth or during early 

stationary phase have the potential to account for changes in longevity.  

 

The moderate extension of CLS in high Ty1 copy strains grown in SC medium 

originally observed (Chapter 2) was no longer observed when the SC medium 

was buffered against acidification. While yeast in fermentative growth excrete 

numerous organic acids in addition to acetic acid, Burtner et al. determined that 

accumulation of physiological levels of acetic acid in media was sufficient to 

induce cellular damage and limit CLS 219. Increases in acetic acid concentration 

or a decrease in the pH of the media, may make cells more sensitive to oxidative 

stress. This same report also highlighted that buffering SC medium can reverse 

the negative effects of acetic acid accumulation. Therefore, we were curious if 

the CLS results we showed in Chapter 2 could be mitigated by treatment with a 

buffer to raise the pH of SC medium. Our results presented here in experiments 



with CLS in buffered SC media highlight the how varying environmental factors 

can impact CLS of our zero and high Ty1 copy strains in different ways. For 

example, decreases in pH of the media by acetic acid accumulation may 

increase sensitivity to oxidative stress. Additionally, high concentrations of acetic 

acid are known to induce programmed cell death in yeast 245. Like apoptotic 

pathways, programmed cell death in yeast requires changes to mitochondrial 

function, decreases in membrane potential and release of cytochrome c 246. 

Furthermore, hyperactivation of Ras-cAMP-PKA signaling pathways can also 

lead to dysfunctional mitochondria 247 The extended lifespan of high Ty1 copy 

strains in unbuffered SC medium is not further extended relative to zero copy 

strains by HU treatment. However, in buffered SC medium, high Ty1 copy 

strains do not have extended lifespan unless they are treated with HU. There 

may be some interaction between these two stresses (acidification and HU) 

such that acidification of the medium prevents HU from causing a greater 

extension of lifespan in high copy strains relative to the zero copy strain. 

Determining what effects of acidification are necessary for the differential CLS of 

zero and high copy strains could address the nature of this interaction to help 

clarify how Ty1 may be promoting lifespan.     

 

Mitochondrial function has important influences on aging, and high Ty1 copy 

number led to reduced mitochondrial membrane potential during exposure to 

HU. It remains to be established whether this is a direct or indirect effect of Ty1, 

but this could represent an unprecedented role for retrotransposons in the 



regulation of cellular functions. Interpreting this effect on mitochondrial 

membrane potential is complicated, though, because other studies have 

correlated reduced membrane potential with mitochondrial dysfunction and 

functional decline during aging. Since the reduced mitochondrial potential 

observed here was in the context of stress (HU treatment), then perhaps the 

reduction represents an adaptive change in growth and metabolism, rather than 

mitochondrial dysfunction. The reduced mitochondrial membrane potential early 

in growth is consistent with identification of lower ROS levels early in stationary 

phase in high Ty1 copy strains (Chapter 2). Fully understanding how Ty1 might 

influence mitochondria and how this relates to extension of CLS will require 

additional work, including a better characterization of the S. paradoxus strain 

background. We found that these strains grow very poorly when forced to 

respire on non-fermentable carbon sources, which indicates that the strain 

background could have a mitochondrial deficiency or change in mitochondrial 

activity. Determining the basis for this poor growth may provide insight into the 

effects of Ty1 in these strains. Regardless, our data here support recent 

literature highlighting the potential “mitohormetic” stress responses to promote 

CLS, which suggests that cellular fitness is improved by mild stress treatments 

to stimulate compensatory cellular responses 1,4,248,249 

 

Diversion from anabolic activities to pathways that promote stress resistance 

occurs during aging and is a common feature of inhibiting the TOR nutrient-

sensing pathway and its downstream effectors. Since TOR signaling influences 



lifespan, pursuing the reason for the increased resistance of high copy strains to 

rapamycin may help identify the basis for Ty1-dependent lifespan extension in 

HU. TOR kinase is the direct target of rapamycin, so increased resistance to 

rapamycin in high Ty1 copy strains could result from greater TOR activity. 

Elevated TOR activity is associated with accelerated aging, though, so it does 

not seem likely that greater TOR activity would account for extended lifespan of 

high Ty1 copy strains in HU. Alternatively, a number of gene functions have 

been found to be necessary for sensitivity to rapamycin in yeast. Included in this 

set were genes with roles in mitochondria, and loss of these gene functions 

provided resistance to rapamycin 250. The reduced mitochondrial activity in high 

Ty1 copy strains exposed to HU could contribute to rapamycin resistance in 

these strains when exposed to HU.  

 

Inhibiting TOR signaling is known to upregulate autophagy pathways to extend 

lifespan 237, and treatment with rapamycin is sufficient to induce autophagy. The 

recycling of cellular components during autophagy to extend CLS raises the 

possibility that autophagy pathways are regulated differently between zero and 

high Ty1 copy strains during HU stress. Exactly how changes in mitochondrial 

activity or potential changes in autophagy in high copy strains could be 

extending lifespan will require continued investigation.  

 

Multiple studies also highlight changes in mitochondrial respiration, ROS output, 

and adaptive signaling that correlate well with CLS extension in yeast 



222,223,236,238,251. Deletion or inhibition of TOR signaling in yeast increases the 

metabolic output in mitochondria and increased membrane potential, and this 

coincides with adaptive ROS signaling by the mitochondria to extend CLS 238. 

This same study observed increases in mt membrane potential during 

logarithmic growth in tor1Δ over wt, but then was lower during stationary phase 

and this promoted lifespan. Since TOR signaling has strong pro-aging effect in 

yeast, these results suggest a strong link between increasing mitochondrial 

activity with decreases in nutrient signaling and the role ROS signaling may 

have in promoting lifespan.  

Figure 3.4. Two potential models to account for rapamycin resistance in high Ty1 copy 
number strains to extend chronological lifespan in hydroxyurea media 
conditions 

Rapamycin functions to inhibit TOR function to alter nutrient signaling and growth leading to 
decreased growth. The presence of Ty1 elements could lead to overstimulation of TOR resulting 



in rapamycin resistance, leading to lower mitochondrial function and membrane potential, 
promoting growth and longevity under stress conditions (A). Alternatively the presence of Ty1 
inhibits mitochondria function leading to rapamycin resistance to promote survival by inducing 
stress responsive longevity promoting effects (B).   

 

Overall we demonstrate here that differences in lifespan of zero and high Ty1 

copy strains are correlated with changes in cellular physiology. While the results 

are still preliminary, they raise the possibility that retrotransposon expression 

influences specific cellular activities to alter aging (Figure 3.4). One scenario in 

this model would suppose that TOR positively influences cellular aging in 

hydroxyurea. The presence of Ty1 elements or cellular components of Ty1 leads 

to resistance to rapamycin under low doses (Figure 3.3 and Figure 3.4A). 

Overactivated signaling would stimulate growth and under this model induce 

stress-dependent longevity. The connection between increased TOR activity and 

longevity is unexpected and may not seem intuitive. Alternatively, model B 

suggests that heightened mitochondrial activity negatively influences CLS, and 

Ty1 biology may inhibit mitochondrial function in unknown ways, resulting in 

resistance to rapamycin (Figure 3.4B). Inhibition of growth by rapamycin is 

known to require a certain level of mitochondrial activity. In this scenario a small, 

but appropriate amount of stress is generated that encourages mitochondrial to 

function at the correct level perhaps through a “mitohormetic” effect based on 

our ROS and mitochondrial membrane potential data (see Figure 2.7 and Figure 

3.2). This level of mitochondrial function could induce stress response genes 

and autophagy to promote lifespan. These connections to longevity are 

unexpected and the first thing to investigate is TOR and mitochondrial function 

directly in the context of aging. The contribution of retrotransposons to cellular 



functions has not been well investigated, in contrast to regulation of 

retrotransposons by various cellular pathways. Continued work on this topic may 

identify novel mechanisms through which retrotransposons alter cell function 

and survival, providing a broader perspective on how they can contribute to 

aging.  

 

3.4. Materials and methods 

3.4.1. Determination of chronological lifespan in buffered medium 

Cells from fresh streaks were inoculated at an initial density of 5 X 103 cells/ml in 

triplicate four ml cultures of SC medium (with or without 30mM HU) with a final 

concentration of 1X phosphate-buffered saline (PBS) pH 7.4 and aged on a 

culture tube rotator at 20˚C. Viability was measured by mixing diluted cells with 

two volumes of 0.4% Trypan blue in PBS, incubating for 45 min at room 

temperature, and determining the fraction of unstained cells to total cells for 

populations of ~200 cells by microscopy. CFU/ml were determined by spreading 

aliquots of diluted cells onto YPD agar. Trend lines were fit to graphs of viability 

versus days of incubation and used to calculate days to 50 and 10% viability as 

measures of median and maximal lifespan, respectively. 

 

3.4.2. Determination of mitochondrial membrane potential 

Strains were inoculated at 1 X 105 cells/ml in YPD with or without 30mM HU and 

grown in 125ml flasks at 20˚C. Cells were sampled after one to three days of 



growth to determine mitochondrial membrane potential using (3,3’-

dihexyloacarbocyanine (DiOC6)) based on a published protocol 244. Briefly, 1 X 

107 cells were washed twice in 1X PBS and then incubated in 0.5ml of PBS with 

a final concentration of 200nM DiOC6 dye for 30 minutes rotating at 30˚C. Cells 

were pelleted, washed twice with 1X PBS, and then analyzed by a BD LSR II 

flow cytometry using excitation 488 nm and a 530/30 nm (long pass 505) 

emission filter. The median fluorescence intensity for each sample was 

determined using FlowJo version X.0.7 software (Treestar) and normalized 

based on the median fluorescence intensity of the unstained sample. Similar 

results were obtained analyzing geometric means. Reported values are 

averages of normalized median values for three or more trials.   

 

3.4.3. Characterization of rapamycin sensitivity 

Strains were inoculated at 1 X 105 cells/ml in culture tubes with four ml of either 

rich medium + 30mM HU only, or this same medium supplemented with 0nM 

(mock), 25nM, or 100nM final concentration of rapamycin (Alfa Aesar) and 

grown rotating at 20˚C until stationary phase. At time of sampling, cells were 

diluted and plated onto YPD to assay for CFU/ml. Plates were incubated up to 

four days at 30˚C. Relative CFU/ml for each strain and trial was calculated by 

dividing the CFU/ml of the treated sample by the product of CFU/ml of the 

untreated sample and mock treatment (ethanol only) control average.    

 

 



Chapter 4 

4. CONCLUSIONS 

4.1. General discussion 

The work presented here offers a new perspective on the role mobile DNA 

elements, specifically retrotransposons, can play in the aging process. The 

negative impact of retromobility on host genomes is well documented 

136,153,226,252,152. Even so, there to date are less than a hundred documented 

cases in which retromobility is known to have resulted in a human disease 

phenotype 253. This suggests that host genomes are quite adept at preventing 

retromobility from impacting the host in a severe manner, and this also suggests 

that the continued presence of retroelements within higher complex eukaryotes 

still serves a potential, continued function. George Williams in 1957 coined the 

term “antagonistic pleiotropy” to define genetic traits that can influence the 

lifespan in organisms by observing that certain gene functions that are beneficial 

during reproductive age become detrimental later in the aging process after 

reproduction and growth are no longer needed 254. This overlaps with the 

hyperfunction theory of aging to suggest that stimulation of cellular 

processes/pathways when they are not needed will influence the aging process. 

Good examples that fit with antagonistic pleiotropy and hyperfunction are 

nutrient excess and senescence. Availability of excess nutrients will permit rapid 

growth and reproduction, which are initially beneficial for a population, but has 

been shown to contribute to age-related pathologies that are then detrimental to 



longevity. The same can be said for cellular senescence. While cellular 

senescence is thought to have evolved to inhibit tumorigenesis, overactivation of 

senescence pathways will ultimately reduce the rejuvenative capacity of tissues 

and lead to pro-aging effects later in life.  

 

St. Laurent et al. reviewed the concept of antagonistic pleiotropy in the context 

of L1 (LINE-1) elements in human genomes and developed the “LINEage theory 

of aging” 116. This idea posits that known stressors activate L1 and the resulting 

retromobility either benefits a population of cells by causing genetic variation to 

fuel evolution or stimulates enough DNA damage and DNA damage responses 

to cause cell cycle arrest, senescence, or apoptosis that contributes to aging. 

This work here provides a testable hypothesis related to this idea of antagonistic 

pleiotropy as it relates to retroelements, highlighting the unexpected extension in 

yeast CLS with high Ty1 copy number under certain medium conditions. We 

observed a novel function in the ability of multiple copies of Ty1 in yeast to 

confer pro-lifespan stimulating effects over strains with zero copy in certain 

media contexts. 

 

Although continued study is necessary to characterize the specific mechanism of 

action through which Ty1 can extend CLS, we observed correlations between 

some factors known to regulate yeast CLS and high Ty1 copy number. Our work 

presented here suggests that there are beneficial CLS promoting effects of 

having multiple Ty1 elements under stressed media conditions early in growth. 



These results support certain aspects of St. Laurent et al. hypothesis of an 

antagonistic pleiotropic role for retroelements under certain contexts. Prolifespan 

extending effects in cellular populations of high Ty1 copy strains under certain 

conditions may be the result of an adaptive response within the population. 

While it is hard to determine if there were detrimental pro-aging effects to 

individual cells to support the LINEage theory of aging, as a whole population 

the extension of CLS in Ty1 strains could be due to evolutionary benefitting 

adaptive changes in cellular responses. Lower ROS levels and mitochondrial 

membrane potential differences and intrinsic changes in nutrient signaling 

capabilities leading up to stationary phase in our strains is evidence that the 

presence of multiple Ty1 copies can influence these cellular activities. This was 

shown to be independent of Ty1 mobility and genomic instability. Thus this work 

is in accordance to the positive role retroelements play in driving beneficial 

changes of host genomes, and in this case, promoting CLS in S. paradoxus.  

 

4.1.1. Certain forms of genomic instability did not impact aging in high Ty1 

copy strains. 

The initial premise for this project was that increased genomic instability would 

lead to accelerated aging in strains of S. paradoxus with few Ty1 elements, 

since they would have elevated levels of Ty1 mobility and experience higher 

levels of genomic damage. However, this was not what we observed in these 

strains during chronological aging, although we did show that Ty1 mobility levels 

were elevated in low Ty1 copy strains and inhibited in high Ty1 copy strains 



(Figure 2.3 A-D). As a surprise we observed a novel CLS-extending effect of 

high Ty1 copy number when strains were grown in certain media conditions. 

Differences in mutation rate at the CAN1 locus were not correlated the lifespan 

extension in the high Ty1 copy strains (Figure 2.5). It is possible that changes in 

other forms of genomic instability are correlated with this lifespan extension, 

though, since we did not assay for diverse types of genetic damage. 

Hydroxyurea acts as a replication stress, inhibiting ribonucleotide reductase 

function by interacting with the subunit Rnr2, and thereby lowering levels of 

dNTPs available for replication. We did not observe substantial changes in cell 

cycle arrest during stationary phase or differential responses to buffering dNTP 

levels through threonine supplementation during aging in zero and high Ty1 

copy strains exposed to HU. These experiments did not identify differential 

responses to replication stress in zero and high Ty1 copy strains. We performed 

preliminary experiments in strains lacking RAD52, a gene required for most 

forms of homologous recombination in yeast, including double strand break 

repair by homologous recombination. No extension of CLS in high Ty1 copy 

rad52∆ strains relative to zero copy rad52∆ strains was observed in rich medium 

(data not shown). These results support the interpretation that CLS extension in 

high Ty1 copy strains does not directly depend on differential responses to 

decreased dNTP levels or to defects in DNA repair activities.  

 

Acknowledging that we didn’t look at all forms of genomic instability or DNA 

damage responses, it would be interesting to more thoroughly investigate 



whether zero and high Ty1 copy strains do show differences in some forms of 

genomic instability. For example, it may be important to investigate if there are 

differences in stability of the mitochondrial genome which has fewer 

mechanisms for protection, considering that lifespan extension in high Ty1 copy 

strains is correlated with reduced ROS and mitochondrial activity 4. An 

erythromycin-resistance assay could be used to measure frequencies of 

mutations in the 21S rRNA gene in the mitochondrial genome. Alternatively, 

marker genes could be inserted between direct repeats in mitochondrial DNA to 

test for direct repeat recombination, or mitochondrial genomes from zero and 

high Ty1 copy strains could be isolated and sequenced to identify the frequency 

and spectrum of mutations. The frequency with which strains spontaneously 

produce petite mutant cells with defective mitochondrial genomes could also be 

measured. Such experiments could identify a link between CLS and 

mitochondrial damage that is relevant to Ty1-dependent lifespan extension.  

 

Retroelements, like LINE-1 and Ty1, are capable of causing large-scale 

chromosomal rearrangements, and this increases with age 153,255–257. It has been 

demonstrated that Ty1 cDNA can mediate repair of DSBs when homologous 

recombination pathways are inhibited, and this cDNA-mediated repair of DSBs 

may serve as a secondary approach to promote longevity and stability when 

DNA repair mechanisms become faulty, serving as “DNA band-aids” 258. A 

specific assay for retrotransposon-mediated gross chromosomal 

rearrangements would provide more direct evidence that retroelements can 



drive such events and provide a means to quantify their occurrence in different 

aging contexts. Repair of DSBs by retroelement cDNA can promote 

translocations leading to greater genomic instability when recombination occurs 

with pre-existing elements 173,153. Testing the idea that retroelement repair of 

DNA breaks leads to large-scale chromosomal rearrangements during aging 

could be accomplished by designing a selectable system to detect when a newly 

integrating Ty1 cDNA recombines with a pre-existing homologous sequence 

elsewhere in the genome. More specifically, a system could involve a genomic 

Ty1 element in which the 3’ untranslated region contains half of an intron 

followed by a truncated gene. The second truncated half of the gene and the 

intron could be inserted into a known “hotspot” for Ty1 insertions (ex: upstream 

of tRNA genes). A Ty1 cDNA targeted to a site upstream of the second 

truncated allele could then recombine with the engineered Ty1 element with the 

first truncated allele. This could result in a translocation that would bring together 

the two halves of the reporter gene, which would be separated by an intron, 

leading to expression of the reporter dependent on splicing of the intron. Thus, 

Ty1-mediated translocation frequencies could be quantified through selection on 

appropriate medium. This system could potentially demonstrate whether Ty1-

mediated chromosome rearrangements are more or less frequent during aging 

to more specifically show whether Ty1 retrotransposition events increase 

genomic instability with age.  



4.1.2. Ty1 and the genomic landscape 

Mammalian retroelements typically reside in areas of heterochromatin that are 

heavily silenced regions of the genome. It has been shown that repressive 

chromatin marks decrease with age, transforming inaccessible regions of the 

genome into accessible regions for transcription 78. Similarly it has been shown 

that increases in retrotransposition occur during aging, partly due to the opening 

of heterochromatin to transcription and the removal of repressive epigenetic 

marks that inhibit retrotransposons 70. The presence of retroelements in 

particular genomic regions could also regulate the expression of neighboring 

sequences. “Heterochromatic spreading” induced by retroelements can occur 

when new insertions of retroelements cause flanking DNA sequences to 

undergo epigenetic changes, possibly inducing nearby genes/promoters to 

become silenced.  This has been shown to occur for gypsy elements in 

Drosophila and also for the mouse LTR retroelement IAP, though these events 

are rare 259–261. Rebollo et al. reported increases of H3K9me3-H4K20me3-

chromatin spreading into regions nearby IAP elements in mouse embryonic 

cells. This same study also demonstrated that such insertions can have strong 

influence on the regulation of a nearby gene, beta-1,3-galactosyltransferase-like 

gene (B3galtl) in this case. S. cerevisiae has relatively few regions of 

heterochromatin, and Ty1 elements are not preferentially found in 

heterochromatin. However, there are reports that Ty1 integration can mediate 

gene transcriptional changes under stressed conditions 230,262. It is reasonable to 

consider that the initial Ty1 insertions leading to the production of our high Ty1 



copy strains could alter basal or stress-responsive transcription of nearby genes 

through chromatin alterations to promote survival in certain contexts. One step in 

addressing this hypothesis would be to determine the Ty1 integration sites in 

each of the high Ty1 copy strains by genome sequencing. While we have shown 

that many of the Ty1 insertions in our high Ty1 copy strains appear to have 

occurred at independent genomic sites (Figure 2.1), the addition of multiple Ty1 

elements to the genome might globally change chromatin structure in similar 

ways in each strain. Experiments to test this hypothesis could use assays to 

detect nucleosome-free and nucleosome-rich regions of genomes, such as 

FAIRE (formaldehyde-assisted isolation of regulatory elements) or micrococcal 

nuclease digestion, to compare zero copy and high Ty1 copy strains for 

genome-wide differences in nucleosome occupancy and distribution. 

 

4.1.3. Lower mitochondrial membrane potentials and ROS levels suggests 

a Ty1-mediated mechanism to extend chronological lifespan in 

hydroxyurea media 

Mitochondrial function is key to extending longevity in yeast and mitochondrial 

dysfunction causes multiple diseases in humans 236. The CLS promoting effects 

of CR in yeast depend on multiple factors influencing the upregulation of 

mitochondrial responses 251,263. In this study we correlated extended CLS in high 

Ty1 copy strains with reduced ROS levels early in stationary phase. We also 

observed lower mitochondrial membrane potentials in these strains compared 

with zero copy strains early in growth. By manipulating growth conditions or with 



antioxidant treatment, we could remove the Ty1-dependent CLS extension. We 

therefore suggest that our high Ty1 copy strains have altered mitochondrial 

function or regulation, however the mechanism at this point is unclear. Higher 

respiratory activity can decrease mitochondrial ROS levels and extend CLS in 

yeast 264. It is possible that our high Ty1 copy strains have respiratory changes 

associated with growth under media conditions that were shown to promote CLS 

due to changes in ROS levels.  

 

Experiments to further explore differences in mitochondrial function could 

include directly measuring O2 consumption/CO2 generation rates to determine 

the respiratory status of our strains and indirect evaluation of mitochondrial 

function by deleting the ADE2 gene from our strains (which is in progress at the 

time of this writing). ADE2 is part of the biosynthetic pathway necessary for the 

production of purine nucleotides, and strains lacking this gene accumulate pink 

bioprecursors within the vacuole that turn yeast colonies pink/red 265. These 

colonies become white if there are dysfunctions within the mitochondria, so 

evaluation of colony color can be used to measure the ratio of respiratory-

competent/incompetent cells. This common auxotrophic screen for mitochondrial 

function would allow us to observe if populations of our zero or high Ty1 copy 

strains have different proportions of cells with dysfunctional mitochondria. 

Mitochondrial fragmentation is also characteristic of aging yeast cells 266. By 

generating a GFP-reporter system tagging mitochondrial outer membrane 

proteins to examine mitochondrial fragmentation, or staining with a mitochondrial 



fluorescent dye like MitoTracker® DeepRed, we would be able to use 

fluorescence microscopy to visualize any differences in mitochondrial 

morphology between zero and high Ty1 copy strains as a function of age.  

 

Adaptive ROS signaling due to increased mitochondrial activity resulting from 

decreases in TOR signaling are sufficient to extend CLS in yeast 238. Changes in 

mitochondrial function early in growth of high Ty1 copy yeast strains may allow 

cells to adapt for survival during stationary phase. Our results from treatment 

with rapamycin and mitochondrial membrane potential experiments would 

support these findings. Additionally, our results also support work in which CR 

led to lower ROS levels to help promote CLS in yeast via increased ability to 

correctly arrest growth in stationary phase 221.  

 
Reduced mitochondrial membrane potential, increases in ROS, and 

fragmentation of the mitochondrial network are examples of factors that would 

upregulate autophagic machinery to eliminate dysfunctional mitochondria in 

yeast 267–270. Upregulation of autophagy pathways is required for normal CLS in 

yeast 237,271. In our study, growth with chronic exposure to HU might upregulate 

autophagy pathways to promote survival. Alternatively, high Ty1 copy number 

could alter mitochondrial function, which is supported by observations of 

reduced ROS and lower mitochondrial membrane potential, and indirectly 

upregulate autophagy to enhance survival. Selective autophagy can limit Ty1 

retrotransposition in yeast under CR by selectively removing protein components 

of VLPs 272. It is plausible that stimulation of Ty1 replication by HU could 



upregulate autophagy pathways to degrade VLP components, and that this 

stimulation of autophagy could help to extend lifespan in high Ty1 copy strains. 

This effect would be absent during growth in rich media lacking HU as there is a 

lack of HU-stimulated stress. Testing this hypothesis could involve expressing 

an N-terminally GFP tagged Ty1 Gag p45 or p49 protein (a component of 

mature VLPs) and monitoring associations with vacuolar proteins like vacuolar 

aminopeptidase I (ApeI) via microscopy or autophagy-related gene products like 

Atg19. If Ty1 did stimulate autophagy during stress, then this future work could 

represent an example of a hormetic response involving Ty1 retroelements to 

promote CLS in yeast. 

 

4.1.4. Ty1 copy number leads to partial resistance to rapamycin to 

influence certain aspects of nutrient signaling 

We discovered that chronic exposure to a low dose of rapamycin (25nM) in the 

presence of HU (30mM) more strongly inhibited growth of zero Ty1 copy strains 

compared to high copy strains (Figure 3.3). This effect could indicate that there 

is a difference either in activity of the TOR nutrient-sensing pathway between 

zero and high Ty1 copy strains or in other gene functions required for sensitivity 

to rapamycin. Nutrient signaling is a main driver of aging and these nutrient 

signaling pathways are highly conserved among species. However, potential 

relationships between nutrient-signaling pathways and retroelements have not 

been widely addressed. Our work could reflect a novel mechanism through 

which the presence of retrotransposons influences the activities of certain 



nutrient-sensing pathways, but no firm conclusion can be made until any 

potential mechanism is better characterized.  

 

TOR signaling is at the crossroads for regulating metabolism, stress and aging. 

TOR signaling is repressed during nutrient depletion and stimulated under ample 

nutrient conditions 11. Since TOR is the target of rapamycin, examining TOR 

signaling in zero and high Ty1 copy strains may provide an explanation for the 

difference in rapamycin sensitivity. TOR has many downstream targets and one 

option for future experiments is to look at transcription levels of these targets by 

qRT-PCR. Inhibition of TOR by rapamycin treatment greatly increases 

transcription of general amino acid permeases such as Gap1 and the allantoate 

permease Dal5 273,274. Nitrogen permease reactivator kinase (Npr1) is a Ser/Thr 

kinase responsible for activating Gap1 under nitrogen-starvation, but is 

negatively regulated by TOR-dependent phosphorylation under plentiful nitrogen 

sources 274. We are currently examining transcript levels of these downstream 

TOR targets to test for differences in expression between zero copy and high 

Ty1 copy strains in different media conditions that might explain differences in 

CLS and rapamycin sensitivity. The extra hydroxyl group on hydroxyurea is the 

only difference distinguishing it from the nitrogen compound urea, which in S. 

cerevisiae constitutes a poor nitrogen source and physiologically upregulates 

GAP1 expression 274. Growth in YPD with 30mM urea did not extend lifespan in 

our high Ty1 copy strains (data not shown), so lifespan extension in HU is not 

likely to result from a direct role of HU as a nitrogen source.  



 

The influence of rapamycin in TOR signaling may be more complicated than 

previously thought. In rodents, different cell lines have experimentally exhibited 

differences in resistance to rapamycin treatment, and rapamycin can lead to 

insulin resistance and inhibition of mitochondrial biogenesis and function 275–281. 

In yeast the insensitivity of high Ty1 copy strains at low doses of rapamycin in 

HU raises some new interesting questions about TOR signaling on the aging 

process. While it is well established in yeast that CLS is extended in tor1Δ, the 

molecular mechanism governing ribosome biogenesis and translation have not 

all been identified and some gaps remain in TOR regulation of these processes 

250. Importantly, yeast TOR consists of two complexes: TORC1 and TORC2, and 

TORC2 is naturally insensitive to rapamycin whereas it can bind readily with 

TORC1 282. Thus the clear inhibition by rapamycin on TOR is not 

straightforward. Our rapamycin results would suggest that high Ty1 copy strains 

are resistant to low doses of rapamycin as they enter stationary phase. It is hard 

to reconcile how Ty1 elements may contribute to this process. Ty1 cellular 

components may interfere indirectly with the mechanistic action of rapamycin at 

low doses leading to insensitivity in HU. Ty1 regulatory functions may “hijack” 

normal cellular responses to cellular signaling, rendering cells insensitive to 

certain aspects of nutrient sensing and signaling. Recent work points to a role of 

Ty1 coded proteins in inhibiting certain aspects of its own replication during CNC 

182. It may be possible that certain aspects of the complex CNC regulatory 



function can interfere with other aspects of cellular metabolism, and in this case 

the binding of rapamycin to TORC1. 

 

The presence or absence of gene functions not directly related to TOR function 

may influence rapamycin sensitivity. There is some evidence that suggests 

rapamycin resistance in yeast results in changes to mitochondria function. 

Fournier et al. discovered that deletion of the nuclear gene GGC1 which is 

critical for mitochondrial genome maintenance as a GTP/GDP transporter of 

iron, led to increased resistance to rapamycin treatment and enhanced growth in 

yeast 250. This effect resulted in derepression of ribosomal and ribosome 

biogenesis and changes in cell cycle gene expression patterns. They suggest 

that GGC1 is important for mitochondrial protein synthesis and DNA metabolism 

250. It is interesting to speculate then that high Ty1 copies or Ty1 gene products 

may influence mitochondrial function (Figure 3.4), but this remains unknown. 

This is mere speculation at this point and requires further testing, but for the 

single-cell organism S. paradoxus, Ty1 may exert more pressure on adaptive 

internal cellular processes for survival then is currently believed. 

 

4.2. Final conclusions 

To conclude, this work has identified a positive role for retroelements in 

promoting CLS under conditions of stress in strains of S. paradoxus. Elucidating 

the precise mechanism behind Ty1-dependent extension of CLS requires further 

investigation. We have shown that there is a correlation between CLS extension 



in HU and internal cellular changes, directly or indirectly affecting mitochondria 

function and nutrient signaling pathways, known cellular factors that contribute to 

aging under certain contexts. We did not find extensive genomic instability as a 

result of retroelement mobility which is currently hypothesized to contribute to 

aging in yeast and higher organisms 78,116,153. However, we did not completely 

rule out the possibility that some forms of genomic instability are relevant for the 

observed lifespan differences. Our observations point more towards the 

evolutionary aspect of the host/retroelement relationship and provide evidence 

that the presence of retroelements may alter how cells adapt during times of 

stress. We propose that these results reflect novel interactions between 

retroelements and cellular pathways that influence stress responses, which can 

be beneficial for cell survival or function in a context-dependent manner. Wilke 

and Adams reported that when yeast strains with and without Ty1 elements 

were co-cultured and subjected to serial subculturing in liquid medium, all cells 

in the final populations were cells that had Ty1 elements 193. This work raised 

the possibility that the presence of Ty1 may provide some beneficial effect that 

allowed cells with Ty1 to outcompete cells lacking Ty1. Our data is consistent 

with this earlier observation by providing examples of Ty1 positively influencing 

survival during chronological aging. This supports the possibility that Ty1 can 

help cells adapt to stress and new environments. 

 

Several groups have published reports of increased retrotransposon activity 

during aging, and retrotransposons are considered as agents of genetic damage 



that could promote aging in these studies. The positive role retroelements can 

play during aging that we have shown represents a new viewpoint for 

investigating retrotransposons and aging. We expect that this work will lead to 

follow up studies characterizing specific mechanisms that allow retrotransposons 

to alter cellular activities, rather than simply respond to cellular regulation. This 

story adds a new chapter to the already complex nature of organismal aging and 

the role that retroelements may have on influencing longevity.  
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