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ABSTRACT 

 

 

The efforts to improve health care delivery usually involve studies and analysis of patient 

populations and healthcare systems. In this dissertation, I present the research conducted in the 

following areas: identifying patient groups, improving treatments for specific conditions by using 

statistical as well as data mining techniques, and developing new operation research models to 

increase system efficiency from the health institutes’ perspective. The results provide better 

understanding of high risk patient groups, more accuracy in detecting disease’ correlations and 

practical scheduling tools that consider uncertain operation durations and real-life constraints. 
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CHAPTER 1:  INTRODUCTION 

 

 

The goal of improving the health care delivery system is to improve patient outcomes and 

lower costs. My research focuses on three aspects of healthcare delivery systems: patient 

populations, detecting clinical associations, and increasing system efficiency. Figure 1 shows the 

structural outline of the dissertation. Three specific research studies were conducted including 

hospital readmissions, nonlinear associations of conditions, and scheduling operating rooms 

(ORs). Various approaches such as regression tests, nonlinear association tree, and optimization 

models are proposed or applied in these studies. 

First, a rate of 30-day hospital readmissions has been established as a hospital’s 

performance measure in promoting quality and patient-centeredness.  To have a great impact on 

improving outcomes with effective cost management, we put effort on complex and vulnerable 

patient populations, such as individuals with serious chronic conditions, and surgery patients 

who have high risks of developing surgical complications. To identify the high risk factors and 

patient population for readmission patient groups, we applied several supervised learning data 

mining techniques which treat indictor readmission as the response variable. We implemented a 

multivariate logistic regression model, a proportional hazard model with recurrent events 

(multiple readmission records), and a conditional tree model.  

Second, discovering clinical associations between disease conditions could lead to a 

better understanding of the readmission risk and guidance for intervention allocation. We 

developed a novel tree-embedded sparse regression learning graphical model (STGM), which 
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uncovers both linear and nonlinear relationships from a large number of variables. We further 

proposed an efficient regression-based algorithm for learning the STGM from data and 

conducted simulation studies that demonstrated the superiority of the STGM over other network 

learning methods. We applied our STGM to learn the clinical association networks for 

readmission analysis in the context of Type-II diabetes that is known for high readmissions rates. 

The finding shows that certain complications might be the risk factors which increase the 

complexity of patient conditions. 

Finally, optimizing the scheduling of operating rooms (OR) is a challenging problem due 

to the uncertainty of operation durations as well as material and human resource’ constraints. 

Taking these challenges into account, ambulatory surgery centers (ASCs) must also flexibly 

adapt to a wide variety of external realities, such as balancing service to providers against 

efficiency. In this study, we first analyzed the historical data from an ASC, and constructed the 

lognormal distributions for surgery durations of specialties. Then we proposed a day-ahead nurse 

staffing model for the surgery center considering the fixed surgery schedules and the affinities 

between nurses and surgeons. Finally, we formulated a multi-objective stochastic programming 

model for weekly operating room scheduling. We included the obtained lognormal distributions, 

and considered the affinities between team members as well as the efficiencies of a nurse 

assistant during various surgeries. 
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Figure 1  Dissertation outline  
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CHAPTER 2:  RISK FACTORS OF HOSPITAL READMISSIONS
1
 

 

 

2.1 Introduction 

To promote healthcare quality and safety, all-payer 30-day readmission rate has become 

one of the two performance measures that the National Quality Strategy (NQS) has endorsed [1]. 

The all-cause readmission rate was about 18 percent by the start of 2013, and about 29 percent of 

post-hospital home health stays result in readmission [2]. Almost 20% of the 12 million 

Medicare payers were readmitted after being discharged within 30 days and 34% within 90 days. 

Only 10% are planned readmissions [3]. The cost of Medicare for readmissions is estimated at 

$26 billion annually, and more than half of the cost (estimated at $17 billion) is potentially 

preventable [4].  

Centers for Medicare and Medicaid Services (CMS) decreased reimbursements for 

excessive readmissions recently. For example in 2014, CMS applied algorithms to account for 

unplanned readmissions for chronic conditions: acute myocardial infarction (AMI), heart failure 

(HF) and pneumonia. In addition to these three conditions, patients admitted for acute 

exacerbation of chronic obstructive pulmonary disease (COPD) and patient with admissions for 

surgery procedures (elective total hip arthroplasty (THA) and total knee arthroplasty (TKA)) are 

included in the category from 2015[5].  

Retrospective analyses have been conducted to identify the risk factors for readmissions. 

Since the underling medical conditions vary, most studies have been undertaken under different 

                                                           
1 Portions of this Chapter were previously published in [6] and [21]. Permissions are included in 

Appendix A. 
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medical conditions, which produce more interpretive results and further opportunities for 

interventions on the cohort patient groups. Our study analyzed administrative information of 

complex and vulnerable patients, specifically patients with serious chronic conditions (in section 

2.2) and postoperative patients (in section 2.3). 

2.2 Risk Factors for Patients with Chronic Conditions 

2.2.1 Background 

Patients with chronic conditions contribute the most to readmissions. The underlying 

causes include poor discharge transitions and instructions, lack of family support, patient 

complications, and medical error [7].  A number of studies have focused on the common chronic 

conditions, such as, CHF, COPD, pneumonia, and AMI [8-11], and other disease groups like 

patients with Type II diabetes or cancer [12, 13]. The readmission prediction models pose 

difficulty in reaching generalizable results due to different patient study population, sample size, 

and limited data resources. For example, clinical data is normally not included which could cause 

some risk factors to be undetectable [14, 15]. However, studying administrative data of high 

volume hospitals could still help advance the knowledge of causes and factors related to 

readmissions. The statistical technologies applied in identifying risk variables are very broad in 

readmission research. The most commonly used technique is logistic regression (LR) [16-24], 

which is used for predicting binary outcomes of the dependent variables. The 30-day readmission 

(readmitted vs. not readmitted) is the binary outcome and all risk factors are the predictors in LR 

model. The underlying assumption of LR is that the transformation of linear combination of 

predictors is linearly related to the response variable. Another regression model - proportional 

hazard model (Cox model) has also been implemented to estimate the risk over time. The 

covariates of Cox model are multiplicatively proportionally related to hazard, and the baseline 
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hazard function is not necessarily specified. Cox models have been applied to identify significant 

factors related to readmissions and high risk patient groups [25, 26]. Moreover, other statistical 

results have been found for readmission studies by implementing univariate analysis and 

hypothesis testing [27, 28].  

2.2.2 Study Design 

Our study aims to identify preventable readmissions based on multi-hospital 

administrative data, and to estimate significant risk factors related to readmission through a 

multivariate LR model and an extension of Cox model. The results are compared across patient 

factors, hospital factors, and disease groups. 

The original dataset is from a network hospital system consisting of 9 hospitals in central 

Florida. The dataset includes 7 year retrospective data that includes more than 1 million patient 

discharge records of about 600 thousands patients from 2005 to 2012. We processed the data in 

the following steps. 

First, the records considered as routine, planned and unavoidable are excluded based on 

the CMS report. The planned readmissions are those with a pre-specified procedure [29]. Our 

studies only consider unplanned 30-day admissions. The exclusion criteria are shown in Table 1. 

After these eliminations, the data contains only preventable readmissions with 470 thousand 

patient records and 760 thousand hospitalizations.  

Second, five common chronic conditions are selected as our study cohorts. The selection 

is based on primary diagnosis code (ICD-9-CM) [30] of index admissions. The conditions 

include 1) congestive heart failure (CHF) according primary diagnosis codes 428.*,402.01, 

402.91, 404.01, 404.03, 404.11, 404.13, 404.91, and 404.93, 2) chronic obstructive pulmonary 

disease (COPD) according primary diagnosis codes 491.0, 491.1, 491.2, 491.20, 491.21, 490, 
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492, and 496, 3) acute myocardial infarction (AMI) according primary diagnosis codes 410.*, 4) 

Type II diabetes according primary diagnosis codes 250.*2, 5)pneumonia, according primary 

diagnosis and primary diagnosis related symptom codes 480, 481, 482, 483, 485, 486, 510, 511.0, 

511.1, 511.9, 780.6,  780.6, 786.00, 786.05, 786.06, 786.07, 786.2, 786.3, 786.4, 786.5, 786.51, 

786.52, 786.7 and a secondary diagnosis codes of pneumonia, emphysema, or pleurisy. 

Finally, fifteen potential risk factors are classified into three categories: patient factors, 

condition severity factors, and hospital factors. The patient factors are patient age (range groups 

18 to 45, 45 to 55, 55 to 65, 65 to 75, 75 to 85, 85 and up), gender (Female, Male), marital status 

(divorced/separated, married, single, widowed), race/ethnicity (black, Hispanic, white, other), 

and language (English, other). Condition severity factors are severity of illness (1-minor, 2-

moderate, 3-major, 4-extreme) as defined by All Patient Refined Diagnostic Related Groups 

(APR DRG)[31], behavioral health comorbidities (Yes if present as a secondary diagnosis, No 

otherwise), Charlson comorbidity index (0, 1, 2, 3, 4, 5 and up) calculated based on comorbid 

conditions and their severities [32], and length of stay LOS (in days). The hospital factors are 

hospitalist (Yes if patient has hospitalist, No otherwise), payer class (commercial, Medicaid, 

Medicare, other including patients with no insurance), discharge disposition (non-acute facility, 

routine/home, specialty hospital, other), admission type (emergency, routine, urgent, other), 

number of previous readmissions, and year (over seven years). The detailed categories of 

variables and their descriptive statistics are shown in Table 3. 

Two statistical models (LR model and a proportional hazard model extension) were built 

to identify significant variables and the relative risks of patients with different combinations of 

risk factors. The following is a brief review of the two methods and how they are applied to the 

readmission problems in this dissertation. 
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An LR model on 30-day readmission is applied with 15 predictive variables and a binary 

outcome of readmission (1 if readmitted, 0 otherwise). A patient record is represented by some 

linear combination of the predictors. The odds ratio (probability of being readmitted over 

probability of not being readmitted) is equivalent to the exponential function of linear regression 

expression. The results of relative risks among different class levels are interpreted as log odds. 

The regression coefficient estimation uses maximum likelihood estimates. Goodness-of-fit for 

model evaluation is tested by Hosmer-Lemeshow statistic and a 10 fold cross-validation. The 

results of statistical significant variables are produced by a Wald test with p-value of 0.05.  

A proportional hazard model with recurrent events is also applied. The basic Cox model 

estimates the coefficients for each predictive variable. It uses two responsive variables to capture 

the risk of event over time. The two responsive variables are event indicator (Y/N) and lapse 

time (between initial time record and the time when event occurs). The results of LR and Cox 

regression LR are estimated in different ways that LR estimates the odds ratio while Cox aims to 

estimate the hazard ratio. The final model from a Cox regression would yield an equation for the 

hazard as a function of several predictive variables. Since there are patients having multiple 

records that are readmitted to the hospital multiple times (note that patients returned to the 

hospital for a totally different reason would not count as readmissions), the patient records are 

not independent if they are from the same patient, which is called random effects. Also, the 

readmission events are not independent since patients with multiple previous admissions are 

more likely to be readmitted. We assume that there are baseline risks for individuals and 

readmission events. An extended proportional hazard model called conditional frailty model 

which combines random effects with stratification of events [33], assumes that the effects on the 
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nth
 admission event are restricted to the patients who have experienced n − 1th  

admission event.  

The hazard effect of nth
 admission for ith patient is: 

𝜆𝑖n(𝑡; 𝑍𝑖n) = 𝜆0𝑘(𝑡 − 𝑡n−1)𝑒
𝛽′𝑍𝑖n(𝑄𝑖n)+𝜔𝑖                                         (1) 

where 𝑄𝑖𝑛 and 𝑍𝑖𝑛 respectively denote the readmission time (in days) and covariate vector for the 

ith patient for the nth
 admission, and 𝛽 is regression parameter vector. 𝜆0𝑛 is the baseline hazard 

rate for each patient and (𝑡 − 𝑡𝑛−1) represents the gap time (in days) between nth
 and n − 1th  

admission. 𝜔𝑖 denotes the vector of random effects.  

2.2.3 Results 

The LR model and hazard regression model were built in SAS and R, respectively. In the 

30-day readmission LR predicting model, variable selection is based on a stepwise with settings 

of entry = 0.1 and stay =0.1. The selection iteratively removes a single insignificant variable 

from the model and adds a significant variable into the model, until results converge. The results 

are presented in Table 4 are the odds ratio (OR) for the LR regression model and the hazard ratio 

(HR) for the hazard regression model, with ratio point and the 0.95 confidence interval (CI). 

The results show that significant factors varied across disease groups and were slightly 

inconsistent in the prediction models. A brief summary of significant factors is shown in Table 2. 

A number of hospital factors are significant in both models and across disease groups, such as, 

number of previous readmissions, discharge disposition and year of admission. The more 

readmitted previously, the more likely it is that the patient would be readmitted again (OR from 

1.06 to 1.15). Both OR and HR show decreasing trend of readmission rate over 7 years. Patients 

who get discharged to another specialty or acute hospital have a higher chance to be readmitted 

than the ones who are discharged to home or non-acute facilities. Payer class/insurance is 

identified to be significant for most disease groups, such as CHF, COPD, pneumonia, and Type 
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II diabetes. The patients with Medicare and Medicaid have higher risks to return to the hospitals 

than the patients who have commercial insurance. The type of admission is also found significant 

in most disease groups. More specifically, patients who are admitted as emergency patients have 

higher risks of readmission. The presence of a hospitalist is not statistically significant in any 

disease groups. 

In the category of case severity factors, length of stay is statistically significant in most 

disease groups. The longer a patient stays in the hospital, the more likely it is that s/he would be 

readmitted. Hazard regression model indicates that Charlson comorbidity score relates to the rate 

of readmission. To be specific, patients with an index of 3 or higher have a higher chance of 

being readmitted. LR model obtained similar results in patient groups with pneumonia and Type 

II diabetes. Severity of illness index is significant in patients with CHF, COPD and pneumonia. 

When the index is high, the odds of being readmitted increases.  

Results of patient factors vary across disease groups. For instance, age is found to be 

significant in Diabetes II patients while hazard model is significant for all patients except 

patients with AMI. Patients who speak another language have higher risk of readmission in 

group CHF, COPD and AMI. Patient’s marital status also relates to readmission rate. Patients 

who are divorced are more likely to be readmitted than patients who are married.  

2.2.4 Discussion 

Our analyses provide information to better understand the risk factors of readmission 

patients with common conditions. Consistently the study shows that patient discharge disposition, 

previous admission times, Charlson comorbidity index, length of stay, and insurance type are 

related to a high readmission rate. 
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Some interesting results need further investigation. For instance, patients with longer 

length of stay have a higher risk of readmission. The reason might relate to patient health 

conditions or infections during hospital stay. With limited information in our data, it is difficult 

to explain the root cause of this problem. Patients speaking another language are associated with 

a higher risk rate. We have observed that patients who speak English as the second language are 

less sick in terms of Charlson Comorbidity Index score and disease severity index. The length of 

stay for those patients is generally longer (1 day on average) than other English speakers, and it 

appears that they do not have as many hospitalists. The non-English speaking patients have 

accounted for the majority of patients with Medicaid, Medicare, and no insurance (less 

commercial insurance). With these results, however, the conclusion for non-English speaking 

patients is uncertain. Languages could be a single causable risk factor of hospital readmission. 

Previous studies suggest that the communication of discharge instructions is important to reduce 

readmissions [113]. These patients might have difficulty understanding and following the 

instructions. It might also be a surrogate factor of other hidden variables that are not included in 

administrative data. In the case of age of Type II diabetes patients, patients 55 years old or 

younger have a higher risk than the patients who are older than 55. The reason behind this 

phenomenon might be associated with personal health experience and management. Also, 

commercial insurance payers have a lower rate of readmission. The results raise a question: is the 

different readmission rate among payers due to hospital delivery systems or the patient 

socioeconomic status? Could be both? We do not have more information regarding hospital 

reimbursement and patient personal information to support any of our suspicions. An in-depth 

study is required to answer these questions.  
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Another limitation of our study is that all our data is from hospitals all located in the 

same metropolitan area in Florida. The results may not represent the whole patient population 

and hospital characteristics across the country, or even in Florida? The administrative data does 

not include clinical information and treatments. There is also no information regarding patient 

discharge and following up information outside the hospital network. 

2.3 Risk Factors for Postoperative Patients 

2.3.1 Background 

As mentioned in section 2.1, in 2015 CMS started to penalize excessive readmissions for 

two common surgery procedures. For surgical patients, unlike the chronic condition patients, the 

risk of being readmitted mainly relates to postoperative complications [34, 35]. In the US, more 

than 50,000 patients had colorectal surgery every year from 1993 to 2007[36].  A systematic 

review found that the patients who have major bowel surgery account for 16.6% of all patient 

readmissions for a surgical reason which is a large part of readmissions of Medicare beneficiaries. 

Mortality associated with colorectal surgery is reported from 1% to 6% in the general population 

[36, 37]. Besides malignancy, other conditions including inflammatory bowel disease, 

diverticulitis and diverticular disease, and anal problems often require colorectal surgery [38]. A 

surgery can normally be either open or laparoscopic-assisted colectomy, and sometimes with 

procedure of colostomy. After the surgery, patients could experience different levels of side 

effects or pain, stress, and dysfunction, which affect patients’ quality of life. Although some of 

the readmissions are unavoidable due to patients’ pre-existing complications, a portion of 

unplanned readmissions are potentially preventable. The causing symptoms for unplanned 

readmission are bowel obstruction (33.4%), followed by surgical site infection (SSI) (15.7%) and 

intra-abdominal abscess (12.6%) [39]. Other surgical related reasons are anastomotic leaks, 

http://www.mayoclinic.org/ibd/
http://www.mayoclinic.org/diverticulitis/
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ostomy-related complications, respiratory complications, etc. and nonsurgical reasons, such as 

medication complications and side effects of chemotherapy (radiation therapy).  

The cost of readmission after colorectal surgery is $9000 each time, a total up to $300 

million per year [40]. The readmission rate of patients after colorectal surgery has been 

increasing over the past 20 years based on a national cancer database [41], while the patient 

length of hospital stay has been decreasing. In recent years, several intervention strategies have 

been implemented to surgical patients. A multimodal perioperative intervention care called 

enhanced recovery pathways (ERP) [42], enhanced recovery after surgery (ERAS) [43], and fast-

track surgery [44, 45] have gained widespread acceptance. The program aims to accelerate 

recovery, shorten patient in-hospital stay, and decrease complications by implementing, for 

example, optimal pain relief, stress reduction with regional anesthesia, minimal invasive surgery, 

early nutrition and ambulation. According to several random clinical trial studies, colorectal 

surgery patients’ hospital length of stay (LOS) was significantly reduced in the ERAS group but 

there was no reduction for major complications and readmission rate [38].  The concern of 

premature discharge that might increase postoperative morbidity and hospital readmission leads 

us to pursue standard discharge criteria. However, based on a systematic review of hospital 

discharge criteria for colorectal surgery [46], there is a huge variety of hospital discharge criteria. 

That is, a total of 156 studies described 70 different sets of readiness discharge criteria. Thus, 

development of proper criteria will provide patients a better “ready to discharge” health 

condition and reduce preventable readmission risks.   

 In the past, a few studies have tried to identify readmission risk factors/predictors [40, 

47-48]. However, most of the risk factors are demographical and social-economic variables 

which provide little information about the patient health/medical conditions. Even some 
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contradictions of the risk factors are found, such as patient LOS and hospital volume. These 

incomplete/inconsistent readmission risk outcomes may result from the limitation of 

administrative data sets for which some risk factors are not captured by billing codes [47]. 

Readmission not only relates to postsurgical complications but also involves discharge processes 

and care coordination [49]. 

The American College of Surgery National Surgical Quality Improvement Program 

(ACS-NSQIP) provides risk-adjusted, outcomes-based measures and comparisons for participant 

hospitals. It generates risk estimates morbidity and mortality probability for individual patients 

which are created as a function of risk variables. ACS-NSQIP is collected from the patient’s 

medical chart than insurance claims and tracks patients for 30 days after their operation. ACS 

NSQIP identified 61% more complications including 97% more surgical site infections (SSIs) 

than administrative data program [50]. Reviewing ACS NSQIP data might provide more insights 

for readmission problems. 

2.3.2 Study Design 

We studied 2011 ACS NSQIP data to identify risks of 30 day readmissions in patients 

that underwent colorectal surgeries. The definition of colorectal surgeries is based on Current 

Procedural Terminology (CPT) codes (44140 to 44213). A total of 252 variables were included 

in the original dataset with 30412 records (3228 readmission records, 24370 non-readmission 

records, 2814 no indicator records). Readmission rate was around 11.7% after eliminating 

records without readmission indicators, with is congruent with the readmission rate in the 

literature. To avoid that the information of non-readmission dominates readmission records in 

data-processing, we limited the size of non-readmission records down to the same size of the 

readmission records by random subsampling. Consequently, a total of 6456 records were 
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selected for data analysis (3228 readmission records and 3228 non-readmission records) with a 

readmission rate of 50%, which provides equal amount of binary outcomes for further analysis. 

Dimensionality reduction is a big challenge when preprocessing high dimensional data. 

Traditional dimensionality reduction methods are unsupervised which only consider input data 

and exclude any incorporated output data. One of the most popular unsupervised methods is 

principal component analysis (PCA), which obtains linearly uncorrelated variables from 

correlated input variables by singular value decomposition of the input matrix. However, 

ignoring the output/response value would create information loss and bias for discriminant 

analysis when output information is available. In the case of supervised projection, the 

relationship between response matrix and observation matrix is assessed.  There are some 

supervised methods, such as PLS-discriminant analysis (PLS-DA) where the outcomes are 

binary variables. PLS-DA is treated as an optimization problem which maximizes the class 

separations, based on the covariance between latent variables which are the linear combinations 

of input variables and response variables [52]. Since our study focuses on analyzing risk factors 

for readmissions of patients after colon surgeries, the response value is binary (either readmitted 

or not readmitted). Therefore, PLS-DA could be implemented. Other analytical methods used for 

classifications could also be applied for identifying risk factors and predicting readmissions, and 

the most common one is logistic regression (LR) presented in the previous section. Other 

relatively newer techniques such as support vector machine (SVM) and random forest (RF) [53] 

have some advantages. For example, they are able to handle high dimensional input variables 

and are able to find non-linear global solutions. SVM tries to obtain a partition that separates the 

data well while finding a partition with large margin. RF is a collection of decision trees that are 

not influenced by each other. The overall prediction of RF is the sum of the predictions from 

https://en.wikipedia.org/wiki/Correlation_and_dependence
https://en.wikipedia.org/wiki/Singular_value_decomposition
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decision trees. SVM and RF are black-box methods which lack interpretation and could have 

computational difficulties handling large scale problems. Another interpretable tree structure 

method called conditional inference tree (CTREE) [54], similar to the traditional decision tree, is 

also based on recursive partitioning algorithm to determine associations between significant 

variables. The difference is CTREE uses multiple test procedures to conduct stopping criteria 

while decision tree applies information measures (such as the Gini index). The latter has a bias of 

favoring many possible splits or missing values. CTREE selects variables with many possible 

splits, and applies a statistical test to evaluate the significance of the splits and outcomes. The 

algorithm recursively selects a covariate, chooses and adjusts the splits until the convergence is 

reached.  

The methods mentioned above were implemented on the subsample ACS NSQIP national 

surgery records of colorectal patients. The R program provides packages for each method, for 

example, “glmnet” for Logistic regression, “caret” for PLS-DA, “party” for CTREES, 

“randomforest” for random forest, and “e1071” for SVM. To identify significant variables and 

create a split for CTREE, the P value has to be less than or equal to 0.05. 

2.3.3 Results 

Twenty-seven potential risk factors were identified after data cleaning, and pre-screening 

by statistical methods (LR) and medical expertise (in Table 5). The factors are categorized into 

preoperative variables(e.g., patient age and patient previous blood disorder), operative variables 

(for instance, operation duration), and postoperative variables (e.g., post-surgery complications). 

The original ACS NSQIP dataset provides the probabilities for mortality and morbidity. The two 

variables are aggregated from the rest variables.  
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Our study tested the predictive power of readmission by the probability of 

mortality probability, probability of morbidity, and the probability of both. The classification 

accuracy of the three methods shows none or little predicting power. The rates are 0.48, 0.56, 

and 0.57 (with baseline of 0.5), respectively. Mortality shows no relationship with readmission, 

while morbidity has a slightly positive correlation with readmission. The combined probability 

does not increase the predicting accuracy when comparing with morbidity probability, as shown 

in Table 6. The results of the five analytic methods are also listed in the table. Those well-

developed statistical predictive models fail to predict readmissions. 70% classification accuracy 

is the highest in predicting 30-day readmission with the baseline 50%.  

CTREE as a tree structured non-linear classification methods with only a 53% predicting 

accuracy. However, it is still identified significant sub-groups (branches). CTREE tests the null 

hypothesis of no relationship between predicting variables and response variable (readmission 

indictor). If the test fails to reject the null hypothesis, the search ends; If is able to reject the null 

hypothesis, the predicting variable with the largest correlation value is selected and a split is 

conducted on that variable. Then the child node is treated as another patient node. The process is 

recursively repeated until there are no further splits.   

The results of the CTREE are shown in Figure 2. The root of the tree (the first split) is 

organ space surgery side infections (SSIs), and the branches are patients with and without SSIs. 

The second split on the patients with SSIs is based on hospital length of stay (LOS). And 95% of 

those patients with LOS less than 10 days were readmitted (443 of 459). Oppositely, the patients 

with longer LOS (greater than 10 days) have less than 60% (baseline is 50%) readmission rate. 

Significance test shows another split at LOS (less than 5 days vs greater than 5 days). Note that 

13 patients with SSIs stayed less than 5 days had a readmission rate of nearly 100% (220/222). 
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The patients with SSIs discharged between day 5 and 10 have a readmission rate of 94% (223 of 

237).  

For the patients who did not develop SSIs, a split leading to the indicator of returning to 

the OR is created. And the condescending split on the patients who come back to OR is also 

caused by LOS.  The patients who returned to OR and were discharged from hospital within 8 

days of index operation had a readmission rate of 93% (252 of 271). Further splits on the patients 

who neither developed SSI nor returned to OR are caused by the development of superficial 

infections and American Society of Anesthesiologists (ASA) class.  

CTREE was also applied on the whole dataset to evaluate the consistency of the results 

(shown in Figure 3). The readmission rate of the total population is 11.7%. The tree structure of 

the whole population is similar to the sub-sample one. The first split is SSIs, and the second split 

on patients with SSI leads to the duration of hospital stay on 10 days as well. The readmission 

rate of patients with SSI and stay duration in hospital less than 10 days is 78% (445 of 571). The 

condescending split is caused by return to OR for patients who did not have SSIs. The difference 

of the split is the LOS duration. The split point is 12 days instead of 8 days. Patients who 

returned to OR and got discharged within 12 days have a probability of readmission of 52% (321 

of 617). The condescending split of the branch that patients without organ space SSI and did not 

return to OR is Sepsis. Patients who have Sepsis have a higher readmission rate 30% than other 

patients (9%). 

2.3.4 Discussion 

Readmission is an integrated result that could involve various factors. Predicting risk of 

readmission for individuals is very difficult based on existing data information. As the 

experiment results shown in our study, typical and advanced analytical methods fall short on 

http://www.asahq.org/
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predicting readmission rate. It is also confirmed in the literature that there are few agreements on 

what are the causal factors. However, our CTREE analysis identifies certain high risk patient 

subpopulations. It is the first time to apply CTREE on ACS-NSQIP data. The results suggest 

early discharge could be a main reason for certain patients to get readmitted. Postoperative LOS 

is significantly related to readmission of patients with organ/space surgical site infection 

complication and patients who return to operating room within 30 days. It is likely that the 

infections could cause greater complications, such as anastomotic leak. Also, patients who need 

to return to OR signify the condition need to be treated. For example, patients developed a 

superficial SSI or sepsis. A focus only on early discharge following the fast track protocol might 

be harmful for the patients with serious complications. The discharge plan for those patients 

should be carefully examined and executed.  

The study has the following limitations: it is retrospective and is restricted to colorectal 

surgery patients. Future work should include a prospective study to investigate additional 

hospital risk factors. Since administrative data does not tell much detailed information about the 

patients’ experience and the health condition during the hospital stay, investigating the medical 

records, for example, paired matching groups (like propensity score matching PSM [55]) with 

opposite outcomes (readmitted vs. not readmitted), will provide a new way to relook at the 

readmission issue.  
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Table 1  Exclusion criteria for single admissions or patient records 

 

 

Table 2  Significant risk factors across disease groups and factor categories 

 
 

 

CHF COPD AMI Pneumonia Diabetes II 

OR HR OR HR OR HR OR HR OR HR 

Patient 

factors 

Age 

 

x 

 

x 

   

x x x 

Language x x X 

 

x x 

    Marital status 
   

x x 
 

x 
 

x 
 Race 

 

x 
    

x 

  

x 

Gender 

     

x 

    
Case 

severity 

factors 

Behavioral health x 

         Severity of illness x 

 
X x 

  

x x 

  Length of stay x 

 
X x 

  

x x x x 

Charlson comorbidity index 
 

x 
   

x x x x x 

Hospita

l factors 

Hospitalist 

          Admission type 

 

x 
  

x 

   

x 

 Payer class 
 

x X x 
  

x x 
 

x 

No. of previous admissions x x X x x x x x x x 

Year x x X x x x x x x x 

Discharge disposition x x X x x x x x x x 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Admissions 

The record of the admission (single event) was 

excluded if it was due to: 

Patients 

The entire patient record was excluded if he/she was: 

 

- Continued Care in the same hospital due to 

same-day internal hospital transfer (This was 

represented as a readmission in the same day in 

the database) 

- Newborn delivery  

- Trauma  

- Rehabilitation  

- Outside transfer and discharge planning is 

performed  

- Elopement: leaving without medical advice 

and/or treatment 

- Death and subsequent to death (i.e. organ 

donation) 

- Discharged to hospice care 

- Diagnosed with Cancer:  ICD9 code “Malignant 

Neoplasm” and on-going cancer treatment 

- Diagnosed with Renal disease and on-going treatment 
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Table 3  Descriptive statistics for risk factors 

 

 

 
CHF COPD AMI Pneumonia Diabetes II 

   No. of patients 7287 5946 9688 10897 4879 
   No. of admissions 9590 7921 11210 12130 6158 

Patient 

factors 

Age [18, 45) 4.83 (%) 4.61 (%) 6.07 (%) 16.62 (%) 24.90 (%) 

  [45, 55) 9.76 14.97 16.88 14.64 22.73 

  [55, 65) 13.54 24.07 23.07 14.95 19.31 

  [65, 75) 17.02 25.08 19.86 15.34 15.43 

  [75, 85) 27.82 21.78 21.08 21.73 12.11 

  [85+) 14.93 6.19 7.79 9.32 3.73 

  Null 12.10 3.31 5.25 7.40 1.78 

Gender Female 51.41 56.93 41.28 55.90 49.97 

  Male 48.59 43.07 58.72 44.10 50.03 

Marital status Divorced/Separated 11.29 19.88 10.34 11.83 16.29 

  Married 39.74 35.89 51.27 41.28 35.85 

   Single 21.30 23.65 22.75 27.13 35.62 

  Widowed 27.67 20.59 15.64 19.77 12.24 

Race Black 15.21 8.98 6.17 11.78 28.28 

  Hispanic 8.08 4.94 8.26 8.68 12.85 

  White 75.31 84.86 82.40 77.71 56.94 

  Other 1.40 1.21 3.17 1.83 1.93 

Language English 70.22 79.52 78.55 75.19 78.73 

  Other 29.78 20.48 21.45 24.81 21.27 

Case 
severity 

factors 

Severity of Illness 1 Minor 9.35 20.26 25.22 10.84 21.60 

  2 Moderate 45.29 43.23 40.95 48.41 33.87 

   3 Major 35.33 24.25 22.74 31.55 23.22 
  4 Extreme 5.52 3.04 9.05 6.10 3.00 

  Null 4.52 9.22 2.03 3.10 18.30 

Behavioral health co  No 76.53 65.24 80.09 70.26 74.76 

 
Yes 23.47 34.76 19.91 29.74 25.24 

Charlson co 0 15.90 0.00 34.87 28.12 10.02 

  1 24.59 47.54 31.01 37.00 32.97 

  2 22.90 26.70 16.76 18.10 18.27 

  3 15.45 12.08 8.18 7.64 15.61 

  4 9.69 6.77 4.30 4.43 10.56 
  5+ 11.47 6.91 4.88 4.71 12.59 

 
Length of stay(days)  Mean (min,max) 4.6(0,19) 3.8(0,56) 4.1(0,78) 5.2(0,15) 3.8(0,90) 

Hospital  

factors 

Hospitalist yes 25.85 29.10 27.27 28.62 32.64 

  no  74.15 70.90 72.73 71.38 67.36 
Payer class Commercial 9.49 10.96 26.52 18.39 19.96 

  Medicaid 10.32 14.47 8.26 12.56 21.14 

  Medicare 75.89 67.44 55.98 60.00 44.71 
  Other 4.30 7.13 9.24 9.05 14.19 

Discharge disposition Non-acute facility 43.02 29.57 26.43 33.79 32.49 

  Routine/home  52.74 67.10 57.22 63.45 64.08 
   Specialty hospital  2.89 1.00 14.99 0.88 0.99 

  Other 1.35 2.34 1.36 1.88 2.44 

Admission type Emergency 83.67 82.07 77.25 87.36 69.29 
  Routine 4.53 9.22 2.08 3.10 18.32 

   Urgent 6.61 3.64 9.22 4.23 5.31 

  Other  5.19 5.08 11.45 5.31 7.08 
No of previous 

admissions 
Mean (min,max) 2.8(1,36) 3.3(1,45) 1.9(1,49) 2.4(1,59) 3.1(1,52) 

Year 05 19.26 13.26 14.89 16.07 14.31 

  06 16.03 12.11 13.31 14.55 13.41 

  07 13.23 12.02 15.58 13.72 13.30 
  08 13.69 14.76 16.33 14.06 14.70 

  09 12.40 17.04 14.99 15.00 15.54 

  10 14.58 17.28 14.59 15.42 15.85 
  11-12 10.81 13.53 10.31 11.19 12.89 
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Table 4  Risk ratio values in point estimate (0.95 confidence interval) 

 

 

CHF COPD AMI 
Odds ratio Hazard ratio Odds ratio Hazard ratio Odds ratio Hazard ratio 

Patient 
factors 

Age [18, 45)   1   1     
  [45, 55)   0.94 (0.77, 1.15)   1.52 (1.18, 1.97)     
  [55, 65)   0.78 (0.64, 0.96)   1.6 (1.25, 2.06)     
  [65, 75)   0.73 (0.59, 0.9)   1.46 (1.12, 1.91)     
  [75, 85)   0.78 (0.63, 0.96)   1.27 (0.97, 1.68)     
  [85+)   0.81 (0.65, 1.01)   1.35 (0.98, 1.85)     
Marital-

status 

 

   

Divorced       1 1   
Married       0.84 (0.75, 0.95) 1.13 (0.95, 1.36)   
Single       0.93 (0.82, 1.05) 0.92 (0.75, 1.12)   
Widowed       0.98 (0.86, 1.13) 1.12 (0.91, 1.39)   

Race Black   1         
  Hispanic   0.86 (0.73, 1.02)         
  White   0.81 (0.73, 0.91)         
  Other   0.57 (0.38, 0.85)         
Language  English 1 1 1   1 1 

Other 1.17 (0.99, 1.38) 1.13 (1, 1.27) 1.27 (1.01, 1.6)   1.19 (1.02, 1.4) 1.13 (0.95, 1.34) 

Case 

severity 

factors 

Disease 
severity 

  

   

1 1   1 1     
2 1.23 (0.99, 1.52)   1.17 (0.97, 1.41) 0.99 (0.88, 1.1)     
3 1.32 (1.06, 1.66)   1.39 (1.13, 1.72) 1 (0.88, 1.14)     
4 1.33 (0.97, 1.85)   1.62 (1.09, 2.41) 0.94 (0.71, 1.24)     

Charlson  0   1       1 
  1   1.14 (0.99, 1.3)       1.03 (0.9, 1.19) 
  2   1.22 (1.06, 1.39)       1.01 (0.85, 1.19) 
  3   1.3 (1.12, 1.51)       1.13 (0.9, 1.42) 
  4   1.34 (1.14, 1.59)       1.35 (1.03, 1.78) 
  5+   1.26 (1.06, 1.49)       1.03 (0.77, 1.39) 
Length of stay (days)  1.02 (1, 1.03)   1.04 (1.02, 1.06) 1.03 (1.02, 1.04)     

Hospital 

factors 

Payer  Commercial   1 1 1     
  Medicaid   1.36 (1.14, 1.62) 1.94 (1.45, 2.6) 1.56 (1.3, 1.87)     
  Medicare   1.23 (1.04, 1.46) 1.44 (1.11, 1.88) 1.38 (1.16, 1.64)     
  Other   0.87 (0.68, 1.11) 1.55 (1.09, 2.22) 1.48 (1.19, 1.84)     
Num of admissions  1.15 (1.12, 1.17) 1.08 (1.07, 1.1) 1.15 (1.13, 1.17) 1.09 (1.08, 1.1) 1.12 (1.09, 1.15) 1.14 (1.09, 1.18) 
Discharge 

dispos. 

  

   

Non-acute 1 1 1 1 1 1 
Routine 0.83 (0.73, 0.93) 1.05 (0.96, 1.15) 0.9 (0.77, 1.05) 1.04 (0.94, 1.16) 0.6 (0.52, 0.69) 0.74 (0.65, 0.85) 
Specialty 2.43 (1.85, 3.2) 1.74 (1.4, 2.17) 2.13 (1.27, 3.58) 1.45 (0.98, 2.15) 6.74 (5.82, 7.81) 41.1 (33.99, 

49.7) Other 1.59 (1.04, 2.44) 1.27 (0.93, 1.72) 1.78 (1.21, 2.62) 1.58 (1.21, 2.06) 1.1 (0.71, 1.72) 1.36 (0.86, 2.16) 
Admission 

type 

  

   

Emergency   1     1   
Other   0.8 (0.65, 0.99)     1.1 (0.78, 1.55)   
Routine   0.83 (0.7, 0.98)     0.73 (0.58, 0.9)   
Urgent   0.87 (0.73, 1.04)     0.84 (0.69, 1.01)   

Year 1 1 1 1 1 1 1 
  2 0.88 (0.73, 1.06) 0.86 (0.76, 0.97) 0.96 (0.75, 1.23) 0.91 (0.78, 1.06) 0.85 (0.7, 1.04) 0.86 (0.7, 1.06) 
  3 0.77 (0.61, 0.97) 0.83 (0.71, 0.97) 0.88 (0.65, 1.2) 0.84 (0.72, 0.98) 1 (0.81, 1.24) 0.9 (0.71, 1.13) 
  4 0.84 (0.66, 1.05) 0.84 (0.71, 0.98) 0.85 (0.63, 1.15) 0.79 (0.68, 0.91) 0.85 (0.69, 1.06) 0.8 (0.64, 1.01) 
  5 0.72 (0.57, 0.92) 0.7 (0.6, 0.83) 0.78 (0.58, 1.04) 0.69 (0.6, 0.81) 0.91 (0.73, 1.14) 0.76 (0.6, 0.96) 
  6 0.76 (0.6, 0.96) 0.74 (0.63, 0.87) 0.72 (0.53, 0.97) 0.62 (0.53, 0.72) 0.74 (0.59, 0.93) 0.66 (0.51, 0.84) 
  7-8 0.57 (0.44, 0.74) 0.43 (0.35, 0.52) 0.54 (0.39, 0.75) 0.3 (0.25, 0.37) 0.73 (0.57, 0.94) 0.56 (0.43, 0.75) 
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Table 4  (Continued) 

 

 

Pneumonia Type II diabetes 
Odds ratio Hazard ratio Odds ratio Hazard ratio 

Patient 
factors 

Age [18, 45)   1 1 1 
  [45, 55)   1.07 (0.89, 1.27) 1.8 (0.55, 5.87) 1.01 (0.84, 1.21) 
  [55, 65)   1.03 (0.86, 1.23) 1.03 (0.31, 3.4) 0.68 (0.55, 0.84) 
  [65, 75)   0.84 (0.68, 1.03) 1.52 (0.46, 5.05) 0.67 (0.51, 0.88) 
  [75, 85)   0.79 (0.65, 0.97) 1.8 (0.54, 6) 0.73 (0.55, 0.97) 
  [85+)   0.83 (0.66, 1.05) 2.11 (0.61, 7.37) 0.65 (0.43, 0.98) 
Marital-

status 

 

   

Divorced 1    1   
Married 0.77 (0.64, 0.92)   0.82 (0.65, 1.03)   
Single 0.85 (0.7, 1.03)   0.91 (0.72, 1.14)   
Widowed 0.72 (0.59, 0.89)   0.62 (0.44, 0.87)   

Race Black 1     1 
  Hispanic 0.79 (0.6, 1.04)     0.8 (0.64, 1.01) 
  White 1.03 (0.85, 1.24)     0.61 (0.34, 1.08) 
  Other 0.85 (0.51, 1.39)     0.95 (0.81, 1.1) 
Language  English         

Other         

Case 

severity 

factors 

Disease 
severity 

  

   

1 1 1     
2 1.09 (0.86, 1.39) 1.2 (0.99, 1.45)     
3 1.32 (1.03, 1.7) 1.36 (1.11, 1.65)     
4 1.55 (1.12, 2.16) 1.35 (1.04, 1.77)     

Charlson  0 1 1 1 1 
  1 1.16 (0.98, 1.36) 1.26 (1.1, 1.44) 0.9 (0.62, 1.3) 0.95 (0.73, 1.24) 
  2 1.27 (1.05, 1.53) 1.37 (1.18, 1.6) 1.73 (1.19, 2.5) 1.58 (1.2, 2.07) 
  3 1.4 (1.11, 1.77) 1.47 (1.22, 1.78) 2.01 (1.38, 2.91) 1.74 (1.32, 2.29) 
  4 1.57 (1.2, 2.06) 1.5 (1.2, 1.89) 1.9 (1.28, 2.83) 1.96 (1.46, 2.63) 
  5+ 1.55 (1.19, 2.02) 1.56 (1.25, 1.94) 1.87 (1.25, 2.78) 1.67 (1.23, 2.26) 
Length of stay (days)  1.02 (1, 1.03) 1.01 (1.01, 1.02) 1.03 (1.01, 1.04) 1.03 (1.02, 1.04) 

Hospital 

factors 

Payer  Commercial 1 1   1 
  Medicaid 1.6 (1.26, 2.02) 1.73 (1.44, 2.08)   1.51 (1.23, 1.85) 
  Medicare 1.47 (1.21, 1.78) 1.79 (1.5, 2.14)   1.31 (1.06, 1.63) 
  Other 1.02 (0.76, 1.37) 1.02 (0.81, 1.28)   1.07 (0.85, 1.35) 
Num of admissions  1.09 (1.07, 1.11) 1.06 (1.05, 1.08) 1.11 (1.09, 1.12)  
Discharge 

dispos. 

  

   

Non-acute 1 1 1 1 
Routine 0.72 (0.62, 0.82) 0.83 (0.74, 0.93) 0.88 (0.72, 1.07) 1.52 (1.09, 2.1) 
Specialty 3.26 (2.14, 4.97) 2.9 (1.98, 4.26) 3.95 (2.21, 7.04) 0.92 (0.8, 1.07) 
Other 1.62 (1.12, 2.35) 1.55 (1.13, 2.11) 2.15 (1.41, 3.29) 3.35 (1.92, 5.85) 

Admission 

type 

  

   

Emergency     1  
Other     0.8 (0.62, 1.04)  
Routine     0.9 (0.63, 1.27)  
Urgent     0.73 (0.52, 1.03)  

Year 1 1 1 1 1 
  2 0.96 (0.78, 1.17) 1.01 (0.87, 1.18) 0.73 (0.55, 0.98) 0.68 (0.55, 0.84) 
  3 0.89 (0.72, 1.1) 0.89 (0.76, 1.04) 0.65 (0.48, 0.87) 0.83 (0.67, 1.02) 
  4 0.91 (0.74, 1.12) 0.95 (0.81, 1.11) 0.63 (0.47, 0.84) 0.71 (0.57, 0.87) 
  5 0.76 (0.61, 0.93) 0.77 (0.65, 0.91) 0.59 (0.44, 0.79) 0.59 (0.48, 0.73) 
  6 0.76 (0.62, 0.94) 0.74 (0.62, 0.87) 0.51 (0.38, 0.69) 0.52 (0.41, 0.65) 
  7-8 0.7 (0.55, 0.88) 0.56 (0.45, 0.68) 0.48 (0.35, 0.66) 0.39 (0.3, 0.51) 
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Table 5  Significant variables of readmission for colorectal surgery patients 

Preoperative  variables Age 

American Society of Anesthesiologists class ASACLAS 

History of chronic obstructive pulmonary disease HXCOPD 

Steroid use STEROID 

Diabetes DIABETES 

Bleeding disorder  BLEEDDIS 

Ventilator dependent >48 hours VENTILAT 

Quarter of admission AdmQtr  

Operative variables Total operation time OPTIME 

Work relative value units WORKRVU  

Postoperative variables Return to operating room RETURNOR 

Postoperative length of hospital stay DOptoDis 

Days from Surgical Admission to Operation HtoODay 

Superficial infection SUPINFEC 

Deep Incisional surgical site infection WNDINFD 

Organ/space surgical site infection ORGSPCSSI 

Occurrences Bleeding OTHBLEED 

Occurrences pulmonary embolism PULEMBOL 

Urinary tract infection URNINFEC 

Occurrences Ventilator > 48 hours FAILWEAN 

Occurrences of DVT/Thrombophlebitis OTHDVT 

Occurrences of Myocardial Infarction CDMI 

CVA/Stroke with neurological deficit CNSCVA 

Occurrences  of  Pneumonia OUPNEUMO 

Progressive renal insufficiency RENAINF 

Cardiac Arrest Requiring CPR CDARREST 

Occurrences Sepsis OTHSYSEP 

 

Table 6  Comparison of 30-day readmission predictive models 

Method Covariate Classification accuracy 

Logistic regression  Mortality probability  0.48 

Logistic regression  Morbidity probability 0.56 

Logistic regression  Mortality probability + Morbidity probability 0.57 

Logistic regression  27 significant variables  0.7 

PLSDA 27 significant variables  0.69 

CTREES 27 significant variables  0.63 

Random forest 27 significant variables  0.69 

SVM 27 significant variables  0.69 
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Figure 2  CTREES produced using identified risk factors on subsample population 
 
 

 
 

Figure 3  CTREES produced using identified risk factors on whole population 
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CHAPTER 3:  LEARNING NONLINEAR DISEASE ASSOCIATION NETWORKS
2
 

 

 

3.1 Introduction 

Network models have been widely used in many domains to characterize relationships 

between physical entities. For example, gene association networks have been used to model how 

different genes interact in a biological process [56]. Brain connectivity networks have been used 

to model how different brain regions interact to jointly deliver a brain function such as cognition 

and emotion [57]. Although the networks are not readily measureable in many applications, 

recent advancement of sensing technologies have risen the possibility of learning these networks 

from the rich amounts of sensing data, such as gene micro-arrays and brain images for the 

aforementioned networks, respectively. 

Extensive research efforts have been conducted for learning networks from data. Many of 

them focused on one particular type of network model that is called the Gaussian Graphical 

Model (GGM). A GGM consists of nodes that are random variables following a multivariate 

normal distribution and undirected arcs that indicate linear relationships between variables. It has 

been revealed that learning a GGM is equivalent to estimating the inverse covariance (IC) of the 

data, because the undirected arcs in a GGM correspond to nonzero entries in the IC matrix of the 

data [58]. Existing methods for learning a GGM can be broadly categorized as hypothesis-

testing-based methods, likelihood-based methods and regression-based methods.  

                                                           
2This entire chapter was previously published in [31]. Permission is included in Appendix A. 
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The hypothesis-testing-based methods employ hypothesis testing techniques to test for 

each entry of the IC matrix [59-62]. As the number of entries of an IC matrix grows rapidly with 

respect to the number of nodes, it is difficult to control the overall type-I error since a large 

number of hypothesis testing will be conducted. As a remedy, the likelihood-based methods were 

proposed to identify the zero entries in the IC matrix simultaneously. It takes advantage of the 

assumption that the random variables should follow a multivariate normal distribution in a GGM. 

Penalized maximum likelihood approaches were proposed in several studies [57, 63-65] that 

imposed penalties on the entries in the IC matrix, forcing many insignificant entries being zero. 

Efficient algorithms were proposed by Friedman [63] and Sun [66] to implement the penalized 

maximum likelihood methods, particularly, for high-dimensional problems. Some other methods 

were proposed, such as a method based on threshold gradient descent regularization developed 

by Li and Gui [67], and a method for overcoming the ill-conditioned problem of the sample 

covariance matrix by Schafer and Strimmer [68]. In addition, there are methods dealing with the 

situations when variables have a natural ordering [69, 70]. On the other hand, regression-based 

methods use regression methods for detecting the network structure. For example, Meinshausen 

and Buhlmann [71] developed a variable-by-variable approach that used lasso regression to 

identify the neighborhood for each node in the network. Schafer and Strimmer [68] also 

developed a joint sparse regression model, which simultaneously performs neighborhood 

selection for all variables. Peng et al. developed a sparse regression technique called SPACE 

[72], which is particularly useful in identifying hubs in gene association networks. Friedman et 

al. also investigated the use of lasso and group lasso for fast approximations to exact penalized 

maximum likelihood estimation of GGM [73]. Their method leads to sparse network estimation 

that is not only sparse in edges but also in nodes. Recently, Hsieh et al [74, 75] have developed 
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very efficient algorithms that can remarkably extend the sparse learning of the IC matrix of 

millions of variables. 

Despite the enormous research effort on learning the networks, most of them only focus 

on linear relationships between variables. For example, a GGM essentially assumes that, the 

relationship between a variable with the variables that connect with it can be characterized as a 

linear regression model However, in many applications, both linear and nonlinear relationships 

will exist between the variables. For example, a particular problem we are studying is the 

detection of the clinical association networks, which characterize the associations between 

multiple clinical conditions. Failing to uncover these clinical associations may hinder clinicians 

from detecting important symptoms, potentially leading to inadequate health care such as 

inappropriate usage of procedures or insufficient treatments. On the other hand, it is very 

challenging to identify those clinical associations due to their complicated natures [76]. 

To tackle the challenge of detecting nonlinear relationships in a network, we developed a 

novel graphical model, the sparse tree-embedded graphical model (STGM), which is able to 

uncover both linear and nonlinear clinical associations from a large number of variables. While 

the term “nonlinear association” can take many possible forms, we focused on a particular type 

of nonlinear associations that can be characterized by tree models. The basic idea of our STGM 

is integrating regression-based methods with decision tree learning, since decision tree has been 

demonstrated to be a powerful tool for learning nonlinear interactions between variables, with no 

additional cost of increasing the model complexity due to its nonparametric nature. We further 

propose an efficient regression-based algorithm for learning the STGM from data. 
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3.2 Related Work 

In this section, we will briefly review the related work in the existing methods for 

learning networks, particularly, in the regression-based methods since our method falls into this 

category [77, 71, 72]. We use X = {X1, ⋯ , Xp} to denote the p random variables under study. A 

graphical model of X assigns one node for each Xi and connects two nodes if there is association 

between them. The structure of a graphical model can be characterized by a p × p adjacency 

matrix G, with entry Gij = 1 representing an arc between Xi to Xj and Gij = 0 otherwise. 

The structure learning of the graphical model is equivalent to the identification of the 

nonzero elements in the adjacency matrix G. Particularly, the regression-based methods 

decompose the learning problem into 𝑝 sub-problems, while each sub-problem concerns the 

identification of the neighbors of a variable. For example, in GGM, the associations between 

variable 𝑋𝑖 with other variables can be modeled as a linear regression model, such as 𝑋𝑖 =

β𝑖
𝑇𝑋/𝑖 + 𝜀𝑖, where 𝑋/𝑖 denotes all the variables except 𝑋𝑖 and 𝜀𝑖 denotes the residual term which is 

modeled as a normal distribution. The regression-based methods repeatedly use some variable 

selection models for each 𝑋𝑖 and identify the non-zero regression coefficients in β𝑖 [77, 71-72]. The 

zero regression coefficients in β𝑖 correspond to the variables that are not associated with Xi. A 

general framework for these algorithms is shown in Figure 4. Here, fi(βi) could be a loss function 

that encourages many elements in βi to be zero, i.e., the loss function used in Glasso [63]. The 

regression-based methods can also be applied to other networks rather than GGM. For example, in 

some Markov graphical models [77] which model discrete variables, the associations between nodes 

can be modeled as a logistic regression model if the variables are binary, such as Pr(𝑋𝑖 = 1) =

𝑔(β𝑖
𝑇𝑋/𝑖) + 𝜀𝑖, where 𝑔 denotes the logit link function and 𝜀𝑖 denotes the residual term which is 

modeled as a binomial distribution.  
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The regression-based methods are demonstrated to be computationally efficient and 

accurate by both theoretical analysis and extensive simulation studies. However, many of them are 

limited to the applications where the associations between variables are linear. A few studies have 

attempted to relax these constraints and extend graphical models to capture nonlinear associations 

[78, 79]. For example, Lafferty [78] proposed two approaches, one made a distributional restriction 

through the use of copulas as a semiparametric extension of the Gaussian distribution, another one 

used kernel density estimation and restricted the underlying graphs to be trees or forests. Apparently, 

these restrictive assumptions limit their applicability in many real-world cases. This is particularly 

true in many clinical association studies where the nonlinear associations are usually non-smooth and 

take a rule-based semantics, while the methods proposed restrict the nonlinear associations to be 

represented as smooth functions. 

3.3 Proposed Sparse Tree Embedded Graphical Model 

3.3.1 Formulation 

As mentioned in section 3.2, the regression-based methods employ a regression model to 

characterize the associations between variable 𝑋𝑖with its neighbors. The STGM characterizes 

these associations between variables by integrating the generalized linear regression model with 

decision tree models, such as: 

𝐸(𝑋𝑖) = 𝑔 (β𝑖
𝑇𝑋/𝑖 + 𝛾𝑖𝑇𝑖(𝑋/𝑖))                                                      (2) 

where 𝑔 is the link function that depends on the type of 𝑋𝑖, 𝑇𝑖(𝑋/𝑖) is a decision tree model which 

uses 𝑋/𝑖 as the input, and 𝛾𝑖 measures the effect of 𝑇𝑖(𝑋/𝑖) [80]. The rationale beyond this model is 

to model the linear effects and nonlinear effects separately, which owns better interpretability than 

black-box nonlinear regression models. Also, a tree-based model is able to capture significant 

associations between multiple variables in a parsimonious and nonparametric way, while others need 
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more free parameters to represent these associations. Moreover, this association model will bring in 

computational advantage as inherited from the computational convenience of the existing tree 

learning algorithms.  

The association model (2) provides the basis for statistically inferring which variables are 

associated with 𝑋𝑖. This can be done by identifying the variables having nonzero values in β𝑖 and the 

variables that are selected as inputs in 𝑇𝑖(𝑋/𝑖). To discard the variables that are not significantly 

associated with 𝑋𝑖 according to the association model (2), the STGM employs the sparse learning 

technique [81] that leads to the following optimization formulation: 

{β̂i, γ̂i, T̂i} = minβi,Ti −∑ l (xij, g (βi
Tx/i,j + γiTi(x/i,j)))

n
j=1 + λi∑ |βil|l⋐X/i

+ αi|Ti(x/i,j)|     (3) 

Here, let 𝑥𝑖𝑗 denote the 𝑗𝑡ℎ sample for 𝑋𝑖 and 𝑥/𝑖,𝑗 denotes the 𝑗𝑡ℎ sample for all the variables 

except 𝑋𝑖. 𝑛 is the sample size. The first term in the objective function, ∑ 𝑙 (𝑥𝑖𝑗 , 𝑔 (β𝑖
𝑇𝑥/𝑖,𝑗 +

𝑛
𝑗=1

𝛾𝑖𝑇𝑖(𝑥/𝑖,𝑗))), is the likelihood of the generalized regression model to measure the model fit. In the 

second term,∑ |𝛽𝑖𝑙|𝑙⋐𝑋/𝑖
 is the sum of the absolute values of the elements in β𝑖 and thus is the so-

called L1-norm penalty. Moreover, the term |Ti(x/i,j)| denotes the number of terminal nodes in the 

tree Ti(x/i,j) that is used to regularize the estimation of the tree [82]. The regularization parameter 𝜆𝑖 

controls the number of non-zero elements in the solution to β𝑖, β̂𝑖; the larger the 𝜆𝑖, the fewer 

nonzero elements in β̂𝑖. Because fewer nonzero elements in β̂𝑖 correspond to fewer arcs in the 

learned network, a larger λi results in a sparser structure. A similar role is also played by αi. A 

benchmark practice in literature is to select λi and αi by cross validation. By solving (3) for each 𝑋𝑖, 

the associated variables for each 𝑋𝑖 can be identified as the non-zero values in β𝑖 and the variables 
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that are selected as inputs in 𝑇𝑖(𝑋/𝑖), and thereby, the network structure is identified. We propose our 

algorithm for solving (3) in section 3.3.2.  

3.3.2 Algorithm 

To solve (3), we propose an iterative fitting algorithm, which builds on the existing 

optimization algorithms that solve sparse regression models [83, 81] and decision tree learning 

[80]. The basic idea is motivated from the observation that, with the estimated�̂�𝑖(𝑥/𝑖,𝑗), (3) is a 

standard formulation for sparse generalized linear regression model 

{β̂𝑖, 𝛾𝑖} = minβ𝑖 −∑ 𝑙 (𝑥𝑖𝑗 , 𝑔 (β𝑖
𝑇𝑥/𝑖,𝑗 + 𝛾𝑖�̂�𝑖(𝑥/𝑖,𝑗)))

𝑛
𝑗=1 + 𝜆𝑖 ∑ |𝛽𝑖𝑙|𝑙⋐𝑋/𝑖

           (4) 

It can be solved by many existing algorithms [81, 83]. For example, if the Gaussian link 

function is used for𝑔, thus, we can adopt the LASSO algorithm for solving (4). On the other 

hand, with the estimatedβ𝑖, the optimization of (3) can be simplified to the optimization of 

�̂�𝑖 = min𝑇𝑖 −∑ 𝑙 (𝑥𝑖𝑗 , 𝑔 (β̂𝑖
𝑇
𝑥/𝑖,𝑗 + 𝛾𝑖𝑇𝑖(𝑥/𝑖,𝑗)))

𝑛
𝑗=1 .                             (5) 

We show that the optimization of (5) can be well addressed by adopting the standard 

framework of decision tree learning [80]. As the learning of a decision tree is repeatedly splitting 

a node into two child nodes, it relies on a measure of goodness for choosing a candidate split. (5) 

introduces such a measure of goodness. Specifically, assuming that the tree has grown and now 

the learning algorithm is probing the splitting scenario on one of the leaf nodes. With a little 

abuse of notation, denote the samples within this node as{𝑥1, 𝑥2, … , 𝑥𝑚}, i.e., {𝑥1, 𝑥2, … , 𝑥𝑚} 

could be a subset of the 𝑛 training samples. Assume that the candidate split will partition the 

samples into two subsets, {𝑥1, 𝑥2, … , 𝑥𝑚1
} and {𝑥𝑚1+1, … , 𝑥𝑚}. Then, we can define the goodness 

of this split as the reduction of the negative likelihood value, which is 
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−∑ 𝑙 (𝑥𝑖𝑗 , 𝑔 (β̂𝑖
𝑇
𝑥/𝑖,𝑗 + 𝛾𝑖𝑇𝑖(𝑥/𝑖,𝑗)))

𝑛𝑧𝑚
𝑗=𝑧1

− (−∑ 𝑙 (𝑥𝑖𝑗, 𝑔 (β̂𝑖
𝑇
𝑥/𝑖,𝑗 +

𝑛𝑚1

𝑗=𝑧1

𝛾𝑖𝑇𝑖(𝑥/𝑖,𝑗))) − ∑ 𝑙 (𝑥𝑖𝑗 , 𝑔 (β̂𝑖
𝑇
𝑥/𝑖,𝑗 + 𝛾𝑖𝑇𝑖(𝑥/𝑖,𝑗)))

𝑛𝑧𝑚
𝑗=𝑧𝑚1+1

).                                         (6) 

With such a definition of the goodness, we can adopt the existing decision tree learning 

algorithms by replacing the goodness measures that were used, such as gini index or entropy 

index [80], to learn the decision tree �̂�𝑖 which optimizes (6). Specifically, in our study, the 

RPART routine [84] is used for the tree learning that can be implemented in R environment. 

As a summary, the overall framework of the iterative algorithm that estimates {β̂𝑖, 𝛾𝑖, �̂�𝑖} 

is shown in Figure 5. A naive way for estimating the initial values for {β𝑖
0, 𝛾𝑖

0, 𝑇𝑖
0} can be that, 

first, we estimate an ordinary decision tree on the dataset using existing decision tree learning 

method, with 𝑋𝑖 as the response variable and the other variables as predictors. Denote this tree as 𝑇𝑖
0. 

Then, we estimate {β𝑖
0, 𝛾𝑖

0} by employing the sparse regression model with�̂�𝑖 = 𝑇𝑖
𝑡−1. The 

learning algorithm will continue updating the parameters until no further changes are observed 

on the parameters, e.g., when𝑇𝑖
𝑡 = 𝑇𝑖

𝑡−1. Simulation studies performed in the later section 

demonstrated that this algorithm usually takes only a few iterations to converge. 

We would like to conclude this section with some theoretical discussion of the proposed 

iterative algorithm in Figure 5. Note that our methodology consists of an iterative use of LASSO 

and standard tree learning. Both LASSO and tree learning have been extensively studied in the 

literature that revealing conditions to ensure their consistency or rates of convergence to the true 

underlying model. For example, it has been found that Lasso is consistent on the model selection 

both in the classical fixed p setting and in the large p setting as the sample size n gets large, when 

the Irrepresentable Condition is met. Various error bounds have also been derived for decision 

tree learning that showed promising results on the consistency of the decision tree learning [85-
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88]. Results from the Vapnik-Chervonenkis theory suggest that the amount of training data 

should grow at least linearly with the size of the decision tree [89, 90]. Further research revealed 

that that the error rate is more closely related to the “effective number of leaves than the number 

of leaves [86]. Exploration of how these theoretical properties that can be kept in our formulation 

could be an interesting future research topic. It is reasonable to believe that our method will 

inherit the nice theoretical properties of both LASSO and tree learning. On the other hand, 

regarding the computational complexity, it has been known that the computational complexities 

of LASSO [63] and some decision tree learning methods [91] are both O(pn). Since our iterative 

algorithm usually terminates in a couple of iterations, the overall computational complexity of 

our algorithm should be O(p2n). 

3.4 Numerical Experiments 

3.4.1 Simulated Data 

In this section, we compare our proposed STGM method with existing methods for 

learning networks. Among the numerous methods that were developed in the literature, Glasso 

has become the benchmark method for its good performances in various applications. What is 

more, Glasso can be implemented using the R package that is publically available. Since the 

performances of both the Glasso and the STGM are related to the parameters that need to be 

tuned, we use the Receiver Operating Characteristic (ROC) curve to characterize the 

performance of each algorithm since it can provide a full picture of how each algorithm can 

perform under different choices of the parameters. A ROC curve shows the sensitivity versus the 

specificity that can be achieved at various settings for the parameters of the algorithms. 

Sensitivity measures the proportion of underlying arcs (i.e., the non-zero entries in the adjacency 

matrix G) that are correctly identified as such. Specificity measures the proportion of negatives 



 
 

35 

(i.e., the zero entries in the adjacency matrix G) that are correctly identified as such. The 

algorithm that can achieve the largest area under the curve (AUC value) of the ROC curve is the 

best one. 

The algorithms are compared across various settings, with respect to the number of 

variables (p = 50,100,200), the level of sparseness (e.g., the number of nonzero entries in G/the 

number of free entries in G = 1/3), and the sample sizes (n = 500,1000). For each combination 

of the levels of these three parameters, we simulate data using three steps. Firstly, we randomly 

generate the network structure by creating a  𝑝 × 𝑝 adjacency matrix G that has the required level 

of sparseness. Secondly, we randomly generate the linear effects between 𝑋𝑖 with its neighbors in 

the network, and generate samples from the network with only linear effects. Thirdly, we 

randomly generate the nonlinear effects between 𝑋𝑖 with its neighbors in the network, and add 

the nonlinear effects to the samples generated from the second step. Specifically, in the second 

step, we randomly assign linear effects to the neighbors of 𝑋𝑖 by randomly generating the 

corresponding regression parameters using a uniform distribution 𝑈𝑛𝑖(𝜃) with 

𝜃 = [−1,−0.5]⋃[0.5,1]. Since a network with only linear relationships between variables is a 

GGM, samples can be generated from a GGM using approaches described in the literature such 

as in [72]. Then, in the third step, we randomly assign the nonlinear effects to the neighbors of 

𝑋𝑖, and generate a tree model for each variable that is nonlinearly related to 𝑋𝑖. To avoid 

generating too trivial or too complicated tree models, we generate a tree model with depth being two. 

The cut-off values being used in the tree are generated randomly. Then, using the association model 

between the variable 𝑋𝑖 and its neighbors, nonlinear effects of 𝑋𝑖 can be generated which can be 

added to the samples of 𝑋𝑖 generated from the second step. 
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With the samples collected from the underlying network, the STGM and the Glasso can be 

applied on these samples, and a ROC curve can be computed for each of the algorithms. To reduce 

sampling variation, for each simulation scenario, we repeat the simulation for 100 times and a mean 

ROC curve can be generated for each algorithm. The simulation results are shown in Figure 6. 

Apparently, the proposed STGM method outperforms the Glasso method in each scenario, i.e., the 

AUC value of the ROC curve of STGM is larger than the AUC value of the ROC curve of the 

Glasso. It is apparent that when the dimension p increases, the performance gain of our method in 

comparison with Glasso also increases. This trends also hold for the setting where p>n, shown in 

Figure 7, when p=200 and n=100.  

Besides conducting simulations on networks where the nonlinear associations can be 

characterized as tree models, we also evaluated the performance of the STGM method on networks 

with more general nonlinear interactions. Particularly, we adopted a similar approach developed in 

Friedman and Popescu [92] to parameterize these nonlinear terms, that involve three-variable 

interactions term ∏ exp (−3(1 − xj)
2
)3

i=1 , two-variable interaction term  exp (−2(xi − xj)), since 

function  sin2(π ∙ xi), and linear term. We denote these four types of associations as Type 1-4, 

respectively. Then we randomly simulate a network with 50 nodes (an example of those simulated 

networks can be found in Figure 9(a)) using these associations and generate 500 samples for each 

network. By following the same simulation procedure as described before, the obtained simulation 

results are shown in Figure 8. The simulation results demonstrate that the proposed STGM is better 

on detecting those nonlinear associations in general, although it uses a tree based approach for 

capturing the nonlinear associations. To obtain more details, a “snapshot” of our simulation is also 

presented in Figure 9(b-c), i.e., we randomly select one trial of the simulations, and present the 

underlying network as well as the identified networks by both the STGM and Glasso with the 
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regularization parameter tuned by cross-validation. It indicates that the STGM is particularly 

advantageous on detecting the 3
rd

 type of associations, while this type of association is more 

complicated and more difficult for linear models to capture. 

3.4.2 Application on Type II Diabetes Patients 

We apply our STGM to learn the clinical association networks for readmission analysis 

in the context of Type-II diabetes which is known for high readmissions rates. Recent studies 

have revealed the possibility of mining the Electronic Medical Records (EMRs) to discover 

clinical associations between disease conditions. For instance, a large scale clinical association 

study has been performed by Hanauer et al.[76] to identify clinical associations from the ICD-9 

codes (International Classification of Diseases, Ninth Revision, Clinical Modification). The ICD 

codes are based on the International Statistical Classification of Diseases and Related Health 

Problems (commonly abbreviated ICD), which cover many clinical conditions, such as 

classifications for signs, symptoms, abnormal findings, complaints, social circumstance, and 

causes of injury or disease. By analyzing these ICD codes routinely collected on a large pool of 

patients, it is possible to discover clinically relevant associations that may not have been noticed 

by individual clinicians as it is difficult for them to manage all the details in routine practice.  

The data used in this study comes from the administrative data from a certain area health 

system composed of a network of several hospitals. We identified 4879 patients and 6158 

hospitalizations that have the primary diagnosis as Type-II diabetes. To identify the readmission-

related clinical associations that may increase readmission risk, we plan to conduct a group 

comparison study by identifying the clinical association networks of both the readmission group 

and the control group. Unplanned admissions within 30 days of discharge were considered as the 

readmission group [93] and the remaining readmissions were considered as the control group. As 
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most of the ICD-9 codes are only sparsely observed in these records, in this study, we only focus 

on the clinical associations between the top 50 ICD-9 codes that are most frequently observed in 

our Type II diabetes cohort including both groups.  

The clinical association networks for the readmission group and the control group, 

learned by Glasso and STGM, are shown in Fig. 10 (a-b), respectively. In the learning of each 

network, the regulation parameter is chosen by a 10-fold cross-validation. By comparing the two 

networks, potential insights that may help reduce readmissions can be obtained, which will lead 

to better understanding of the readmission risk and guidance for intervention allocation. The 

STGM model might provide even more association information that could not be detected by the 

Glasso model. 

For example, an overall observation is that both groups share many common clinical 

associations that are documented in existing literature. E.g., it has been found that the 

development of coronary artery disease is highly related to some diseases such as Diabetes 

mellitus, hypertension and hyperlipidemia [94], which explains the common association between 

the ICD-9 codes 272.4 (Hyperlipidemia) with 414.01 (Coronary Atherosclerosis of native 

coronary artery), and between 272.4 (Hyperlipidemia) with 401.9 (Unspecified essential 

hypertension). Our study also revealed that 357.2 (Polyneuropathy in diabetes) is associated with 

682.7 (Cellulitis and Abscess of foot), 731.8 (Osteopathies), and 707.15 (Ulcer of other part of 

foot), which is consistent with the existing knowledge that states that these symptoms are 

common in diabetes patients who are prone to have infection and neuropathic osteoarthropathy 

[95]. The clinical associations that present in the control group but are missed in the readmission 

group might either indicate a difference on group characteristics or misdetection of related 

symptoms in the readmission group. For example, in readmission group, Hypopotassemia 
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(276.8) has fewer connections with other conditions such as the Hyposmolality and/or 

Hyponatremia (276.1), and Diabetes with Ketoacidosis (250.12). The clinical associations that 

only present in the readmission group might indicate risk factors for early readmission. For 

example, there are significantly more associations between the Tobacco use disorders (305.1) 

with other ICD-9 codes in the readmission group. This finding suggests that Tobacco use 

disorder may be a risk factor in the readmission group since it increases the complexity of the 

clinical conditions by interacting with other conditions [96]. Knowledge of these associations 

will provide decision support to clinicians to ensure that the important clinical associations are 

not ignored. In a summary, our model provides a powerful tool for identifying readmission-

related associations. Note that our study only reveals associations. It does not imply causation, 

nor does it prove medical relevance.  

3.5 Conclusion 

Extensive research efforts have been conducted for learning networks from data; 

however, many of them were developed for learning networks with linear relationships. In this 

chapter, we developed a novel graphical model, the sparse tree-embedded graphical model 

(STGM), which is able to uncover both linear and nonlinear relationships from a large number of 

variables. The STGM characterizes the relationships between variables by integrating the 

generalized linear regression model with decision tree models, modeling the linear effects and 

nonlinear effects separately, which leads to better interpretability and more simplicity than black-box 

nonlinear regression models. Simulation studies are conducted with respect to various settings, which 

show that the STGM model outperforms other network learning methods. It is also applied on a 

real-world application, which demonstrated its efficacy on discovering interesting nonlinear 

relationships in practice. Future research directions include the investigation of how to extend 
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STGM to discover more kinds of nonlinear relationships, how to integrate STGM with domain 

knowledge regarding the relationships between variables, and how to discover directed nonlinear 

relationships in Bayesian Networks. Also, it will be interesting to extend our network learning 

method to time-varying networks by using the fussed lasso to characterize the temporal 

transitions between networks, as suggested [97]. One challenge is how to characterize the 

dynamics of the nonlinear interactions by developing a temporal tree model. Furthermore, it will 

be very interesting to investigate the simple screening rules that may facilitate the learning of the 

network structure. It has been found that a simple method based on univariate screening of the 

elements of the empirical correlation matrix can achieve comparable or even better performance 

than many more complex network learning methods [73]. Screening approaches have generated 

a great promise for sparse learning, e.g., to exclude the irrelevant variables that are guaranteed to 

have zero coefficients in a regression model, as demonstrated in recent works [98, 99].   
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Figure 4  A general framework of regression-based methods 

 

Figure 5  Our proposed algorithm for solving (3) 

Input: sample matrix, 𝑋; number of variable, 𝑝; regularization  

For 𝑖 = 1,2,… , 𝑝,  

        optimize 𝑓𝑖(𝛃𝑖) and get 𝛃𝑖; 

End for 

Output: 𝛃𝑖 for 𝑖 = 1,2,… , 𝑝 

𝑇𝑖
𝑡 = 𝑇𝑖

𝑡−1 

Input: samples {𝒙𝑖𝑗, 𝑗 = 1,… , 𝑛}and {𝒙/𝑖,𝑗, 𝑗 = 1,… , 𝑛}; regularization 

parameters, 𝜆𝑖; initial values for {𝛃𝑖
0, 𝛾𝑖

0, 𝑇𝑖
0}; stopping criterion, ϵ.  

Initialize:    

Let 𝑐𝑜𝑛𝑣𝑒𝑟𝑔𝑒 = 𝑓𝑎𝑙𝑠𝑒; 

Let 𝑡 = 1; 

Repeat  

   {𝛃𝑖
𝑡 , 𝛾𝑖

𝑡} is estimated by solving (3) with �̂�𝑖 = 𝑇𝑖
𝑡−1 using the existing 

LASSO algorithm 

   𝑇𝑖
𝑡 is estimated by using the decision tree learning algorithm (4) with (5) as 

the goodness criteria, where {�̂�𝑖, 𝛾𝑖} = {𝛃𝑖
𝑡 , 𝛾𝑖

𝑡}.  

If  

Then 

    𝑐𝑜𝑛𝑣𝑒𝑟𝑔𝑒 = 𝑡𝑟𝑢𝑒; 

Else 

    𝑐𝑜𝑛𝑣𝑒𝑟𝑔𝑒 = 𝑓𝑎𝑙𝑠𝑒; 

End if 

Let   𝑡 = 𝑡 + 1; 

Until  𝑐𝑜𝑛𝑣𝑒𝑟𝑔𝑒 = 𝑡𝑟𝑢𝑒 

Output: {𝛃𝑖
𝑡 , 𝛾𝑖

𝑡 , 𝑇𝑖
𝑡−1}.  
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Figure 6  Performance comparison on big-n data. (Mean ROC curves for proposed model (solid 

line) and the Glasso method (dashed line)) 
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Figure 7  Performance comparison on big-p data. (Mean ROC curves for proposed model (solid 

line) and the Glasso method (dashed line)) 

 

 

Figure 8  Performance comparison using general non-linear underlying structures. (Mean ROC 

curves for proposed model (solid line) and the Glasso method (dashed line)) 
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Figure 9  Illustration of networks of non-linear associations. ((a) Real network structure of 50 

non-linear associated variables (denoted by vertex) with 4 types of associations (denoted by 

edge)), (b) Network detected by STEM method, and (c) Network detected by Glasso method) 

(a) 

(b) (c) 
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Figure 10 Clinical association networks of top 25 diagnosis codes. ((a) readmission group by 

STEM method, (b) control group by STEM method) 

  

(b) (a) 
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CHAPTER 4:  SURGERY CENTER OPERATING ROOM SCHEDULING 

 

 

4.1 Introduction 

Operating rooms are in general a significant contributor to overall operation cost of 

health institutes [100]. In recent years, operating room scheduling process is facing more and 

more challenges and pressures, partly due to higher expectations of patient experience as well as 

the increasing cost of healthcare delivery. In fact, the difficulty of operating room scheduling 

resides in the heavy human involvement: surgeons, nurses, patients, and their interactions. All of 

those factors make this process very different from other scheduling problems such as those in 

supply chain or electrical systems where physical laws apply.  

For the sake of history, we have to mention [101,102] which were published in 1968 and, 

to our best knowledge, were the first two literatures trying to solve operation room scheduling 

problems with computer programs. In [101], a simulation program was used to evaluate various 

schedules for operating rooms by reporting idle or waiting time for rooms and personnel. The 

practitioners had to check the output of each schedule such as the assignments of operating 

rooms, anesthetists, nurses, and etc. to determine a preferred one. Similarly but differently, [102] 

executed a computer simulation program by considering "costs" of empty beds, hospital 

overflow, and loss of patients in different schedules. 

Following the pioneer work in [101-102], many research efforts extended the scope of 

operating room scheduling by considering other practical objectives and/or constraints. For 

example, [103] applied a column-generation heuristic, a large-scale optimization algorithm, on a 
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weekly operating room and recovery room scheduling problem. [104] focused on patient waiting 

time in outpatient scheduling systems by using a simulation approach. [105] formulated a mixed-

integer programming for surgeon and surgery scheduling enforcing constraints of surgeon health 

such as maximum number of time blocks per day, maximum number of consecutive working 

days, and etc. [106] took into consideration staff preferences and affinities, and listed affinity 

maximization as one of the objective functions. 

In recent years, the research of operating room scheduling has been able to tackle 

uncertain factors because of the advances of solution techniques. For example, [107] combined 

Monte Carlo simulation and mixed-integer programming to solve operating room planning 

problems with random emergency surgery arrivals. [108] applied robust optimization with 

uncertain surgery duration for operating room scheduling without assuming any probability 

information. Also considering the randomness in duration of surgical procedures, [109] proposed 

both a stochastic programming model and a robust optimization model, and provided easy-to-

implement heuristic solutions. We refer the readers to [110] for a more detailed review of such 

literature.  

Outpatient surgery scheduling is a subtopic of surgery scheduling problem, which 

schedules mainly elective patients. In recent years, the aging population in the US increases 

demand for outpatient surgery services. By the year 2020, the forecasted growth depending on 

specialty is predicted to be 14% to 47% [112]. Improving efficiency and offering patients’ 

greater convenience is critical. Ambulatory surgery centers (ASCs) have become more popular. 

In 2012, there were 5,357 ASCs, which received $3.6 billion in Medicare payments, according to 

MedPAC data[2]. In contrast to a large volume hospital, where the main objective is to maximize 

utilization, decrease downtime, and limit the overall cost, an ASC must flexibly adapt to a wide 
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variety of external realities, balancing service to providers against efficiency.  In addition, in a 

large volume hospital, the operating suites run around the clock, often with dedicated ORs for 

emergent cases. Outpatient surgery centers, on the other hand, do not normally have emergent or 

urgent cases and patients do not require an overnight stay after the procedure. Yet in free-

standing ASCs, increasing efficiency and reducing costs has become critical as competition has 

increased. The performance measures assign different priorities to some stakeholders over others. 

For the institution, increasing utilization and decreasing costs are important, as is supporting the 

service relationship with providers. For the patients, they desire no delay, short waiting times and 

high quality services. Physicians would like to have easy scheduling and more direct control. The 

objectives used in the scheduling system are adapted to the priorities in real system and the 

computational complexity.    

There is an underlying need to develop methodologies and tools that will enable and 

assist managers in an ASC to schedule ORs more efficiently while maintaining needed flexibility. 

Existing scheduling system in most ASCs does not consider the stochastic behavior of operation 

duration which has a tremendous impact on the scheduling system overtime and idle time. And 

additional constraints can only be manually managed through experience and trial and error. Our 

study will help physicians and owners of ASCs to quickly identify problems in surgery 

scheduling, and thus recognize and capitalize on opportunities of improvement. Current OR 

scheduling systems in ASC will be enhanced by systemic scheduling tools that recommend the 

optimized schedule plan based on the real time setting. The broader impact will be achieved by 

the reduction of idle and overtime of ORs, further reducing the overall cost. Improved efficiency 

will also increase the satisfaction level of both patients and physicians by reducing patient 

waiting time, improving the accuracy of scheduling time and enhancing relationships between 
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surgery team members. The scheduling tools and the corresponding results are not limited to 

ASCs. They can be extended or tailored to other healthcare facilities, e.g., large scale hospital 

scheduling problems. Our studies are presented as follows.  

First, we analyzed the historical data from an Ambulatory Surgery Center, and 

constructed the lognormal distributions for surgery durations of different types.  

Second, we proposed a day-ahead nurse staffing model for the surgery center considering 

the fixed surgery schedules and the affinities between nurses and surgeons. The solution was 

implemented in AIMMS (a commercial tool for optimization modeling).  

Finally, we formulated a multi-objective stochastic programming model for weekly 

operating room scheduling. We included the obtained lognormal distributions, and took into 

consideration the affinities between team members as well as the efficiencies of a nurse assistant 

in various surgeries. The solution was also implemented in AIMMS. 

4.2 Estimation of Operation Time 

4.2.1 Data Collection 

For the purposes of this study, existing de-identified administrative data from university 

affiliated surgery center is used.  The dataset initially includes time-related surgery information 

and clinical information (with prior recoding of patients and providers) from all surgical 

procedures and endoscopies for a 3-year period from 2011 to 2014. The total sample size is 

about 9000 with 580 procedures (identified by CPT procedure code). The time variables related 

to operations include patient pre-operation duration; time when a patient enters/leaves OR; time 

that a procedure starts; time that a patient arrives Recover phase I (PACU) as well as the time 

that a patient gets discharged (Recovery phase II). Other surgery information includes procedure 

code, the code numbers of the physicians and staff (de-identified names), the scheduled 
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procedure duration, and patient information limited to gender, age, American Society of 

Anesthesiologists (ASA) Score. 

The scope of our study is to estimate operation duration and to produce scheduling 

strategy. The focus is on the time of ORs being occupied. Thus, operation time in this study is 

defined as the time between patient entering and leaving an operating room. Since different types 

of operations vary dramatically, time duration estimation is based on specialties. 

4.2.2 Distribution Fitting 

To estimate the distribution of the operation time, we started by grouping similar 

procedures. Since the 5-digit CPT coding system reflects the hierarchy of CPT codes, we 

checked the codes with the same first 4 digits. Some procedures are bundled to be more 

comprehensive. For example, code 11400, 11401, 11402, 11404, and 11406 are bundled because 

all of them are for excision of benign lesions of skin, with the only difference in sizes of excised 

diameter. However, some procedures are different even with the same first 4 digits. For instance, 

code 1582* reflects all sorts of “other facial procedures” and code 15820, 15822, 15823 are for 

blepharoplasty, but code 15824, 15825, and 15828 are coded as rhytidectomy. On the other hand, 

to show statistical significance in grouping, we also conducted k-sample Anderson-Darling test 

on the group candidates to test the hypothesis that k groups of data were drawn from the same 

distribution. Eventually, we were able to identify 50 groups of procedures, each of which has at 

least 30 records. Note that the records in those 50 groups cover more than 80% of the procedures 

in the original data.  

To fit statistical distributions for those frequent operation durations, we tested the three 

most common time duration distributions: Gaussian distribution, Weibull distribution and 

lognormal distribution. We tested all 50 major procedures in the surgery center based on 
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maximal likelihood information. Most procedures (38 out of 50) show lognormal distribution as 

the best fit. We illustrate one example of distribution fitting comparison across different 

distributions. Procedure extracapsular cataract removal with insertion (CPT code is 66984) is the 

most frequent operation in the surgery center (2500 in total). In Figure 11(a-c), Weibull, 

Gaussian, and lognormal distribution are fitted to compare with the empirical distribution on the 

histogram plots respectively. As shown in the results, lognormal distribution is the closest to the 

empirical density. Since lognormal distribution is always close to the distribution with maximal 

likelihood, we use lognormal distribution for all operation durations to give consistent estimates. 

In [105], lognormal distribution is also applied to estimate surgery procedure durations.  

In order to meet various and flexible expectations of scheduling results, we also provide 6 

operation duration percentile values (50%, 60%, 70%, 80%, 90%, 95%) for each major 

procedure based on the obtained lognormal distributions.  The larger percentile, the longer 

duration will be scheduled. For example, 50% of the procedures are estimated to be complete 

within 55 minutes; 60% are completed within 61 minutes; 70% within 67 minutes, and so on.  

When a larger percentile value is chosen, the likelihood of finishing operation on time is higher. 

On the other hand, choosing smaller percentile values will have more operations scheduled. 

Therefore, to choose a percentile value is a balance between efficiency and accuracy, and the 

final decision is on physicians and schedulers/center managers. To implement distribution fitting, 

we applied R package [111]. Figure 12 illustrates the information of the specialty groups (first 6 

records are shown). The first column is the total number of records for that specialty; the second 

and third columns are the sample mean and median times (in minutes), respectively. Column 4 

through column 7 are the parameters (mu and sigma) and their standard deviations of the fitted 
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lognormal distribution.  The estimated mean value and 6 percentile values are shown in other 

columns.   

Note that procedures (387 types in total) with fewer than 30 records could hardly reach 

any distribution. Min/max/mean/median values are provided as references to help schedule the 

operations, shown in Figure 13. 

Based on the two tables above, we would have a better understanding in terms of surgery 

durations of historical procedures. Therefore, the scheduler could use the two tables as a 

reference for scheduling the major operations. 

4.3 Daily Staffing Scheduling 

In this subsection, we create a practical scheduling tool to solve daily staffing and 

allocation problems. By giving a set of operations with scheduled time duration, available ORs, 

and nurses, the proposed model can produce the room assignments and the optimal pairing teams 

by taking into consideration the service relationship with providers. The nomenclature used in 

this subsection is listed in Table 7. 

The objective of the model is to maximize the total service efficiency, defined into two 

parts (7) and (8). (7) maximizes the total efficiency of nurse skill level of assisting operations. (8) 

maximizes the efficiency of surgery team (nurses and surgeons who prefer to work together have 

higher score).  

𝑚𝑎𝑥∑ ∑ ∑ 𝐸𝑖𝑛𝑦𝑖𝑛ℎ𝑡𝑛𝑖                                                      (7) 

𝑚𝑎𝑥∑ ∑ ∑ (∑ 𝐶𝑗𝑛𝐵𝑖𝑗𝑗 )𝑡𝑛𝑖 𝑦𝑖𝑛ℎ                                            (8) 

 

The main constraints of the model are listed as following: A nurse must be available if 

she/he is assigned, defined by (9); A nurse can only be scheduled in one operation at a time, 

defined by (10); An operation can only be scheduled in consecutive slots, represented by (11)-
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(13); Enough number of nurses for an operation (in (14)); Total working hour for nurses with the 

balance of under and over working time, represented by (15) -(17); Whether a nurse is scheduled 

or not (in (18)). 

∑ 𝑧𝑖𝑛ℎ𝑖 ≤ 𝑄𝑛ℎ𝑋𝑖ℎ, ∀𝑖, 𝑛, ℎ                                                    (9) 

∑ 𝑧𝑖𝑛ℎ𝑖 ≤ 1, ∀𝑛, ℎ                                                           (10) 

∑ ∑ 𝑧𝑖𝑛ℎℎ = ∑ 𝑋𝑖ℎ ∙ 𝑀𝑖ℎ , ∀𝑖𝑛                                               (11) 

𝑦𝑖𝑛ℎ ≥ 𝑧𝑖𝑛ℎ − 𝑧𝑖𝑛(ℎ−1), ∀𝑖, 𝑛, ℎ = 2, 3, … ,𝐻                                  (12) 

𝑦𝑖𝑛ℎ = 𝑧𝑖𝑛ℎ, ℎ = 1                                                     (13) 

∑ ∑ 𝑦𝑖𝑛ℎℎ = 𝑀𝑖 , ∀𝑖𝑛                                                    (14) 

ℎ𝑛𝐹𝑛
𝑚𝑖𝑛 − 𝑤𝑛

𝑢𝑛 ≤ ∑ ∑ 𝑧𝑖𝑛ℎℎ𝑖 ≤ ℎ𝑛𝐹𝑛
𝑚𝑎𝑥 + 𝑤𝑛

𝑜𝑣𝑒𝑟, ∀𝑛                         (15) 

𝑤𝑛
𝑢𝑛, 𝑤𝑛

𝑜𝑣𝑒𝑟 ≥ 0, ∀𝑛                                                  (16) 

∑ (𝑤𝑛
𝑢𝑛 + 𝑤𝑛

𝑜𝑣𝑒𝑟) ≤ 10𝑛                                               (17) 

ℎ𝑛 ≥ 𝑦𝑖𝑛ℎ, ∀𝑖, 𝑛, ℎ                                                   (18) 

We implemented the scheduling model in AIMMS with UI pages that schedulers could 

input available information. The panels are shown in Figure 14. The dark background panels are 

the input panels. The one with white background and a “solving” button is an output panel which 

shows the optimal staffing results. The left top corner panel shows the available time slots of 

each nurse (input values for parameter 𝑄𝑛ℎ) and scheduled operations (for parameter 𝑋𝑖ℎ). We 

assume one slot equals to one hour initially, and it can be changed to other time unit, saying 30 

minutes or 15 minutes. The shorter time for each slot, the more precise the results would be, but 

it shouldn’t be too small to generate results in a reasonable time.  In the left bottom corner, the 

upper panel shows the serving efficiency matrix between nurses and surgeons (𝐶𝑗𝑛). The value of 

𝐶𝑗𝑛 is between 0 and 1, which needs to be given by the surgery center manager. The surgeon and 
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the values of nurses 𝐵𝑖𝑗 and 𝐶𝑗𝑛are given for each operation in the lower panel. The default 

minimum and maximum working hours are given for each nurse (𝐹𝑛
𝑚𝑖𝑛, 𝐹𝑛

𝑚𝑎𝑥). The results will 

be shown in right bottom panel. 

4.4 Week-Ahead Stochastic Programming Scheduling 

In this subsection, we propose a mathematical programming model to generate optimal 

schedules of surgeries and nurses, aiming at improving service efficiency as well as reducing the 

under/over working hours. The problem is formulated as a stochastic programming model due to 

the presence of uncertain operation durations. The nomenclature used in this subsection is listed 

in Table 8, and we try to accommodate as many constraints as possible.  

𝑚𝑎𝑥∑ ∑ ∑ 𝐸𝑖𝑛𝑦𝑖𝑛𝑡𝑡𝑛𝑖                                                            (19) 

𝑚𝑎𝑥∑ ∑ ∑ (∑ 𝐶𝑗𝑛𝐵𝑖𝑗𝑗 )𝑡𝑛𝑖 𝑦𝑖𝑛𝑡                                                   (20) 

𝑚𝑖𝑛∑ ∑ ∑ (𝑧𝑗𝑡𝑠
𝑜𝑣𝑒𝑟)𝑡𝑗𝑠 + ∑ ∑ ∑ (𝑤𝑛𝑡𝑠

𝑜𝑣𝑒𝑟)𝑡𝑛𝑠                                          (21) 

𝑚𝑖𝑛∑ 𝑢𝑖𝑖                                                                   (22) 

𝑚𝑖𝑛∑ 𝑣𝑖𝑖                                                                   (23) 

Multiple objectives are defined in (19)-(23). It is widely acknowledged that there 

generally more than one goal in operating room scheduling optimization. For example, (19)-(20) 

are formulated to maximize the efficiencies that nurses can assist surgeons for various surgeries; 

(21) tries to minimize the under or over working hours for both surgeons and nurses. In addition, 

"the loss of operations" is allowed in (22) to ensure the feasibility of the proposed model, but 

will be minimized by associating a very large penalty to any unscheduled operation. Finally, 

patient waiting days, often used in literature as a measurement of healthcare delivery quality, is 

captured in (23). There are different approaches to deal with multiple objectives in optimization, 

for example, goal programming, linear scalarization, etc. Linear scalarization is able to find 
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Pareto-optimal solutions, but requires to association of different coefficients to formulate a single 

objective function (i.e., the sum of weighted objectives). But it is very debatable on how to 

choose or assign different weights to various objectives especially in healthcare related research. 

Therefore, we use goal programming as the solution approach in this section, and the details will 

be presented later. The complexity of the stochastic scheduling problem stems from the 

following constraints.  

∑ ∑ 𝑥𝑖𝑘𝑡𝑡 = 1 − 𝑢𝑖 , ∀𝑖𝑘                                                            (24) 

𝑥𝑖𝑘𝑡 ≤ 𝑅𝑘𝑡𝑆𝑖𝑘 ∑ (𝑃𝑗𝑡 ∙ 𝐵𝑖𝑗)𝑗 , ∀𝑖, 𝑘, 𝑡                                                (25) 

𝑦𝑖𝑛𝑡 ≤ 𝑄𝑛𝑡 ∑ 𝑥𝑖𝑘𝑡𝑘 , ∀𝑖, 𝑛, 𝑡                                                      (26) 

(1 − 𝑢𝑖)𝑇𝑖
𝑚𝑖𝑛 ≤ ∑ ∑ (𝑥𝑖𝑘𝑡 ∙ 𝑡)𝑡𝑘 ≤ (1 − 𝑢𝑖)𝑇𝑖

𝑚𝑎𝑥, ∀𝑖                                (27) 

∑ ∑ (𝑥𝑖𝑘𝑡 ∙ 𝑡)𝑡𝑘 − 𝑇𝑖
𝑚𝑖𝑛 ≤ 𝑣𝑖, ∀𝑖                                               (28) 

𝑢𝑖(𝑇 − 𝑇𝑖
𝑚𝑖𝑛) ≤ 𝑣𝑖 , ∀𝑖                                                      (29) 

Constraint (24) ensures that a surgery must be scheduled to avoid a large penalty. 

Constraint (25) states that a surgery can be scheduled to a room only if the room is available. 

Similarly, the availability of a nurse is enforced in (26). Constraints (27)-(29) restrict the earliest 

and due date of a scheduled surgery. 

∑ ∑ 𝑦𝑖𝑛𝑡𝑛𝑡 = 𝑀𝑖, ∀𝑖                                                        (30) 

∑ ∑ 𝑥𝑖𝑘𝑡 ∙ 𝐵𝑖𝑗𝑖𝑘 ∙ 𝐷𝑖𝑠 ≤ ℎ𝑗𝑡
𝑠𝑢𝑟𝐺𝑗𝑡

𝑚𝑎𝑥 + 𝑧𝑗𝑡𝑠
𝑜𝑣𝑒𝑟 , ∀𝑗, 𝑡, 𝑠                                 (31) 

𝑧𝑗𝑡𝑠
𝑜𝑣𝑒𝑟 ≥ 0, ∀𝑗, 𝑡, 𝑠                                                         (32) 

∑ 𝑦𝑖𝑛𝑡𝑖 𝐷𝑖𝑠 ≤ ℎ𝑛𝑡
𝑛𝑢𝑟𝐹𝑛𝑡

𝑚𝑎𝑥 + 𝑤𝑛𝑡𝑠
𝑜𝑣𝑒𝑟, ∀𝑛, 𝑡, 𝑠                                   (33) 

𝑤𝑛𝑡𝑠
𝑜𝑣𝑒𝑟 ≥ 0, ∀𝑛, 𝑡, 𝑠                                                        (34) 

Constraint (30) guarantees sufficient number of nurses is assigned for each surgery. The 

over working hours of surgeons and nurses are modeled in (31)-(34).  
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ℎ𝑗𝑡
𝑠𝑢𝑟 ≥ 𝑥𝑖𝑘𝑡 ∙ 𝐵𝑖𝑗, ∀𝑖, 𝑗, 𝑘, 𝑡                                                 (35) 

ℎ𝑛𝑡
𝑛𝑢𝑟 ≥ 𝑦𝑖𝑛𝑡, ∀𝑖, 𝑛, 𝑡                                                      (36) 

∑ 𝑥𝑖𝑘𝑡𝑖 (∑ 𝜋𝑠𝑠 𝐷𝑖𝑠) ≤ 8, ∀𝑘, 𝑡                                              (37) 

 

Note that (35) and (36) indicate that there will be no over-time penalty if a surgeon or a 

nurse is not scheduled for some day.  Finally, constraint (37) limits the number of available hours 

for each operating room. 

As mentioned earlier, goal programming is used to solve the above multi-objective 

stochastic programming. The idea is to solve the stochastic programming with one objective first, 

and then convert this objective to a constraint whose limit is the optimal objective value. The 

process is repeated until all objective functions in the original problem are included.  Let SP 

stand for the feasibility region of the proposed stochastic programming, i.e., constraint (24)-(37), 

and let O
*
 stand for the optimal objective value when (*) is the objective. The whole procedure is 

shown in Figure 15. Note that one disadvantage of the goal programming is the objective 

functions included in early steps will always take priority. Thus at some step, the optimal 

objective could be relaxed when this objective is converted to a constraint. This can enlarge the 

feasibility regions for the optimization problems in the followed steps. For example, a coefficient 

1.1 is added in the final step of Figure 15.   

We used the data from the surgery center to test our proposed model and algorithm. The 

surgery data from the weeks of Jul-08-2013, Jan-10-2014, and May-12-2014 were randomly 

chosen for our numerical study. There are 68, 63, 62 surgeries in these three weeks, respectively. 

There are four operating rooms available for around 20 surgeons each week. A number of 10 

scenarios are sampled for each week, which follows the lognormal distributions presented in 

section 4.2. The probability of each scenario is 10%. In Figure 16, a few case samples from week 
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2 are shown. The first 3 column represent Case number, Surgeon number (de-identified), and 

CPT code, respectively. Column S1 to S10 are the 10 scenarios generated based on the procedure 

distribution (distribution table shown in Figure 12). Note that almost 90% of those procedures 

have distributions, thus the median value will be applied across all scenarios if a procedure 

duration distribution is not available for a surgery (median values shown in Figure 13). In Figure 

16, case 44742, case 44977 and case 44990 are infrequent procedures, median values of the 

durations being applied for sampling. The efficiency of a nurse assisting surgeons for different 

surgeries is missing, and is randomly generated with a [0.5, 1] uniform distribution. We assume 

there are eight nurses working in the surgery center. The goal programming is implemented in 

Aimms 4.1. The stopping criteria is 1% for mixed-integer programming gaps and 10 minutes for 

solution time. 

The computational results are listed in Table 9, Table 10 and Table 11 for week 1, 2, and 

3 respectively. The achieved gap guarantees the quality of solutions in each step. Also based on 

our testing, the first two stochastic programming, i.e., minimizing "loss of surgeries" and 

"surgeon/nurse over-working hours", can be solved in a very short time. The computation of the 

last step regarding "affinities and efficiencies" is stable and not time-consuming. The most 

challenging part is to minimize patient waiting days [104]. The overall performance of this goal 

programming validates that the proposed model could be used as a decision-making tool to 

schedule week-ahead operations and nurses by considering multiple objectives. 

4.5 Conclusion 

Our study provides multi-level scheduling solutions to help improve efficiency and 

service of a surgery center without increasing the complexity of the system. These scheduling 

methods can be implemented individually or combined together as recommended options for 
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schedulers with simple query and input. For example, operation duration distribution estimations 

and day-ahead scheduling, presented in section 4.2 and 4.2 respectively, could be implemented 

directly as a simple two-part scheduling recommendation tool to a surgery center. Consequently, 

percentile duration estimations could be used to better distribute the optimal operation time to 

physicians, and then day-ahead information can be plugged in to produce immediate daily 

optimized rostering solution.  

A promising direction for future study is to analyze scenario reduction for week-ahead 

surgery planning. To compromise with computation, the number of sampled scenarios is usually 

limited. But the more scenarios we have, the more precise the stochastic programming is. 

Therefore, it is worth to try different scenarios reduction techniques such as clustering based on 

deterministic objective functions, the similarity of the first-stage decision variables, and etc. 

Another avenue we could explore is chance-constrained programming which does not require 

any sampling, and can provide a confidence level for each constraint. 
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Figure 11  Comparison of empirical and theoretical densities. ((a)Weibull distribution, (b) 

Gamma distribution, and (c) Lognormal distribution) 
 

  

Figure 12  Lognormal distribution information of frequent procedures. (first 6 records) 

 

Figure 13  Descriptive statistics of infrequent procedures. (first 6 records) 

 

 

 

cpt num mean median min max

1 10121 1 34 34 34 34

2 10140 2 50 50 50 50

3 10160 7 63 54 38 103

4 10180 3 48 43 43 57

5 11000 1 56 56 56 56

6 11010 7 77 76 37 121

(a) (b) 

(c) 
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Table 7  Nomenclature of daily staffing scheduling model 

𝑖 Operation, 𝑖 = 1, 2, … , 𝐼 
𝑗 Surgeon, 𝑗 = 1, 2, … , 𝐽 
𝑛 Nurse, 𝑛 = 1, 2, … ,𝑁 

ℎ Timeslot, ℎ = 1, 2, … ,𝐻 

𝐵𝑖𝑗 Surgeon𝑗withOperation𝑖 

𝑄𝑛ℎ 1ifNurse𝑛isAvailableonTimeslotℎ; 0Otherwise 

𝑋𝑖ℎ 1ifOperation𝑖isscheduledinTimeslotℎ; 0Otherwise 

𝐹𝑛
𝑚𝑖𝑛, 𝐹𝑛

𝑚𝑎𝑥 Min Max⁄ WorkingHoursofNurse𝑛 
𝐸𝑖𝑛 EfficiencyNursencanAssistOperation𝑖 
𝐶𝑗𝑛 Efficiencybetween𝑖Surgeon𝑗andNurse𝑛 

𝑀𝑖 NumberofNursesRequiredforOperation𝑖 
𝑦𝑖𝑛ℎ BinaryVariable, 1ifNurse𝑛startsfromSlotℎforOperation𝑖; 0Otherwise 

𝑧𝑖𝑛ℎ BinaryVariable, 1ifNurse𝑛worksinSlotℎforOperation𝑖; 0Otherwise 

𝑤𝑛
𝑢𝑛, 𝑤𝑛

𝑜𝑣𝑒𝑟 ContinuousVariable, Under Over⁄ WorkingTimeofNurse𝑛 

ℎ𝑛 BinaryVariable, 1ifNurse𝑛isassignedtoassistoperations 
 

 

Figure 14  Graphical user interface of day-ahead scheduling tool 



 
 

61 

Table 8  Nomenclature of week-ahead stochastic programming scheduling model 

𝑖 Operation, 𝑖 = 1, 2, … , 𝐼 
𝑗 Surgeon, 𝑗 = 1, 2, … , 𝐽 

𝑛 Nurse, 𝑛 = 1, 2, … ,𝑁 
𝑘 Room, 𝑘 = 1, 2, … , 𝐾 
𝑡 Day, 𝑗 = 1, 2, … , 𝑇 

𝑃𝑗𝑡 1ifSurgeon𝑗isAvailableonDay𝑡; 0Otherwise 

𝑄𝑛𝑡 1ifNurse𝑛isAvailableonDay𝑡; 0Otherwise 

𝑅𝑘𝑡 1ifRoom𝑘isAvailableonDay𝑡; 0Otherwise 

𝑇𝑖
𝑚𝑖𝑛, 𝑇𝑖

𝑚𝑎𝑥 Earliest Due⁄ DateforOperation𝑖 

𝐺𝑗
𝑚𝑎𝑥 MaxWorkingHoursofSurgeon𝑗onDay𝑡 

𝐹𝑛
𝑚𝑎𝑥 MaxWorkingHoursofNurse𝑛onDay𝑡 

𝐸𝑖𝑛 EfficiencyNursencanAssistOperation𝑖 

𝐶𝑗𝑛 Efficiencybetween𝑖Surgeon𝑗andNurse𝑛 

𝐵𝑖𝑗  Surgeon𝑗withOperation𝑖 

𝑆𝑖𝑘 Operation𝑖canbeoperatedinRoom𝑘 

𝑀𝑖 NumberofNursesRequiredforOperation𝑖 

𝐷𝑖𝑠 NormalOpertionTimeforOperation𝑖ofscenario𝑠 

𝜋𝑠 Probabilityofscenario𝑠 

𝑥𝑖𝑘𝑡 BinaryVariable, 1ifOperation𝑖isassignedinRoom𝑘onDay𝑡; 0Otherwise 

𝑦𝑖𝑛𝑡 BinaryVariable, 1ifNurseisassignedonDay𝑡forOperation𝑖; 0Otherwise 

𝑧𝑗𝑡𝑠
𝑜𝑣𝑒𝑟

 ContinuousVariable, OverWorkingTimeofSurgeon𝑗onDay𝑡𝑖𝑛scenario𝑠 

𝑤𝑛𝑡𝑠
𝑜𝑣𝑒𝑟

 ContinuousVariable, OverWorkingTimeofNurse𝑛onDay𝑡𝑖𝑛scenario𝑠 

𝑣𝑖 IntegerVariable, Patient𝑖WaitingDays 

𝑢𝑖 BinaryVariable, 1ifOperation𝑖isnotassignedsuccessfully 

ℎ𝑗𝑡
𝑠𝑢𝑟 BinaryVariable, 1ifSurgeon𝑗isassignedoperationsonday𝑡 

ℎ𝑛𝑡
𝑛  BinaryVariable, 1ifNurse𝑛isassignedtoassistoperationsonday𝑡 
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Figure 15  Goal programming for proposed model 

 

Figure 16  Scenarios of case samples from week 2  

 

 

 

 

 

 

Case # Surgeon # CPT code Table S1 S2 S3 S4 S5 S6 S7 S8 S9 S10

42939 P27098 29805 1 51 143 123 114 130 90 194 158 82 165

43886 P39576 67904 1 67 57 68 92 138 145 134 77 73 66

44404 S00638 58558 1 57 43 55 47 41 52 98 61 90 79

44742 D00637 19371 2 225 225 225 225 225 225 225 225 225 225

44831 P39576 67904 1 55 130 81 127 93 165 146 91 153 49

44977 S00623 31231 2 99 99 99 99 99 99 99 99 99 99

44985 P99900 19318 1 168 87 225 91 109 152 141 352 114 145

44990 P39576 14060 2 74 74 74 74 74 74 74 74 74 74

45095 P65899 15836 1 229 275 294 425 143 255 300 176 156 145

45122 P39576 67917 1 62 130 59 47 49 83 149 79 87 96

45204 P00112 66984 1 37 77 71 29 29 24 44 45 66 54

45205 P00112 66984 1 28 79 47 58 51 26 59 30 66 40

45207 P00112 66984 1 60 70 43 34 29 55 42 40 70 43

45208 P00112 66984 1 58 56 49 33 78 88 36 40 46 36

45209 P00112 66984 1 21 36 80 49 40 46 64 48 45 37

45210 P00112 66984 1 58 33 57 49 113 46 77 46 55 48

45320 I65830 30520 1 169 85 141 143 117 164 214 167 143 109

Solve: Min (22)  

st. SP 

Solve: Min (21)  

st. SP; (22)<=O
22

 

Solve: Min (23)  

st. SP; (22)<=O
22

; (21)<= O
21

 

Solve: Max (19)+(20)  

st. SP; (22)<=O
22

; (21)<= O
21

; (23)<=1.1*O
23
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Table 9  Computational results of goal programming for week 1 

Step Objective Value Solution Time (seconds) Achieved MIP Gap 

1 0 0.19 0% 

2 0.9 1.03 0% 

3 43 603.4 2.49% 

4 93.7 58.33 0.75% 

 

Table 10  Computational results of goal programming for week 2 

Step Objective Value Solution Time (seconds) Achieved MIP Gap 

1 0 0.13 0% 

2 0 0.55 0% 

3 34 22.46 0% 

4 89.7 32 0.67% 

 

Table 11  Computational results of goal programming for week 3 

Step Objective Value Solution Time (seconds) Achieved MIP Gap 

1 0 0.12 0% 

2 0 0.61 0% 

3 40 7.36 0% 

4 84.2 5.85 0.83% 
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CHAPTER 5:  CONCLUSION 

 

 

Our studies presented in this dissertation have advanced the knowledge and techniques in 

healthcare delivery including hospital readmissions, nonlinear associations, and operating room 

scheduling. On one hand, several traditional and newly developed statistical techniques and data 

mining algorithms were applied to different medical data and patient groups, either confirming 

existing knowledge established by other methodologies or discovering new information in 

healthcare delivery field that could benefit both healthcare providers and patients. On the other 

hand, a set of scheduling tools were developed to improve efficiencies of healthcare planning 

processes and experiences of healthcare receivers. Both statistical and operation research 

methods were conducted to provide parameter estimations/variations, and to generate optimal 

solutions.  

First, we deepened the understanding of risk factors associated with unplanned 

readmissions in pre-specified disease cohorts. We chose a 30-day readmission rate, which is 

well-established and widely-accepted in healthcare industry. We successfully identified factors 

associated with the patient, disease severity, and hospital stay. Different mixes of risk factors are 

generated for five chronic diseases by the two methods in our study, the LR model and the 

proportional hazards model. We furthered our understanding on those factors by analyzing 

specific factors for each given disease. In most cases, the significant factors were consistent 

across all of those diseases and can be explained. However, there are a few findings that are 

difficult to argue, especially the limitation of our dataset. In future studies, other clinical factors 
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related to patients should be included into predictive models. This might require data or records 

beyond current administrative claims data, but it will definitely extend the boundary of risk 

factors in readmission study. Different data mining algorithms can be applied to explore more 

complicated data structures and identify the associations between different factors in a specific 

disease. Finally, to study a large number of patients with different disease combinations could 

lead to a closer look of the risk factors in case of intense interactions.   

Second, we studied patients underwent procedures who have also been readmitted within 

30 days. Our study illustrated that traditional and advanced analytical methods fail to draw 

conclusions on the whole population with low predictive accuracy. However, on the 

subpopulation level, conditional inference tree analysis identified extremely high risk patient 

groups. It is the first time conditional tree method being used on ACS-NSQIP data. The results 

show that short postoperative length of stay could be a main reason for certain patients to get 

readmitted, patients with organ space surgical site infection and patients who return to OR during 

hospital stay. The patients with those conditions should be carefully examined before discharge 

and performed with close follow up exams. This study is also a retrospective analysis and 

restricted to colorectal surgery patients while patients who underwent other procedures could 

have different postoperative risk factors. Our future work is to help conduct prospective study to 

investigate more hospital risk factors within the hospital system. When a patient is identified as 

high risk patient, an inter-disciplinary research team including physicians, nurses, pharmacists, 

and social workers would be brought together to explore and learn how to decrease the risk of 

readmission by looking at each case individually.  

Third, a novel graphical model, the sparse tree-embedded graphical model (STGM), is 

proposed to detect clinical associations. The proposed STGM can uncover both linear and 
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nonlinear relationships from a large number of variables. The basic idea of our STGM is 

integrating regression-based methods with decision tree learning. We further proposed an 

efficient regression-based algorithm for learning the STGM from data. We conducted simulation 

studies that demonstrated superiority of the STGM over other network learning methods, and 

applied the STGM on patients with Type II diabetes that demonstrated its efficacy on 

discovering interesting nonlinear relationships in practice. Future research directions include the 

investigation of how to extend STGM to discover more kinds of nonlinear relationships, how to 

provide insights for guiding better allocation of intervention resources, and how to provide 

baseline treatment guidelines for caregivers and clinicians by combining diagnosis and treatment 

information together.  Also, in additional to diagnosis code, significant patients characteristics 

related to disease could be put into consideration, like age, gender, social-economic status, etc. 

Finally, we proposed and constructed a multi-level scheduling solution to help improve 

efficiency and service of surgery center without increasing the complexity of the system. It 

involves a study of surgery duration distributions on more than 50 surgery types that present 

frequently in an ambulance surgery center. Those distributions appear to be very attractive to the 

planners, as they can schedule the surgeries based on statistical distributions instead of in an Ad-

hoc manner. Moreover, a day-ahead nurse staffing tool is proposed and implemented to generate 

optimal nurse scheduling with the consideration of the efficiencies that a nurse can assist a 

surgery. This model stems from the current practice that a surgeon usually work better with some 

of the nurses. The time duration estimates and staffing tools can be implemented individually or 

combined together as recommended options for schedulers with simple query and input. 

Consequently, percentile duration estimations could be used to better distribute the optimal 

operation time to physicians, then day-ahead information can be plugged in to produce 
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immediate daily optimized rostering solution. Last but not the least, we proposed a week-ahead 

scheduling model, which is formulated as a stochastic programming, to tackle the uncertainties 

the decision maker faces ahead of time. This stochastic programming is built upon the 

distributions we obtained at the beginning of this study. The recommended solution might not be 

feasible in reality due to the flexible schedules of physicians and patients. However, our model 

provides a theoretical guideline and a long-term planning reference for operating room and nurse 

scheduling. Our future work is to test and improve the models in the surgery centers and other 

big volume hospitals. The models would be modified based on various health system settings 

such as the number of ORs, nurses, and additional healthcare providers and social workers. 

Accordingly, tailored mathematical programming techniques will be adopted to overcome 

computational obstacles if necessary. 
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