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ABSTRACT

Simulation of Magnetic Phenomena at Realistic

Interfaces

Sergiy Grytsyuk

In modern technology exciting developments are related to the ability to un-

derstand and control interfaces. Particularly, magnetic interfaces revealing spin-

dependent electron transport are of great interest for modern spintronic devices, such

as random access memories and logic devices. From the technological point of view,

spintronic devices based on magnetic interfaces enable manipulation of the magnetism

via an electric field. Such ability is a result of the different quantum effects arising

from the magnetic interfaces (for example, spin transfer torque or spin-orbit torque)

and it can reduce the energy consumption as compared to the traditional semicon-

ductor electronic devices. Despite many appealing characteristics of these materials,

fundamental understanding of their microscopic properties and related phenomena

needs to be established by thorough investigation. In this work we implement first-

principles calculations in order to study the structural, electric, and magnetic prop-

erties as well as related phenomena of two types of interfaces with large potential in

spintronic applications: 1) interfaces between antiferromagnetic 3d-metal-oxides and

ferromagnetic 3d-metals and 2) interfaces between non-magnetic 5d(4d)- and ferro-

magnetic 3d-metals. A major difficulty in studying such interfaces theoretically is the

typically large lattice mismatch. By employing supercells with Moiré patterns, we
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eliminate the artificial strain that leads to doubtful results and are able to describe

the dependence of the atomic density at the interfaces on the component materials

and their thicknesses.

After establishing understanding about the interface structures, we investigate the

electronic and magnetic properties. A Moiré supercell with transition layer is found

to reproduce the main experimental findings and thus turns out to be the appropri-

ate model for simulating magnetic misfit interfaces. In addition, we systematically

study the magnetic anisotropy and Rashba band splitting at non-magnetic 5d(4d)-

and ferromagnetic 3d-metal interfaces and their dependences on aspects such as inter-

diffusion, surface oxidation, thin film thickness and lattice mismatch. We find that

changes of structural details strongly alter the electronic states, which in turn influ-

ences the magnetic properties and phenomena related to spin-orbit coupling. Since

the interfaces studied in this work have complex electronic structures, a computa-

tional approach has been developed in order to estimate the strength of the Rashba

band splitting below and at the Fermi level. We apply this approach to the interfaces

between a Co monolayer and 4d (Tc, Ru, Rh, Pd, and Ag) or 5d (Re, Os, Ir, Pt, and

Au) transition metals and find a clear correlation between the overall size of the band

splitting and the charge transfer between the d-orbitals at the interface. Furthermore,

we show that the spin splitting at the Fermi surface scales with the induced orbital

moment weighted by the strength of the spin-orbit coupling.
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Chapter 1

Introduction

Interfaces play a key role in todays world of nanotechnology that constantly de-

mands higher speed (in data recording and transmission, for example), lower energy

consumption, and reduced size, heating, and material degradation. These demands

make it more and more important to account for quantum effects, which show up reg-

ularly at surfaces and interfaces, giving rise to an incredible variety of novel physical

phenomena. An illustrative example are magnetic interfaces revealing spin-dependent

electron transport phenomena in solid-state devices and enables the use of the elec-

tron spin, as well as its charge, for carrying information. As an example, ferromag-

netic metallic films separated by nonmagnetic metallic spacer layer show significant

change in the electrical resistance depending on relative alignment of magnetization

in adjacent ferromagnetic layers. This effect is known as giant magnetoresistance

(GMR) [1, 2] and has been used in modern hard-drive read heads and magnetic ran-

dom access memories. Another example is tunneling magnetoresistance (TMR) [3]

in ferromagnetic metallic films separated by insulator. This effect is similar to GMR,

however it is much stronger and now is being used for nonvolatile random access

memory.

Magnetic interfaces due to the reduced dimensionality and different type of mag-

netic interactions enables the manipulation of electron spin by either magnetic or

electrical field. This new paradigm has been called spintronics and it receives a lot
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of attention for the information processing because manipulation of the spin density

by either magnetic or electrical field consumes much less energy compare to the ma-

nipulation of moving electrons in traditional semiconductor electronic devices usually

associated with large ohmic energy dissipation. In addition, since the information in

such devices is stored in the form of magnetic states it is preserved even at zero bias

voltage.

The most prominent feature of the magnetic interfaces is the magnetic anisotropy.

Depending on application, different types of magnetic anisotropy are used. In partic-

ular, for the magneto-electronics sensing devices it is exchange bias that stems from

the exchange coupling between ferromagnet and antiferromagnet [4]. In magnetoresis-

tive random access memories have been using materials displaying the in-plane shape

anisotropy [5] that is common for many thin films. And finally, of great interest for

modern spintronic devices, such as magnetic memory and logic devices, are magnetic

systems displaying large interfacial-induced perpendicular magnetic anisotropy. This

anisotropy is a result of the symmetry breaking and spin-orbit coupling that was ob-

served at the interfaces between transition metal ferromagnets and noble metals [6]

or metal oxides [7–9]. This combination has proven successful in reducing the critical

current density needed to achieve current-driven magnetic excitations and switching

within a reasonable range.

Even if the physical and chemical properties of the involved solids in their bulk

form are known, investigation of the interface is very challenging for experiments

due to the small dimensions. An effective way to explore many aspects of such

interfaces in atomic level is opened by ab initio calculations. Two types of magnetic

interfaces, with large capacity for spintronics applications are studied in this work by

first principle calculations:

1. interfaces between transition metal ferromagnets and nonmagnetic heavy metals

(FM/NM), and
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2. interfaces between antiferromagnet and ferromagnet (AFM/FM).

In addition to the magnetic anisotropy, numerous quantum effects show up at those

interfaces giving rise to an incredible variety of novel physical phenomena. For ex-

ample, magnetic switching in 5d/3d multilayer structures (used for GMR) can be

achieved by spin transfer torque [10, 11]. Also, an electric current at such interfaces

can induce a spin current [12] due to the spin Hall effect [13] and can generate a spin

density [14] as a result of Rashba effect [15]. Those effects, respectively, generate

spin transfer [10, 11] and spin orbit [8] torques that leads to either magnetization

reversal [16] or magnetization auto-oscillations [17]. For example, magnetic switch-

ing based on spin orbit torque has been observed in ultrathin Co layers interfaced

with Pt [18, 19]. Large antisymmetric exchange (interfacial Dzyaloshinskii-Moriya

interaction) obtained at the interfaces between heavy metals and transition metal

ferromagnets, results in skyrmion lattices [20–23] or spin helices and spiral [24, 25].

When antisymmetric exchange is present at the 5d/3d interfaces, spin transfer torque

can move domain walls very efficiently [19, 26]. This effect could reduce the energy

needed to store and retrieve one bit of data by a factor of 10,000 and thus it enables

new concepts for memory and logic devices [27, 28]. From the technological point

of view the 5d/3d interfaces enable manipulation of the magnetism via an electric

field [29], and thus they require small charge transfer, provide high speed data trans-

mission in miniature components, and solve problems of overheating and material

degradation in traditional devices [30, 31].

Another type of interfaces studied in this work, the AFM/FM systems recently

attract attention due to their potential applications in high density magnetic record-

ing media [32], domain stabilizers in recording heads [33], and spin-valve devices [34].

A key property at such interfaces is exchange bias [35]. It stems from the interaction

between FM and AFM layers and is characterized by enhanced coercivity and shifted

FM hysteresis loop, see Fig. 1.1. Systems exhibiting exchange bias have been stud-
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Figure 1.1: A schematic picture of the exchange-bias phenomena. (a) When temper-
ature is above the Néel temperature of the AFM TN spins of AFM are disordered.
b) When temperature is below TN spins of AFM are ordered and the exchange cou-
pling between FM and AFM shifts the hysteresis loop by HEB and can enhance the
coercivity HC .

ied experimentally [36–38]; among them CoO/Ni and CoO/Py (where Py stands for

permalloy, an alloy of Fe and Ni), are very attractive because of the out-of-plane mag-

netic anisotropy [39, 40] which enables the production of high-density and low-power

consumption devices [41, 42]. Also, the Néel temperature (the lowest temperature

of the AFM phase) of CoO is higher than room temperature and magnetization in

soft-magnetic materials, such as Permalloy, is easier to switch.

Despite potential for applications, the physical properties of magnetic interfaces,

such as the origin of the perpendicular magnetic anisotropy, are not well understood,

mainly because they depend on external factors such as the interface quality, the film

thickness, atomic inter-diffusion, surface oxidation, segregation, and various defects

arising from lattice mismatch. Such changes of structural details can strongly alter

the electronic states, which in turn influences the magnetic properties and is a main

reason for many discrepancies between experiment and theory [43–45]. For this rea-

son, knowledge about the structure on an atomic level is key for understanding such

interfaces.
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First principles techniques based on density functional theory nowadays are widely

used for investigating interfaces. It is often assumed that the lattice parameters of the

component materials are the same (coherent model). However, this approach is valid

only for small lattice mismatch, whereas for the Au/Co and Pt/Co interfaces, for in-

stance, the lattice mismatch amounts to 16.5% and 12.7%, respectively, which results

in such a strong strain that unphysical results have to be expected. For example, the

theoretical study in Ref. [46] is based on ab-initio calculations using a coherent model

of the Pt/Co interface. The authors find for the Co atoms a magnetization of 2.1 µB,

while the experimental value is 1.8 µB [47].

A possible way to avoid the problem of lattice mismatch is the application of su-

percells such that the two component materials form a Moiré pattern. In fact, such

patterns have been observed experimentally in a wide range of interfaces, such as

Graphene/Ir [48], Graphene/Co/Ir(111) [49], Au/Co [50, 51], Pt/Co [52], FeO/Pd [53],

FeO/Pt [54], and Fe/MgO [55]. By means of Moiré supercells the strain on the compo-

nent materials can be reduced significantly. For example, in (5×5)Au/(6×6)Co and

(7×7)Pt/(8×8)Co supercells the lattice mismatch is reduced to 0.2%. Using even

larger supercells could further reduce it, but with the increased number of atoms the

computational demand of first principles calculations grows dramatically. While the

supercell approach enables us to describe the physical properties in the bulk-like re-

gions properly, the interface itself remains an issue. This leads to the question, does

the structure really resemble the bulk-like regions, as assumed by standard Moiré

supercells? To answer this question we study in details the structures and result-

ing magnetism of AFM/FM (CoO/Ni and CoO/Ni80Fe20) and NM/FM (Au/Co and

Pt/Co) interfaces, see Chapter 3.

In addition, the magnetic properties of such interfaces are very sensitive to inter-

nal and external factors. Surface oxidation, film and substrate thickness variations,

surface strain and roughness, atomic inter-diffusion, segregation, and various defects
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arising from lattice mismatch are common phenomena. This is also another reason

for many discrepancies between experiment and theory [43–45]. For example, first

principles calculations for a defect-free Au/Co interface with the Co in-plane lat-

tice parameter adjusted to the Au substrate (coherent model) result in an in-plane

magnetization [56, 57], while experimental findings point to out-of-plane magneti-

zation [50, 51, 58]. Bruno and Renard have demonstrated using phenomenological

models that the strain due to lattice mismatch induces an effective anisotropy [59].

It also has been shown in Ref. [60] that deposition of Co atoms on Au results in a

surface alloy by Co-Au intermixing, which can modify the magnetic properties of the

interface dramatically. Therefore, in Chapter 4 we study the magnetic anisotropy of

the Au/Co interface on atomic level and its dependence on structural details such as

surface oxidation, film and substrate thickness variations, and atomic inter-diffusion.

Sharp interface between the ferromagnets and the noble metals breaks the inver-

sion symmetry along the normal to the interface, z that in combination with the

large spin-orbit coupling of the noble metals results in spin splitting of an electron

gas, a phenomenon called Rashba effect [15, 61]. Such spin splitting enables the accu-

mulation and therefore manipulation of the electron spins in ferromagnets via small

electric fields, which has great potential in logic [62] and memory [27] devices. In a

simplistic picture, spin-orbit coupling Hamiltonian in presence of the broken inversion

symmetry has a form

HR ≈ −αRσ · (z × k) (1.1)

where αR is Rashba parameter (describing the magnitude of the spin-orbit splitting),

σ and k are electron spin and wavevector, respectively, and z points out the direction

normal to the surface [15, 63]. Such k-linear spin-orbit coupling has been observed at

the surface of various metals such as Au [64, 65], Gd [66], or Bi compounds [67–69] and

more recently at the surface of three dimensional topological insulators [70, 71]. Notice
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Figure 1.2: Shift of the parabolic band due to Rashba spin-orbit coupling at (a) non-
magnetic and (b) magnetic surface or interface. Red (blue) color stands for spin-up
(spin-down) states. On (b) magnetization is along ky. On top band structure along
kx and on bottom its cross-section with the Fermi surface.

that in general, spatial inversion symmetry breaking imposes the spin-orbit coupling

term to be odd in momentum k, but not necessarily linear. Indeed, such odd-in-k

spin-orbit coupling is well known in bulk non-centrosymmetric semiconductors [72]

and has been detected recently at oxide heterointerfaces [73].

Traditionally, the Rashba effect is attributed to materials with free electrons, being

characterised by a linear shift of the energy bands in k space [15], see Fig. 1.2,

E± =
~2k2

2m
± αRk, (1.2)
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where ± denotes the spin direction. The Rashba parameter is given by

αR =
∆E

2k
=

~2

2m∗
∆k, (1.3)

where ∆E = E+ − E− and m∗ is an effective mass. For parabolic bands with m∗ =

~2(d
2E
dk2

)−1 the band shift is ∆k = k+− k− = 2m∗αR = constant. Such a splitting has

been confirmed experimentally for semiconductors [74–78] and a number of metallic

surfaces [64, 66, 67, 79–84].

Significant insights in the Rashba effect have been obtained by first principles

calculations. For instance, it has been shown that αR is proportional simultaneously

to the spin-orbit coupling and gradient of the surface potential [63]. The electric field

normal to the surface interacts with the electric dipole created by the orbital moment,

to yield Rashba band splitting [85]. The role of the asymmetry of the wavefunction

has been highlighted in Ref. [86]. While first principles calculations do provide insight

in materials with largely free electrons and well isolated surface/interface states (such

as the Au(111) [64] and Ir(111) [84] surfaces and the Bi/Ag(111) interface [80]), many

metallic surfaces and interfaces have non-parabolic bands and their states hybridize

with bulk states, see for example Ref. [81, 87]. In addition, the value and sign of the

Rashba parameter can vary from band to band due to band-specific chiral ordering

of the orbital moment [87, 88]. Since the bands are not parabolic Eq. 1.3 can not be

used to calculate Rashba parameter. Thus in chapter 5 we develop a computational

approach in order to estimate the magnitude of the band splitting below and at the

Fermi level for materials with complex electronic structure. With this approach we

systematically investigate the band splitting at the interface between a Co mono-

layer and 4d (Tc, Ru, Rh, Pd, and Ag) or 5d (Re, Os, Ir, Pt, and Au) transition

metals and analyze its dependence on magnetic properties, electronic configuration

and strength of the spin-orbit coupling. A serious issue for computational studies of
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the Rashba effect at metallic interfaces is the typically large lattice mismatch. Nev-

ertheless, the state-of-the-art methodology is the coherent model that neglects the

lattice mismatch [63, 85–88]. Therefore, to quantify the Rashba band splitting at the

NM/FM interfaces we use supercell approach in chapter 6.
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Chapter 2

Theoretical Methodology

2.1 The Schrödinger Equation for many interact-

ing particles

A system containing M nuclei and N electrons can be described by many body wave

function Ψ({RA}, {ri, σi}), where RA (A = 1, ...,M) and ri (i = 1, ..., N) are their

spatial coordinates, respectively, and σi is electron spin. The ground state energy of

such a system of electrons and nuclei interacting with each other may be computed

by solving the time independent Schrödinger equation

ĤΨ({RA}, {ri, σi}) = EΨ({RA}, {ri, σi}) , (2.1)

where the Hamiltonian operator, Ĥ, consists of the kinetic energies of electrons (Te)

and nuclei (Tp) and the potential energies of electron-electron (Ve−e), electron-nuclei

(Ve−p), and nuclei-nuclei (Vp−p) interactions. The fact that nuclei are much heavier

than the electrons allows to separate their motions (Born-Oppenheimer Approxima-

tion [89]) and as a result, the kinetic energy of nuclei Tp can be neglected and the

repulsion between nuclei, can be treated as a constant for a fixed configuration of the

nuclei. Thus the Hamiltonian in Eq. 2.1 can be simplified by considering only electron
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kinetic energy, electron-nuclear attraction, and interelectronic repulsion terms

Ĥe = −1

2

N∑
i=1

∇2
i +

N∑
i=1

M∑
A=1

ZA
|RA − ri|

+
N∑
i=1

N∑
j>i

1

|ri − rj|
, (2.2)

where ZA is the charge of nucleus A. Notice that we use atomic units that implies

m = ~ = e2/(4πε0) = 1. Since ψe({RA}, {ri,σi}) depends on nuclear coordinates

(RA) only parametrically, for a given nuclear configuration, Eq. 2.1 can be rewritten

ĤΨ({xi}) = EΨ({xi}) , (2.3)

where for simplicity notations Ĥe = Ĥ, ψe = Ψ, and {xi} = {ri,σi} are used.

The major difficulty in solving Eq. 2.3 is the electron-electron interaction (third

term in Eq. 2.2), that couples all electrons in the system due to the long range electro-

static potential. As a result electron motion is correlated and implies the treatment of

3N variables for an N-electron system. In practice, such a many-body problem cannot

be solved without employment of approximations. All known approximation schemes

can be divided in to two major categories: (i) the wave function based methods, where

the many-electron wave function is the key (Tight-binding model and Hartree-Fock

method, for example); and (ii) density-functional theory (DFT), in which electron

density is the central quantity.

2.1.1 Hartree-Fock Approximation

The Pauli exclusion principle results in an antisymmetric wave function. For example,

for a system with two electrons which occupy the spin orbitals φ1 and φ2 a total

wavefunction has the form

Ψ(x1,x2) =
1√
2

[φ1(x1)φ2(x2)− φ1(x2)φ2(x1)] (2.4)
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that can be represented in matrix form

Ψ(x1,x2) =
1√
2

∣∣∣∣∣∣∣
φ1(x1) φ2(x1)

φ1(x2) φ2(x2)

∣∣∣∣∣∣∣ (2.5)

In case of N electrons the ground state wave function is approximated by a Slater de-

terminant (linear combination of the product of independent electron wave functions,

known as spin orbitals):

Ψ(x1,x2, · · · ,xN) =
1√
N !

∣∣∣∣∣∣∣∣∣∣∣∣∣

φ1(x1) φ2(x1) · · · φN(x1)

φ1(x2) φ2(x2) · · · φN(x2)

...
...

. . .
...

φ1(xN) φ2(xN) · · · φN(xN)

∣∣∣∣∣∣∣∣∣∣∣∣∣
(2.6)

Note that interchanging the coordinates of two electrons will change sign of Ψ and

thus the requirement of antisymmetry is preserved. Also, the Pauli exclusion principle

holds since an attempt to place two electrons in the same spin orbital (xi = xj = x′)

gives zero probability because Ψ(x1, ...,x
′, ...,x′, ...xN) = 0.

The energy of the system is the expectation value of Ĥ

E[Ψ] =
〈

Ψ|Ĥ|Ψ
〉

=
N∑
i=1

∫
φ∗i (xi)[−

∇2
i

2
+ V ext(xi)]φi(xi)dxi

+
1

2

N∑
i=1

N∑
j=1

∫∫
φ∗i (xi)φ

∗
j(xj)

1

|ri − rj|
φj(xj)φi(xi)dxidxj

− 1

2

N∑
i=1

N∑
j=1

∫∫
φ∗i (xi)φ

∗
j(xj)

1

|ri − rj|
φj(xi)φi(xj)dxidxj .

(2.7)

The notation [Ψ] emphasises the fact that the energy is a functional of the wavefunc-

tion. The ground state energy can be calculated by applying the variational principle
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to Eq. 2.3:

E0 = min
Ψ

E[Ψ] (2.8)

Since the independent electron wave functions φi(xi) are orthonormal, a com-

plex N -electron Schrödinger equation can be reduced to an effective one-electron

Schrödinger-like equations

F̂iφi(xi) = εiφi(xi), (2.9)

where

F̂i = −∇
2

2
+ V ext(xi) + V H(xi) + V Exchange

i (xi) (2.10)

is a one-electron Hamiltonian, φi and εi are the eigenvectors and eigenvalues, respec-

tively. The terms in the above Hamiltonian stand for: 1) the kinetic energy of N

independent electrons, 2) the Coulomb attraction on ith electron due to all the nuclei,

3) the Coulomb repulsion between ith electron and the electron density produced by

all electrons (Hartree potential)

V H(xi) =

∫
n(xj)

|ri − rj|
dxj, n(xj) =

N∑
j=1

|φj(xj)|2 , (2.11)

and 4) exchange potential that appears from the antisymmetric nature of the wave

function and does not have any classical analogy.

The beauty of this method is that it treats the exchange interaction between

electrons with the same spin exactly. However a major drawback of it is that it implies

independent electron motion, while in reality motion of electrons is correlated.

2.2 Density-Functional Theory (DFT)

Density functional theory has become the most widely used computational quantum

mechanical approach today in physics, chemistry and materials science in investiga-
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tions of the electronic structure of atoms, molecules and solids. In this section, the

basic concepts underlying density functional theory (DFT) will be given outlining

the main features of spin-orbit coupling and interfaces. More extensive discussions of

DFT can be found in several excellent review articles [90–92] and textbooks [93–95].

The central quantity in DFT is electron density

n(r) = N

∫
· · ·
∫
|Ψ(x,x2, ...,xN)|2dx2 . . . dxN , (2.12)

where {xi} represents both spatial {ri} and spin {σi} coordinates. In contrast to

wave-function methods that depend on 3N variables, electron density is always 3-

dimensional quantity. Such reduction of dimensionality enables DFT to be applied

to much larger systems as compared to the wave-function methods.

DFT takes its origin from the Thomas-Fermi model [96, 97] developed in 1927, and

demonstrated semiclassically that the energy can be determined using the electron

density. Fully quantum mechanical approach which allows to express the electronic

Hamiltonian as a functional of electron density was made in 1964 by Hohenberg and

Kohn [98]. Their work is based on two theorems which are the pillars of DFT.

Theorem 2.2.1. For any system of interacting particles in an external potential v(r)

there exists a one-to-one correspondence between external potential v(r) and electron

density n(r).

Theorem 2.2.2. The total energy functional E[n(r)] has a minimum at the correct

ground state electron density n0(r),

E[n0(r)] 6 E[n(r)] .

The first theorem states that the electron density n(r) uniquely determines exter-

nal potential v(r), or that no two different external potentials can give the same n(r).
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The second Hohenberg-Kohn theorem demonstrates that the ground state electron

density and the ground state energy can be found by using a variational principle.

The energy E as a function of the electron density n is

E[n] = T [n] + Vep[n] + Vee[n]

=

∫
n(r)v(r)dr + VHF [n] ,

(2.13)

where

VHF = T [n] + Vee[n] , (2.14)

depends only on electron density n (is independent from external potential v) and,

thus, it is a universal functional of n.

2.2.1 The Kohn-Sham Equations

Hohenberg-Kohn theorems show that there is one-to-one correspondence between

the total energy of interacting particles in a system and their ground state density.

However, they do not say how to obtain the n(r) and FHF (r). Thomas-Fermi theory

was the first attempt to calculate the total energy from the ground state density,

however, it fails to obtain correct results due to an improper description of the kinetic

energy.

Practical use of DFT was achieved in 1965 when Kohn and Sham introduced a

mean field theory for non-interacting electrons in an effective potential [99]. In this

model the kinetic energy of interacting electrons is approximated by the kinetic energy

of non-interacting electrons Ts and the the external field is replaced by an effective

external field Veff (called the Kohn-Sham potential). All missing quantum effects

including contributions to the kinetic energy due to electron correlation are included

in a term called the exchange-correlation energy (Exc). In such a case the energy
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functional has a form,

E[n(r)] = Ts[n(r)] +

∫
n(r)v(r)dr + VH [n(r)] + Exc[n(r)]︸ ︷︷ ︸

Veff

(2.15)

and an effective potential can be presented as

veff =
Veff
δn

= v(r) +
VH [n]

δn
+
Exc[n]

δn

= v(r) +

∫
n(r′)

|r − r′|
dr′ + vxc(r) .

(2.16)

This leads to the Kohn-Sham (KH) equations which are similar to the Hartree-Fock

solution (see Eq. 2.9) are effective one-electron equations:

[
−1

2
∇2 + veff

]
φi = εiφi , (2.17)

where εi are the energies of the one-electron orbitals φi. These Kohn-Sham equations

have the same structure as the Hartree-Fock equations (Eq. 2.9) with the exchange po-

tential V Exchange (Eq. 2.10) replaced by the exchange-correlation potential Exc. Thus

Kohn-Sham wavefunction of the system can be defined as a single Slater determinant

constructed from a set of orbitals φi (see Eq. 2.6) that are the lowest energy solutions

to Eq. 2.17. Note that the Kohn-Sham equations must be solved self-consistently

because veff depends on electron density n (Eq. 2.16) that is defined through the

one-electron orbitals φi:

n(r) =
N∑
i=1

|φi|2 . (2.18)

Finally, note that the total energy is not the sum of the orbital energies E 6=
∑N

i εi

however it can be calculated from the resulting density through

E =
N∑
i=1

εi −
1

2

∫ ∫
n(r)n(r′)

|r − r′|
drdr′ + Exc[n]−

∫
vxc(r)n(r)dr (2.19)
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σ
i (r)

Calculate Electron Density

nσ(r) =
∑

i f
σ
i |ψσi (r)|2

Self-consistent?

Output Quantities

Yes

No

Figure 2.1: Major steps in DFT electronic structure calculations: self-consistent
(SCF) cycle.

The general algorithm of solving KS equation is shown on Fig. 2.1. It starts with

an initial guess of the electron density n′, V ′eff is obtained from Eq. 2.16, Kohn-

Sham orbitals φ′i are calculated from Eq. 2.17, energy E ′ is calculated from Eq. 2.19

and a new density n′′ is obtained from Eq. 2.18. This process, n′ → V ′eff → φ′i →

n′′ → . . . n(p), is repeated p-times until convergence is achieved: E[n(p)]−E[n(p−1)] <

Econvergance. Remarkably, the Kohn-Sham approach applied to the ”not realistic”

system consisting of non-interacting electrons gives the same electron density and

ground state energy as it is in ”real” system described by the Schrödinger equation,
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ĤΨ(R1 ,...,RN ,r1 ,...,rN ) =EΨ(R1 ,...,RN ,r1 ,...,rN )

E, and n

(a)

[
−1

2
∇2 +veff

]
φi(r) =εiφi(r)

(b)

Figure 2.2: Schematic picture illustrating (a) system of N− interacting particles and
(b) system of N− non-interacting particles (particles interact only with a background
potential veff , see Eq. 2.17, due to all other electrons moving in a potential of fixed
nuclei). Yellow cloud represents an effective external potential veff . Ground state
energy E and electron density n are the same in (a) and (b).

as it is demonstrated on schematic Figure 2.2.

2.2.2 Exchange-Correlation Functionals

All quantum effects due to electron-electron interaction are hidden in the exchange-

correlation energy, see Eq. 2.15. However, the explicit form of the exchange correlation

is unknown and thus it is necessary to approximate it. In this section two of the most

common types of exchange-correlation functionals are briefly discussed: Local-Density

Approximation (LDA) and Generalised Gradient Approximation (GGA).

The local-density approximation (LDA)

In many cases solids can often be considered as a homogeneous or almost homogeneous

electron gas. In such systems both the external potential and electron density have

local character. Even if the electron density is inhomogeneous the electron gas can be

divided into small regions containing a homogeneous electron gas with some average

density. Since the functional Exc[n] is universal, it can be approximated as a local
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or nearly local functional of the density. Assuming the exchange-correlation energy

density εxc(n) to be the same at each point as in a homogeneous electron gas with

that density n the exchange-correlation energy Exc for a spin-unpolarized system in

the local-density approximation (LDA) can be written as

ELDA
xc [n] =

∫
d3rεxc(n(r)) (2.20)

Within the LDA εxc(r) is a function of only the local value of the density n and it

can be decomposed into exchange and correlation terms linearly,

εxc = εx + εc (2.21)

The exchange energy density εx, for a homogeneous electron gas, is known analyti-

cally [100]

εx = −0.74 n1/3 (2.22)

However, the correlation energy density εc, is unknown and has been calculated for

the homogeneous electron gas to great accuracy with Monte Carlo methods [101].

The LDA approximation is very accurate for systems with slowly varying electron

density (like a nearly-free-electron metal) and worst for very inhomogeneous systems

like single atoms where electron density must go to zero outside of the atom.

The Generalised gradient Approximation (GGA)

In contrast to the LDA the GGA takes into account the gradient of the density,

∇n(r), at each coordinate:

EGGA
xc [n] =

∫
d3rεxc(n(r), |∇n(r)|) (2.23)
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This approach yields better results than the LDA for many properties such as ground

state energies of molecules or electronic properties of semiconductors. However, in

case of metals and their surfaces, GGA is not necessarily better than LDA. Depending

on system different GGA functionals were developed. For example, the most widely

used GGA in surface physics are Perdew-Wang (PW91) [102] and Perdew-Burke,-

Enzerhof (PBE) [103] functionals.

Strongly correlated systems: LDA+U

One of the most serious problems for LDA or GGA approaches occurs for materials

in which electrons are localised and strongly interacting, such as transition metal

oxides and rare earth elements. For example, DFT calculations of transition metal

oxides (NiO and CoO) based on GGA approach reveal too small band gap (0.5 eV

and 0.8 eV, respectively) compared to experimental data (3.8 eV and 2.6 eV) [104].

Also, magnetic moments of those metals in their oxides calculated with GGA are

much smaller compared to experiment [104]. This problem arises from a very large

Coulomb repulsion of the strongly localized electrons on 3d-orbitals. The energy of

the band gap and magnetic properties can be corrected by adding to LDA or GGA

calculations an additional orbital-dependent repulsion term ”U” that increases gap

between the filled and empty 3d states [105]. In this way LDA+U shifts the localised

orbitals (usually, d or f) relative to the other orbitals and thus describes correctly

the electronic and magnetic properties of the strongly correlated systems using the

Hubbard model [106], while the rest of valence electrons are treated at the level of

standard DFT functionals.

2.2.3 Spin-polarized Density Functional Theory

Up to now we have assumed that the electron gas is unpolarized, however, in reality

spin-density functional theory [107] is needed for the investigation of the magnetic
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systems. This can be achieved by generalizing the Hohenberg-Kohn-Sham scheme

to Spin Density Functional formalism [108]. Though the Kohn-Sham approach with

LDA or GGA functionals achieves remarkable results for many systems without con-

sideration of the electron spin, for the systems with open shell atoms (for example,

transition metals and rare-earth metals, in which the conduction electrons are spin

polarized by exchange interaction with the localized magnetic moments) the spin

properties of the electronic structure must be accounted for.

Considering that spin can vary continuously from −1
2

to 1
2

the density of spin-up

and spin-down electrons, respectively, in general can be defined as:

n↑(r) = N

∫
|Ψ([r,+1/2], [r2, s2], . . . , [rN , sN ])|2dr2ds2 . . . drNdsN , (2.24)

n↓(r) = N

∫
|Ψ([r,−1/2], [r2, s2], . . . , [rN , sN ])|2dr2ds2 . . . drNdsN , (2.25)

and total spin density is

n(r) = n↑(r) + n↓(r) . (2.26)

In accordance to the Hohenberg-Kohn theorem only total electron density is re-

quired for obtaining the exact ground-state energy and electron density. However,

since Kohn-Sham equation (Eq. 2.17) is an effective one-electron equation, it can be

applied separately for spin-up and spin-down electron densities. The non-interacting

kinetic energy in such a case is the sum of the separate kinetic energies of the spin-up

and spin-down electrons:

TS[n↑, n↓] = TS[n↑] + TS[n↓] . (2.27)

Such noninteracting kinetic energy results in a spin-state specific exchange-correlation

functional [109] that can be similarly split for spin up and spin down electron densities:
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Exc[n
↑, n↓] = Exc[n

↑] + Exc[n
↓] . (2.28)

In such a case, the total energy E for a system comprised of two well-separated

subsystems with energies E[n↑] and E[n↓] must be

E[n] = E[n↑] + E[n↓] . (2.29)

Minimizing the total energy functional E[n] only yields the ground-state energy

and spin density, however, it does not count the lowest state of a particular spin

symmetry [108]. Since Ĥ and Ŝ2 commute, the ground-state energy can be corrected

by considering the lowest state with a eigenvalue of Ŝ2.

Ŝ2ΨS = S(S + 1)ΨS (2.30)

where Ŝ is a total spin operator, that can be defined as summation of the spins of

the individual electrons Ŝ =
∑N

i ŝi(si). Thus for the square of the total spin we get

Ŝ2 =
N∑
i=1

N∑
j=1

ŝ(si) · ŝ(sj) =
3

4
N + 2

N∑
i=1

N∑
j=i+1

ŝ(si) · ŝ(sj) (2.31)

As we can see operator Ŝ2 couples different electrons, i.e., it is a two-electron operator.

Non-collinear spin density

In collinear case of spin polarised system, there are only two densities [n↑(r), n↓(r)]

and exchange-correlation potentials [E↑xc(r), E
↓
xc(r)] for spin-up and spin-down states,

respectively. However, in ”non-collinear spin” case [107, 108] the spin axis vary in
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space and spin density has a matrix form

nα,β(r) =
∑
i

ψ∗i,α(r)ψi,β(r)

e(εi−µ)/kT + 1
, (2.32)

where indices α and β denote a Pauli 2×2-matrix, εi and ψi,α(r) are the solutions of

the correspondent Kohn-Sham equation

∑
β

[(
−1

2
∇+

∫
n(r)

|r − r′|

)
δαβ + vext(r) + vxcαβ(r)

]
ψi,β(r) = εi,α(r)ψi,α(r) , (2.33)

where vxcαβ(r) = δExc[n]/δnαβ(r).

Spin-orbit coupling

The energy of the spin-orbit interaction of a many-electron system is commonly writ-

ten [110]

ELS =
N∑
i=1

ξ(ri)li · si , (2.34)

where li and si are the orbital and spin angular moments, respectively, of the ith

electron and ξ(ri) is a spin-orbit coupling constant related to the radial derivative of

the potential of the electron i. Adding HLS term to the Eqs. 2.15 and 2.17 gives

[
−1

2
∇2 + veff + ξ(ri)li · si

]
φi = εiφi , (2.35)

and applying the variational principle of Eq. 2.19 gives the spin density and ground

state energy. Because l̂i · ŝi = 1
2
(ĵ2
i − l̂2i − ŝ2

i ), where ĵi = l̂i+ ŝi and operators ĵ2
i , l̂

2
i , ŝ

2
i ,

Ĥ, and l̂iŝi, commute with each other, electronic orbitals φi must be simultaneously

the eigen functions of these five operators.
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2.3 Numerical solutions of the Kohn-Sham equa-

tions

In order to solve Kohn-Sham equations (2.17) the electron orbitals φi(r) must be

represented numerically. There are few methods allowing to do that:

• Basis set methods,

• Finite difference methods, and

• Hybrid methods

The advantage of the basis set method among others is that it is simple, integrals and

derivatives may be computed exactly, all matrix elements can be efficiently computed,

and it does not prefer one location over another. In this method the Kohn-Sham

orbitals φi(r) are expanded in linear combination of some basis functions uni(r):

φi =
∑
n

cnuni (2.36)

where cn are some coefficients. Two types of basis sets that are the most popular in

DFT are:

• Gaussian and

• Plane wave.

The difference between them is that the plane wave basis is combined with the pseu-

dopotential approach (core region is not included) while Gaussian deals with all elec-

trons. In this work for our first principles calculations we use plane wave basis which

will be discussed next.
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2.3.1 Plane waves

Realistic systems have 1020 atoms per cubic millimetre that is unaffordable to treat

by any numerical method. However, at this scale the crystal lattices are repeating,

thus electrons are in a periodic potential V (r), where V (r + R) = V (r) and R is the

Bravais lattice vector. Wavefunctions (Kohn-Sham orbitals) are periodic as well and

in accordance to Bloch’s theorem it can be expanded in the complete set of Fourier

components using plane wave basis eik·r,

φi(r) =
∑
n

Cn(k)eik·r , (2.37)

where k is a vector of the reciprocal lattice and Cn(k) are the coefficients of the wave-

functions. Due to the periodicity the summation over infinite number of translations

in Eq. 2.37 becomes an integral over the first Brillouin zone

∑
n

⇒
∫
k∈BZ

dk , (2.38)

which can be replaced by a weighted sum of discrete points

∫
k∈BZ

dk ≈
BZ∑
k

wk , (2.39)

where wk = (φk∆k)/(
∑

k φk∆k) = φk/
∑

k φk. Thus electron density can be calcu-

lated in Brillouin zone as

n(r) =
BZ∑
k

wk
∑
n

fi,k|Cn(k)|2 , (2.40)

where fi,k is the occupation of orbitals.

If the atoms are related by symmetry the integration over the whole 1st Brillouin
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Figure 2.3: Examples of Irreducible Brillouin zones (grey area).

zone can be reduced into the irreducible Brillouin zone (IBZ), see Fig. 2.3,

∫
k∈BZ

dk ≈
BZ∑
k

wk =
IBZ∑
k

∑
S

w′Sk (2.41)

Unfortunately, a plane-wave basis set is not suitable for the all-electron plane-

wave calculations because of the extremely large number of plane waves required

to describe accurately the oscillations of the wavefunctions in the core regions, see

Fig. 2.4. However, by realising that core electrons do not affect the chemical, me-

chanical or electronic properties of materials, this problem can be overcome by use of

the pseudopotential approximation, that is presented in the next section.

2.3.2 Pseudopotentials

The wavefunctions near the nuclei do not affect the chemical, mechanical or electronic

properties very much. Thus to make calculations less costly the strong Coulomb po-

tential of the nucleus and tightly bond core electrons can be replaced by an weaker

effective ionic potential (pseudopotential) acting on valance electrons, see Fig. 2.4.

The pseudopotential is the result of the screening of the nuclear potential by the core

electrons. In such case variation of the wavefunctions near the nucleus is smaller,

thus smaller plane-wave cut-off energy can be used in order to reduce the computa-

tional time. Within the pseudopotential approach the potential and wave function



46

Ψpseudo

Vpseudo

V ~
Z
r

r
c r

Z

r
~Ψ

Figure 2.4: Comparison of the all-electron (blue) and pseudo- (red) wavefunctions in
the Coulomb potential of the nucleus (blue) and in pseudopotential (red), respectively.
The all-electron and the pseudo wavefunction and their potentials match above a
certain cutoff radius rc.

outside the core region match those of the all-electron approach, see Fig. 2.4. More

details about pseudopotentials can be found from any DFT textbook, see for example

Ref. [111, 112]. In this work we use pseudopotential provided in the VASP package.

Also, in order to study magnetic phenomena at some interfaces with strong SOC a

full potential FLEUR code was used as well.

2.4 The spin-orbit interaction and crystal field.

In the solid state, there are two important factors effecting the magnetic properties

of the individual atoms or ions:

• spin-orbit interaction (SOC) and

• crystal field.

SOC was discussed in a previous section. Before we proceed to the effect of the
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Figure 2.5: (a) Charges along ±x, ±y create the crystal field for the electron in the
p-orbitals. (b) The resulting energy level structure of the p-orbitals.

crystal field on magnetic properties of materials let us first discuss its effect on orbital

splitting. As an example consider p-orbitals surrounded by charged ions, see Fig. 2.5.

In this case the py orbital will be lowered in energy, due to the vicinity of the positive

charges +q along the ±y axes while the px orbital will be shifted up in energy, due

to the vicinity of the negative charges −q along the ±x axes. The pz orbital will be

unaffected in energy.

2.4.1 Crystal field and magnetism

Two Hund’s rules explain how the electrons have to fill the orbitals and thus deter-

mines the total values of their spin and orbital moments. However, they say nothing

about the effect of binding environment (crystal field) on total spin and orbital mo-

ments.

Effect of the crystal field on a total spin

The crystal field describes the influence of the surrounding atoms and ions on the

electron occupation of atomic orbitals. Because magnetism comes from the electronic

spin, the number of unpaired electrons in a specific compound indicates how mag-

netic the compound is. For instance, first Hund’s rule states that electrons first fill
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Figure 2.6: Schematic examples of the orbitals fillings in octahedral crystal field
depending on a value of the energy splitting ∆E: (a) small ∆E and (b) large ∆E.

all available orbitals with single electrons before pairing up. However, this is only

a case when atomic orbitals are degenerate (have equal energies due to homogenous

environment). In some complex structures the orbitals are not degenerate and de-

pending on the value of the splitting energy ∆E, Hund’s rule might be broken, see

Fig. 2.6. For small splittings Hund’s rule have place and materials are more magnetic,

see Fig. 2.6(a). A large splitting ∆E requires higher energy to place single electrons

into the orbitals with higher energy, thus electrons pair first in lower energy orbitals

keeping higher energy orbitals empty, see Fig. 2.6(b). In this case structure is less

magnetic.

Effect of the crystal field on a total orbital moment

Second Hund’s rule says that for a given multiplicity, the term with the largest value

of the total orbital angular momentum L has the lowest energy. However, this rule do

not explain the dependance of the orbital moment on a magnetization direction in non-

homogeneous environment (or in another words the magnetocrystalline anisotropy).

To understand how environment effects the orbital moment lets consider two dimen-

sional structure (surface, for example) with the atom bonded to four other atoms

with a negative charge as shown in Fig. 2.7. The orbiting electrons in the in-plane or-

bitals experience a Coulomb repulsion from the negative neighboring ions, Fig. 2.7(a).

Therefore, the corresponding out-of-plane orbital momentum is quenched. However,

the orbital motions perpendicular to the bonding plane are less disturbed due to the
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Figure 2.7: Schematic illustration of the directional quenching of the orbital momen-
tum of an atom by crystal field in a thin film geometry for (a) the out-of-plane and
(b) for the in-plane magnetization directions.

lack of neighboring ions in out-of-plane direction, see Fig. 2.7(b), and therefore, the

corresponding in-plane orbital momentum remains largely unquenched.

2.4.2 SOC vs Crystal field

The Hamilton operator of an electron with orbital momentum L and spin momentum

S in a magnetic field B0 is:

Ĥe = −1

2
∇2︸ ︷︷ ︸

Kinetic
energy

+ V0(r)︸ ︷︷ ︸
Potential
energy

+ Vc(r)︸ ︷︷ ︸
Crystal

field

+ ξL̂ · Ŝ︸ ︷︷ ︸
SOC

+ gLµBB0 · L̂︸ ︷︷ ︸
Orbital Zeeman

interaction

+ gSµBB0 · Ŝ︸ ︷︷ ︸
Spin Zeeman
interaction

(2.42)

To find the ground state of the system described by this hamiltonian the pertur-

bation theory is needed. In Table 2.1 are shown the relevant energy scales for the

hamiltonian in Eq. 2.42. As we can see from the Table 2.1 the magnetic moment is

always a small perturbation on the electronic problem. Thus the magnetic proper-

ties have to be studied by perturbation methods after the solution of the electronic

structure. This technique is implemented in density functional perturbation theory

(DFPT) [113, 114].

Depending on the influence of the crystal field V (r) and the spin orbit interaction
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Table 2.1: Energy scales for the electron in magnetic system

Energy type Energy scale, meV

Kinetic Energy 1, 000 – 10, 000

Potential energy 1, 000 – 10, 000

Crystal field 12.5 – 1.25

Spin orbit interaction 1.25 – 250

Zeeman interaction < 1.25

ξL · Ŝ, the next cases can be distinguished:

A. Strong crystal field

ξL · Ŝ << Vc(r)

This is a case for light elements such as 3d-transition metals. In such case the

crystal field problem is solved first, and SOC term is treated as a perturbation.

B. Strong spin orbit interaction

ξL · Ŝ >> Vc(r)

This is a case for heavy 4f - and 5f -band metals. For such elements, the strength

of the SOC ξ is large because inner-electrons are very close to the nucleus, have

large kinetic energy and relativistic effects are very important. In such a case

total angular momentum Ĵ = L̂ + Ŝ are taken as basis states and the crystal

field Vc(r) is treated as a perturbation.

C. Spin orbit interaction and crystal field are comparable

ξL · Ŝ ≈ Vc(r)

In this case crystal field Vc(r) and SOC ξL · Ŝ terms must be diagonalised
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simultaneously.
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Chapter 3

First Principles Modelling of

Interfaces between Solids with

Large Lattice Mismatch
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3.1 CoO(111)/Ni(111) interface

In this section we investigate the CoO(111)/Ni(111) interface by first principles calcu-

lations, focusing on its structure and stability. To satisfy the approximate 5:6 ration

of the CoO and Ni lattice constants, we construct a supercell with 5 × 5 Co (O)

and 6× 6 Ni atoms per layer in the bulk regions. For the interface Ni layer and the

adjacent Ni layer we consider different configurations and study the binding energy

and work of adhesion. We show for an ideal CoO interface terminated by 5 × 5 O

atoms that the structure is more stable if there are 5×5 Ni atoms next to it instead of

6× 6 as in the bulk. In addition, we observe that a transition layer with 31 Ni atoms

located between the interface 5×5 Ni and bulk 6×6 Ni layers (which partially reflects

the structures of both these layers) enhances the stability of the CoO/Ni interface.

The electronic and magnetic modifications induced by the interface formation are

discussed.

3.1.1 Introduction

The development of magnetic devices based on coupling between a ferromagnet and an

antiferromagnet (such as spin-valves [115], metal-oxide-metal tunneling diodes [32],

and magnetic recording media [116]) depends strongly on the interfacial magnetic

structure. When approaching the nano- and atomic scale, the physical and chemical

properties of such devices are strongly affected by the structure of the interface and

can be significantly modified. Even if the physical and chemical properties of the

involved solids in their bulk form are known, investigation of the interface between

them is a real challenge for experiments due to the small dimensions. An effective

way to explore many aspects of such interfaces is opened by ab-initio calculations.

Many reported ab-initio studies are related to interfaces with small lattice mis-

match between the two solids [117]. Modeling interfaces between compounds with
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significant lattice mismatch in first principle investigations simply by attaching the

materials to each other would give wrong results because of the induced strain. A

large mismatch of the unit cell parameters, for example at an interface between face

centered cubic and hexagonal close packed structures, can be dealt with by construct-

ing a supercell that includes different numbers of unit cells of the compounds in the

interface plane [118–121]. A main feature of such models is that the structures of

the interface layers are chosen to be the same as in the bulk. This means that most

of the interface atoms are not located in stable sites, for example hollow sites of the

opposite interface layer, but have unrealistic distances to atoms on the other side of

the interface. Of course, such a configuration is not stable and the question about

the atomic density at the interface becomes eminent.

For our present investigation we choose the prototypical CoO/Ni interface. This

interface can be understood as a simplification of the CoO/permalloy interface, which

is very attractive since the Neel temperature of CoO is close to room temperature

and permalloy has a high permeability, low magnetostriction, and high anisotropic

magnetoresistance. Extensive studies have been reported in the literature [39, 122–

129]. From the theoretical point of view, the large lattice mismatch between CoO

and Ni (about 21%) can be addressed by constructing a supercell with 5 × 5 CoO

and 6 × 6 Ni unit cells in contact to each other. Going beyond this approximation,

we consider in the present work that the structures of the atomic layers around the

interface can differ from the respective structures in the bulk regions of the supercell.

We construct various possible structures using the hard sphere model and calculate

the binding energy and work of adhesion. Analyzing the distances between the atoms

at the interface, we search for the most stable structure of the CoO/Ni interface for

termination by O.
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3.1.2 Computational details

Ab initio calculations are performed in the framework of density functional theory

using the plane-wave approach [130–132] with the generalized gradient approximation

(GGA) [103] and projector augmented wave pseudopotentials [132, 133] with the

electronic configurations O 2s22p4, Co 3d84s1, and Ni 3d94s1. We have verified that

a plane-wave basis set with energies up to 400 eV is accurate. Because of the size

of our supercells (14.96 Å × 34.44 Å) a Γ-point calculation is sufficent. The density

of states (DOS) is calculated with a Gaussian smearing of 0.05 eV. To account for

the localization of the 3d orbitals in CoO, we consider an onsite Coulomb interaction

in the rotationally invariant Dudarev scheme (GGA+U) [134–136] with an effective

value of U = 6.1 eV [104, 137]. The 3d orbitals of the Ni atoms at the interface are

subject to strong Coulomb repulsion if they bond to O (similar to NiO), while towards

the bulk Ni we rather have free carriers (similar to bulk Ni). While the GGA works

reasonably well for metals, it is known to underestimate the magnetic moments and

band gaps in transitional metal oxides. The GGA+U approach can overcome this

problem for metal oxides, but is not appropriate for metals. To compensate for this

inaccuracy in our calculations, we employ both the GGA and GGA+U methods for

the interface Ni atoms and compare the results, whereas the other Ni atoms are always

treated in the GGA. The effective interaction parameter for the interface Ni atoms is

taken from bulk NiO (U = 7 eV [138]).

3.1.3 Interface models

CoO crystallizes in the NaCl structure type with the Co magnetic moments arranged

antiferromagnetically (AFM-II order), while Ni follows the Cu structure type and

shows ferromagnetism (FM order). To construct the CoO/Ni interface we choose a

(111) orientation for both CoO and Ni, because this surface of CoO is not compensated

and the exchange bias is maximal [122]. The lattice mismatch is reduced to less than
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Figure 3.1: (a) (5×5)CoO/(6×6)Ni interface. The vertical lines highlight the Ni and
CoO unit cells. The structures of layers 1 and 2 (frist two Ni layers) are unknown
with x1 and x2 Ni atoms in these layers. (b) The atoms in layer Ni1 occupy hollow
sites of the adjacent O layer. (c) The atoms in layer Ni2 occupy hollow sites of the
adjacent Ni3 layer.

1% as 5×5 CoO and 6×6 Ni unit cells are put in contact to each other. Perpendicular

to the interface (z direction of the supercell) we place 4 CoO layers cells and 5 Ni

layers as well as a vacuum spacing of 15 Å thickness, which we find to be sufficient

to avoid an interaction across the vacuum. After a volume relaxation of the CoO/Ni

supercell, the lattice parameters in the CoO and Ni regions are found to be decreased

and increased, respectively, by 0.4% with respect to their bulk values.

While in the bulk regions of our supercell the atoms build a close packed arrange-

ment, the structure of the interface layers and the layers close to the interface may

be different, see Fig. 3.1. We assume that the surface of CoO is terminated by a layer

of O atoms that has no defects. We consider different atomic configurations for the

first two layers of Ni atoms next to the interface (the numbers of Ni atoms in these

layers are denoted by x1 and x2), focusing on the following two cases: (i) The atoms

in the first Ni layer occupy hollow sites of the adjacent O layer, see Fig. 3.1(b). The
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Figure 3.2: (a) The transition layer is located between a top layer with 25 and a
bottom layer with 36 close packed atoms. (b)-(f) Possible structures of the transition
layer. Yellow (green) background color indicates atoms on hollow (top) sites.

structure of the second Ni layer is not known, while the third Ni layer maintains a

configuration of close packed 6 × 6 Ni atoms. (ii) The structure of the first Ni layer

is not known, while the second Ni layer has the bulk structure, see Fig. 3.11(c). The

layer with unknown structure located between layers of 25 and 36 close packed atoms

is called transition layer. Cases (i) and (ii) describe the location of the transition

layer, i.e., between 25 and 36 Ni atoms in case (i) and between 25 O and 36 Ni atoms

in case (ii). These structures are justified by the hard sphere model, see Fig. 3.2(a).

The bonding around the interface is maximal if the atoms have the same distance to

three neighbors on the other side of the interface (threefold hollow sites). Twofold

bridge sites are less favorable and top sites are least favorable [118]. We consider the

possible structures of the transition layer for which each atom occupies at least one

(face centered cubic) hollow site, as indicated in Fig. 3.2 by yellow triangles.
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Table 3.1: Numbers of atoms in Ni layers 1 and 2, see Fig. 3.1, for the different models
considered for the CoO/Ni interface.

Model (1) (2) (3) (4) (5) (6) (7)

Layer 1 25 25 25 25 31 33 36

Layer 2 28 31 33 36 36 36 36

For a better understanding, let us divide the interface area of the supercell into

the regions I and II as indicated in Fig. 3.2(a). We first consider the case that all

atoms in the transition layer occupy hollow sites of one of the surrounding layers, see

Figs. 3.2(b) and 3.2(c). In this case the transition layer contains 25 or 36 close packed

atoms. Such interfaces are expected to suffer from the non-uniform environments of

the interface atoms, which are shifted from the energetically most favorable positions

(bridge sites in region I and top sites in region II). The transition layer in Fig. 3.2(d)

comprises 31 atoms. In region I they occupy hollow sites of the top layer and in region

II hollow sites of the bottom layer. In contrast to the previous two models, here no

top sites are occupied, which stabilizes this structure. In Fig. 3.2(e) the transition

layer (containing 33 atoms) has more atoms on the hollow sites of the top layer than

of the bottom layer, while in Fig. 3.2(f) the majority of the atoms in the transition

layer (containing 28 atoms) occupies hollow sites of the bottom layer. We see that

top sites can be completely avoided. Applying the introduced configurations of the

transition layer and having two possibilities to locate it, we obtain seven structures

with different numbers of Ni atoms in the first two layers, see Table 3.1.3. It turns

out that the Ni and Co atoms at the interface couple antiferromagnetically and the Ni

atoms in the first two layers ferromagnetically for all structures under consideration.
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3.1.4 Stable structure. Transition layer

To find the most stable structure among the models in Table I, we calculate the

average binding energy for the Ni atoms in the first two layers (which contain x1 +x2

atoms in total) as

Eb =
ECoO/Ni − ECoO − ENi,bulk−like

x1 + x2

− ENi,atom

where ECoO/Ni, ECoO, ENi,bulk−like, and ENi,atom denote the energies of the full su-

percell, a supercell with only the CoO region, a supercell with only the bulk-like Ni

region, and one Ni atom, respectively. All these supercells have the same lattice pa-

rameters. Figure 3(a) shows that configurations (2) and (3) are most stable when we

apply the GGA and GGA+U methods for the Ni atoms at the interface, respectively.

However, both these methods favor 25 atoms in the first Ni layer, i.e., the second Ni

layer is the transition layer; compare Fig. 3.1(b). We observe that the structure of

this transition layer is different for the GGA and GGA+U approaches: In the GGA

the lowest energy is obtained when there are 31 atoms in the transition layer, see

Fig. 3.2(c), while the GGA+U favors 33 atoms, see Fig. 3.2(d).

To understand which of the two methods describes the structural properties of the

interface Ni atoms better, we have performed test calculations for bulk Ni and bulk

NiO using different values of U (0, 3, 5, and 7 eV). We find that the lattice parameter

of NiO does not vary significantly with U, see Fig. 3.3(a). The obtained value of

about 2.08 Å is close to the experimental value [138, 139]. On the contrary, the lattice

parameter of bulk Ni decreases with increasing U remarkably from 2.49 to 2.43 Å, see

Fig. 3.3(b). Therefore, we conclude that the GGA describes the structural properties

of the interface Ni atoms better than the GGA+U. Accordingly, the transition layer

is predicted to contain 31 atoms.

The tendency of CoO and Ni to contact to each other can be described by the
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work of adhesion

Wad =
ECoO + ENi − ECoO/Ni

A
,

where ENi is the energy of a supercell with only the Ni region and A is the area

of the interface. The work of adhesion multiplied by the area of the interface is

shown in Fig. 3.4(b) for the different models. The highest value is obtained for

x1 = 25 and x2 = 31 (using GGA) or x2 = 33 (using GGA+U). These findings

coincide with the results deduced from the binding energies. To understand why the

(5× 5)CoO/(6× 6)Ni interface is most stable when there are 25 and 31 Ni atoms in

the first two layers, we analyze the Ni-O and Ni-Ni distances. The further an atom is

located away from the hollow site of the three atoms in the adjacent layer the smaller

is the binding energy. For this reason, we calculate the average deviations of the Ni-O

and Ni-Ni distances from the values in bulk NiO and bulk Ni, respectively. We have

∆ =

∑N
n=1

∑3
i=1 |rbulk − rni |
3N

,

where N is the total number of O or Ni atoms in the interface. The results are
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Figure 3.4: (a) Average binding energy per atom in layer 1 or 2 as calculated for
the models of Table I. Blue (red) color represents GGA (GGA+U) results. (b) Work
of adhesion multiplied by the area of the interface. (c) Average deviations from the
bulk values of Ni-O distances (solid) and of distances between Ni atoms in the two
sublayers (dashed).

summarized in Fig. 3.4(c). We see that the lowest binding energy (the highest work of

adhesion) appears for the structures with the smallest deviations of the Ni-O distances

from the bulk value, i.e., for configurations (1) to (4) with 25 Ni atoms in the interface.

In contrast, the influence of the Ni-Ni distances is small, which can be explained by the

fact that metal-O bonds are stronger than metal-metal bonds. As a consequence, the

Ni atoms at the interface replicate that structure of bulk NiO instead of that of bulk

Ni. Another important detail that we can deduce from Fig. 3.4(c) is the following:

While the number of Ni atoms in the first layer is the same for configurations (1)
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O and Ni, (b) Ni and Ni. Blue (red) color represents GGA (GGA+U) results. The
vertical solid (dashed) lines give the bulk distances obtained for the GGA (GGA+U)
method.

to (4), the stability of the interface (in terms of binding energy, work of adhesion,

or distances) is determined by the structure of the transition layer. The structure is

most stable when there are 31 atoms in the transition layer which occupy partially

the hollow sites of both adjacent layers.

In Figs. 3.5(a) and (b) we summarize the obtained distances between nearest

neighbour Ni and O atoms as well as between nearest neighbour Ni atoms within

the first two layers. We find that the average deviation of the Ni-O (Ni-Ni) distance

from the bulk value 2.08 Å (2.49 Å) is minimal when there are 25 (36) Ni atoms in
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the interface. Because the binding energy depends strongly on the distance between

the atoms, increasing the number of Ni atoms increases the binding energy for Ni-

Ni interaction but decrease it for Ni-O interaction. If there are 36 Ni atoms in the

interface as in model (7), there are few too short Ni-O distances (about 1.83 Å), which

is not realistic. This means that the structure of the Ni layer at the interface cannot

be that of the bulk. If there are 25 Ni atoms in the interface as in models (1) to

(4), the structure of the transition layer has little influence on the Ni-O distances but

results in significant deviations of the Ni-Ni distances: the more Ni atoms the bigger

the deviations. For example, in model (4) we have a lot of short distances between

Ni atoms (three times 2.31 Å and nine times 2.33 Å), while for model (2) there are

only three short distances of 2.34 Å. We notice that the GGA+U method generally

results in smaller variations of the Ni-O distances, whereas the GGA method gives

better distances between the Ni atoms. Using this knowledge we can conclude on

the properties of the CoO/Ni interface when the CoO region is terminated by Co

atoms. As the structural properties of Ni and Co are very similar, the Co atoms at

the interface will occupy O hollow sites and the adjacent Ni layer will be a transition

layer with 31 atoms.

3.1.5 Impact of lattice mismatch on the electronic and mag-

netic properties

Our first principle calculations clearly show that Ni atoms at the O terminated

CoO/Ni interface prefer the O hollow sites rather than the Ni hollow sites on the

other side. How does this compare to experimental results? Experimentally, there

is evidence for oxidation of the first metal layer [125]. For this reason, we compare

the electronic structures of the interface Ni atoms of models (4) and (7), which have

25 and 36 atoms in the interface, with the Ni atoms in bulk Ni and bulk NiO, see

Fig. 3.6. We find that the Ni electronic structure of model (4) is similar to that of bulk
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GGA (GGA+U) results.

NiO. For 36 atoms each Ni is less oxidized than for 25 atoms, which leads to higher

magnetic moments, see Fig. 3.7. According to this figure, the average Ni magnetic

moment for the interface with 36 atoms is 0.76 µB (GGA) or 0.95 µB (GGA+U) and

for the interface with 25 atoms 1.07 µB (GGA) or 1.62 µB (GGA+U). The observed

oscillations of the magnetic moments are related to the different surroundings of the

Ni atoms.

3.1.6 Summary

In this work we have dealt with the theoretical description of realistic CoO(111)/Ni(111)

interfaces. The large lattice mismatch between CoO and Ni has been addressed by a

supercell approach with an interface of 5× 5 CoO and 6× 6 Ni unit cells. Assuming
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that the interface Ni atoms and Ni atoms in the next layer occupy at least one hollow

site, we have classified the possible configurations of the interface structure. The cal-

culated values of the binding energy and the work of adhesion show that the interface

is most stable if there are 5×5 Ni atoms in contact with 5×5 O atoms, instead of the

6× 6 atoms as expected from the bulk. The next Ni layer is a transition layer which

intrapolates between layers of 5× 5 and 6× 6 Ni atoms and enhances the stability of

the interface if it partially reflects the structures of both these layers. The transition

layer is found to optimally comprise 31 Ni atoms. The obtained electronic structures

show that the interface Ni atoms become more and more metallic and their magnetic

moments decrease when the number of Ni atoms at the interface grows from 25 to

36. The experimental evidence that the interface Ni atoms are oxidized is consistent

with our result that there are only 25 Ni atoms in the interface. Moreover, if the CoO

is terminated by Co instead of O, the next layer can be expected to be a transition

layer with 31 Ni atoms. Our results for the prototypical CoO(111)/Ni(111) interface

demonstrate the possible effects of a varying atomic density, i.e., of the optimization
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of the chemical bonding, at interfaces between solids with significant lattice mismatch.

In real interfaces there is in addition the possibility to have defects, which can modify

the picture.
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3.2 CoO/Py interfaces

In this section we investigate the magnetic properties of CoO(111)/Py(111) inter-

faces by first principles calculations. To satisfy the 5:6 ration of the CoO and Py

lattice constants, we employ a supercell with 5 × 5 Co/O and 6 × 6 Py atoms per

layer and optimize the atomic density at the interface. We find that the magnetiza-

tion in the bulk-like region of the Py (848 emu/cm3) is compatible with experiment

(700 emu/cm3). While experimentally the magnetization at the interface increases by

14%, we find for the O-terminated and Co-terminated interfaces, respectively, that it

decreases by 140% and increases by 40%. This allows us to understand the structure

of the real interface with intermixing and O vacancies. We show that the intermixing

between the bulk Fe and interface Ni significantly decreases the energy of the inter-

face, enhancing the Fe concentration at the interface. Also, since Co-O bonds are

energetically favorable than Ni-O bonds, O diffusion into bulk Py is suppressed.

3.2.1 Introduction

Materials exhibing exchange bias [140] and perpendicular anisotropy are important

for ultra-high density perpendicular recording media [4]. Among them the CoO/Py

system is very attractive, since the Néel temperature of CoO is close to room tempera-

ture and the magnetocrystalline anisotropy is high. Although the physical properties

of CoO/Py interfaces have been studied in various experimental works [39, 40], an

adequate characterization of the structural, electronic, and magnetic properties on

an atomic level is missing. Insight can be obtained from first principle calculations

based on density functional theory. However, it is important to notice that a major

difficulty in studying interfaces between metals and metal oxides theoretically is the

typically large lattice mismatch. Therefore, any calculation employing a coherent

model (i.e., assuming that the lattice parameters of the component materials are the
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same) will give doubtful results, due to the induced strain.

The only way to avoid this problem is the construction of a large supercell that

makes it possible to adjust the lattices of the two compounds [118, 119, 121, 141].

Also, one should take into account that even though the atomic distances in the

bulk region of such a supercell should be close to the experimental bulk values the

structure at the interface can be different. For example, in Ref. [141] first principles

calculations have been employed to establish the variation of the Ni atomic density

as compared to the bulk value when approaching the CoO/Ni interface. In addition,

the density has been found to change significantly with the type of interface termi-

nation. In this context, we study the magnetic properties of the CoO/Py interface

due to its technological importance. We particularly explain why experiments find

an enhancement of the magnetization at the interface, employing a first principles

approach that takes into account the variation of the atomic density in the vicin- ity

of the interface. The established mechanism is of general validity for many exchange

bias systems.

3.2.2 Interface models and computational details

To deal with the problem of 21% lattice mismatch between CoO and Py we build a

supercell that comprises 25 unit cells of CoO and 36 unit cells of Py per layer (in

the bulk-like regions) similar to the CoO/Ni interface in Ref. [121], see Fig. 3.8(a).

This procedure reduces the lattice mismatch at the CoO/Py interface to less than

0.2%. Since the lattice parameters of Ni and Fe are similar, we can safely assume

that the structure of the CoO/Py interface (here Py= Ni80Fe20) is similar to that of

the CoO/Ni interface. For the latter it has been found that O-termination enforces

the atomic density in the first Ni layer to be the same as in the O layer next to it, see

Fig. 3.8(b). The reason is that these Ni atoms prefer to resemble the structure of NiO.

The second Ni layer turns out to be a transition layer in which atoms occupy hollow
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sites of the first Ni layer or of bulk Ni (3rd Ni layer). In the case of Co-termination the

first Ni layer is in the contact with Co atoms, see Fig. 3.8(c). Since Co and Ni have

similar lattice parameters we can assume that the structures of this layer is similar

to that of the 2nd Ni (Py) layer in the O-terminated CoO/Ni interface (first Ni layer

in Fig. 3.8(c) and second Ni layer in Fig. 3.8(b)). Moreover, the Ni second layer in

the case of Co-termination resembles the structure of bulk Ni see Fig. 3.8(c).

The transition layer comprises 31 Ni atoms located between layers of 5 × 5 and

6× 6 atoms. At the O-terminated interface between 25 and 36 Ni atoms and at the

Co-terminated interface between 25 Co and 36 Ni atoms. The importance of the

transition layer can be understood from the hard sphere model shown in Fig. 3.9. If

the transition layer would have the same structure as either the top or the bottom

layer then there would be on-top sites, see Figs. 3.9(b) and (c), with nonphysical (too

short) atomic distances. In Fig. 3.9(c) the transition layer has partially the structure

of the bottom layer (area II) and partially the structure of the top layer (area I). In

fact there are many possible configurations of the transition layer where each atom

occupies a hollow site of at least one adjacent layer. However, the most stable of

these configurations is that shown in Fig. 3.9(d). To approximate Py = Ni80Fe20,

we substitute 5, 6, and 7 Ni atoms by Fe in the layers with 25, 31, and 36 atoms,

respectively. 5 Py and 4 CoO layers are sufficient to have both the bulk-like regions

and the CoO/Ni interface well represented in the supercell. The substitution of Ni by

Fe atoms is random and test calculations show that different configurations do not

change the average value of the magnetization per layer.

For our first principles calculations we use the Vienna ab-initio simulation pack-

age, which is based on the plane wave approach [130, 132, 142]. For the exchange

correlation potential we use the generalized gradient approximation (GGA) [103]. In

addition, we employ projector augmented wave pseudopotentials [132, 133] with the

electronic configurations O 2s22p4, Co 3d84s1, and Ni 3d94s1. We have verified that
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adjacent O layer. The second Ni layer is a transition layer. In (c) the atoms of the
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15 Å of vacuum is sufficient to avoid artificial interaction through the vacuum slab

and that a plane wave basis set with energies up to 400 eV is accurate. A Γ-point cal-

culation is sufficient because of the large size of our supercells (14.96 Å × 34.44 Å).

Moreover, density of states (DOS) is calculated with a Gaussian smearing of 0.05

eV. To account for the localization of the 3d orbitals in CoO, we consider an onsite

Coulomb interaction in the rotationally invariant Dudarev scheme (GGA+U) [134–

136] with an effective value of U = 6.1 eV [104, 137]. The 3d orbitals of the Ni

and Fe atoms at the O-terminated interface are subject to strong Coulomb repulsion

if they bond to O (similar to NiO, FeO), whereas towards the bulk Py rather free

carriers dominate. While the GGA works reasonably well for metals, it is known

to underestimate the magnetic moments and band gaps in transitional metal oxides.

The GGA+U approach can overcome this problem for metal oxides, but is not appro-

priate for metals. To compensate for this inaccuracy in our calculations, we employ

both the GGA and GGA+U methods for the interface Ni and Fe atoms and compare
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layer of 36 close packed atoms. (b)(d) Possible structures of the transition layer.
Yellow triangles (circles) indicate atoms occupying hollow (top) sites.

the results, whereas the other Ni and Fe atoms are always treated without onsite

interaction. The effective interaction parameter for the interface Ni and Fe atoms is

taken from bulk NiO and FeO, respectively [143, 144].
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3.2.3 Experimental observations and theoretical extrapola-

tions

In Ref. [39] it has been shown that the magnetization at the CoO/Py interface is

14% higher (800 emu/cm3) than it is in bulk Py (700 emu/cm3). In accordance with

the theory of magnetic interaction, presence of O at the CoO/Py interface should

induce superexchange and thus antiferromagnetic coupling between the Co and Py

atoms if the Co-O-Py angle is close to 180◦. Large deviations from 180◦ due to

atomic disorder or O vacancies can lead to FM coupling instead. This is the reason

why a large lattice mismatch at a metal-oxide interface results in a complex magnetic

behavior. Atomic disorder at the interface counteracts superexchange even when there

is enough O available. For instance, in Ref. [40] it has been demonstrated that only

10% of the Co spins at the CoO/Py interface are antiferromagnetically coupled to

the (ferromagnetic) Py and it has been argued that a significant amount of unpinned

Co spins (follows an applied magnetic field) interacts ferromagnetically with the Py.

This ferromagnetic contributions is a result of the interface disorder.

The optimised structures of the O- and Co-terminated CoO/Py interfaces are

idealisations of a real interface with O vacancies or Co-Py intermixing. The reality

thus lies somewhere in between the extremal cases. However having understood the

behaviour of the ideal interfaces we can extrapolate our knowledge to the real in-

terface. As mentioned before, a difficulty for first principles calculations arises for

the interface atoms as they have bonds to the metal atoms on one side and to O

atoms on the other side (for example Py at the O-terminated interface or Co at the

Co-terminated interface). The repulsion parameter U cannot be defined unambigu-

ously. We thus perform calculations applying both methods (GGA and GGA+U)

for the interface atoms and evaluate the magnetic moment as the average value:

M = (MGGA +MGGA+U)/2±4M , with maximum error 4M = |M −MGGA+U |
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Figure 3.10: Schematic picture of the magnetization directions at the Co-terminated
(left) and O-terminated (right) CoO/Py interfaces.

3.2.4 Magnetism at the O- and Co-terminated interfaces

Separating the supercell in interface and bulk-like regions, as shown in Fig. 3.10,

it has been demonstrated in Ref. [121] by GGA+U calculations that the bulk Ni

magnetization of 558 emu/cm3 decreases by 36% at the O-terminated interface to

−354 emu/cm3, whereas at the Co-terminated interface it doubles to 1073 emu/cm3,

see Fig. 3.11. Here we substitute 20% of the Ni by Fe for both interface terminations.

We find an increased magnetization in the bulk-like Py region of 848 emu/cm3, see

Fig. 3.11. This small discrepancy between theory and experiment (800 emu/cm3) can

be explained by a domain structure in the real system which lowers the overall mag-

netization with increasing temperature, while our first principle calculations assume

a temperature of 0 K.

As compared to the bulk-like Py region the magnetization of Py at the O-terminated

interface significantly increases to 1211 ± 142 emu/cm3, due to the oxidation of the

Fe/Ni atoms. Taking into account the magnetization of the uncompensated interface

Co atoms (−2636± 38 emu/cm3) we obtain a total magnetization at the interface of

320± 66 emu/cm3, which is 62% smaller than in a bulk-like Py. As we can see from

Fig. 3.11, the O-terminated interface shows an antiferromagnetic coupling between
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the Co and Py atoms. The interface magnetization is oriented in opposite direction

as compared to the bulk-like Py region, since the magnetic moments of the Co atoms

directly at the interface are larger than those of the Py atoms.

At the Co-terminated interface the Co atoms are less oxidized (1755±171 emu/cm3)

as compared to the O-terminated interface, since O atoms are located only on one

side. The magnetization of the interface Py layer is 726 emu/cm3 and this is slightly

smaller than in the bulk-like region, since the Py atomic density decreases towards

the interface. The magnetization of the Co-terminated interface is 1189±31 emu/cm3

and thus 40% higher than in the bulk-like Py region. The magnetization of bulk CoO

is zero, as CoO is an antiferromagnet. If we use for the orbital moments of Co, Ni,

and Fe the values for their oxides (1.24 µB for Co [145], 0.29 µB for Ni [146], and 0.88
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µB for Fe [147]) the magnetization of the O-terminated interface decreases to 165±64

emu/cm3 and that of the Co-terminated interface increases to 1607± 21 emu/cm3.

3.2.5 Realistic interface as mixture of O- and Co-terminated

model interfaces. Intermixing

While the calculated magnetization of bulk Py is comparable to the experimental

value, the magnetizations obtained for the two interfaces (O-terminated and Co-

terminated) are very different. The O-terminated interface shows an antiferromag-

netic coupling between the Co and Py atoms and the Co-terminated interface turns

out to be ferromagnetic. This fact implies that a realistic interface is neither O-

terminated nor Co-terminated but rather a mixture of those two extreme cases. For

instance, the O vacancies in a real CoO/Py interface lead to both Py-Co and Py-O-Co

bonding at the same time, where Py atoms in contact with Co or O will have opposite

spin directions. Co atoms in contact with Py will have a slightly reduced magnetic

moment (2.66µB) than those in contact with O (2.76 µB) but with the same direction

as Py atoms. Hence, the magnetization is expected to grow with the number of O

vacancies.

Another reason for this discrepancy between experiment and model is the inter-

mixing between interface atoms. Our calculations show that such an intermixing of

the interface Fe and Co atoms lowers the total energy of the system by 0.14 eV/atom,

while an intermixing of the interface Ni and Co atoms increases the energy by

0.33 eV/atom, see Fig. 3.12. Interestingly, we obtain a large reduction of the to-

tal energy (0.73 eV/atom) when there is an intermixing between the Fe atoms of

bulk-like Py and the interface Ni atoms. Thus, there is an incentive to increase the

Fe concentration at the CoO/Py interface. This observation can be explained in terms

of the electronegativity, which is lowest for Fe (1.83 eV), medium for Co (1.88 eV),

and highest for Ni (1.91 eV). As a consequence, the bonds between the Fe and O
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Figure 3.12: Changes of the CoO/Py interface energy by intermixing.

atoms are stronger than those between the O and Ni or Co atoms. We can conclude

that at the CoO/Py interface those processes are energetically favorable that create

additional Fe-O bonds: (1) Fe-Co intermixing and (2) intermixing of the interface Ni

and bulk-like Fe atoms. Also, since bulk Co has a higher oxidation energy than bulk

Ni and the amount of Fe atoms in Py is small as compared to Ni, diffusion of O atoms

from CoO into the bulk-like Py region is less probable.

3.2.6 Summary

In conclusion, a supercell containing different numbers of CoO and Py unit cells (in

order to reduce the lattice mismatch) and a transition layer of intermediate atomic

density is reasonable to correctly describe the bulk-like regions of the CoO/Py inter-

face. However, when one approaches the interface itself the experimental and calcu-

lated values of the magnetization deviate considerably. For instance, while experiment

demonstrates the bulk-like Py region magnetization of 700 emu/cm3 increases to 800

emu/cm3 at the interface with CoO Ref. [39] and 90% of its Co atoms are coupled

ferromagnetically to Py atoms, our calculations show that bulk-like Py region magne-

tization of 848 emu/cm3 decreases to 320±66 emu/cm3 at the O-terminated interface

due to the AFM coupling, and increases to 1189 ±31 emu/cm3 due to ferromagnetic

coupling at the Co-terminated interface. This discrepancy indicates the presence of



77

O-vacancies and interface intermixing as to be expected for finite temperature. The

above mentioned magnetizations for two interfaces (O- and Co-terminated) clearly

show that the increasing of the O-vacancies will increase interface magnetization from

−320 to 1189 ± 31 emu/cm3. At the same time, our result indicates a small proba-

bility of the O diffusion into bulk-like Py region, but high chances for the Fe atoms

to be localized at the interface. Understanding of the thermal processes leading to

the interface disorder would be welcome and could be realized by molecular dynamics

simulations. However, this approach requires an enormous amount of computational

resources due to the significant lattice mismatch that needs to be taken into account.
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3.3 Au/Co and Pt/Co interfaces

In this section we investigate the structural and magnetic properties of the Pt/Co and

Au/Co interfaces. For our first principles calculations we reduce the lattice mismatch

to 0.2% by constructing Moiré supercells. Our results show that the roughness and

atomic density, thus the magnetic properties, depend strongly on the substrate and

thickness of the Co slab. An increasing thickness leads to the formation of a Co

transition layer at the interface, especially for Pt/Co due to strong Pt-Co interaction.

A Moiré supercell with transition layer is found to reproduce the main experimental

findings and thus turns out to be the appropriate model for simulating magnetic misfit

interfaces.

3.3.1 Introduction

Interfaces between 3d transition metals and noble metals have fruitful features for

many technologically important applications. For example, the perpendicular mag-

netic anisotropy of Pt/Co and Au/Co interfaces has potential in logic [62, 148] and

memory [27] devices. Exciting properties (e.g., optical, electrical, and catalytic) of

systems built of magnetic and non-magnetic materials are well known from nanopar-

ticles [149–152]. Despite their potential for applications, the physical properties of

magnetic/non-magnetic interfaces, such as the origin of the perpendicular magnetic

anisotropy, are not well understood, mainly because they depend on external factors

such as the interface quality and the film thickness in thin film geometries. A change

of structural details can strongly alter the electronic states, which in turn influences

the magnetic properties. For this reason, knowledge about the structure on an atomic

level is key for understanding such interfaces.

First principles techniques based on density functional theory nowadays are widely

used for investigating interfaces. It is often assumed that the lattice parameters of the
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Figure 3.13: (Color online) Relationship between lattice mismatch and Moiré pat-
tern. Red and blue circles indicate the lattice mismatch of the Au/Co and Pt/Co
interfaces, respectively. Application of (5×5)Au/(6×6)Co and (7×7)Pt/(8×8)Co su-
percells reduces the lattice mismatch to 0.2%.

component materials are the same (coherent model). However, this approach is valid

only for small lattice mismatch, whereas for the Au/Co and Pt/Co interfaces, for in-

stance, the lattice mismatch amounts to 16.5% and 12.7%, respectively, which results

in such a strong strain that unphysical results have to be expected. For example,

the theoretical study in Ref. [46] is based on ab-initio calculations using a coherent

model of the Pt/Co interface. The authors find for the Co atoms a magnetization of

2.08 µB, while the experimental value is 1.8 µB [47].

A possible way to avoid the problem is the application of supercells in that the two

component materials form a Moiré pattern, see Fig. 3.13. In fact, such patterns have

been observed experimentally in a wide range of interfaces, such as graphene/Ir [48,

49], Au/Co [50, 51], Pt/Co [52], FeO/Pd [53], FeO/Pt [54], and Fe/MgO [55]. By

means of Moiré supercells the strain on the component materials can be reduced

significantly. For example, in (5×5)Au/(6×6)Co and (7×7)Pt/(8×8)Co supercells
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the lattice mismatch is reduced to 0.2%. It could be further reduced by using even

larger supercells, but with the number of atoms the computational demand of first

principles calculations grows dramatically.

While the supercell approach enables us to describe the physical properties in the

bulk-like regions properly, the interface itself remains an issue. Does the structure

really resemble the bulk-like regions, as assumed by standard Moiré supercells? For

example, in Ref. [141] it has been demonstrated that the structure of the first two

Ni layers at the CoO/Ni interface differs significantly from that of bulk Ni and that

the electronic and magnetic properties are modified accordingly. The objective of the

present work thus is to understand in detail the structures and resulting magnetism

at Au/Co and Pt/Co interfaces as function of the thickness of the Co slab.

3.3.2 Interface models and computational details

The growth of a thin film on a substrate is determined by the interaction between

the substrate and the adatoms. If this interaction is stronger than that between

the adatoms themselves, the film will tend to resemble the substrate structure. In

the opposite case if the adatom-adatom interaction dominates, the film will aim to

maintain a bulk-like structure, which leads to the formation of islands (the size of

which depends on the lattice mismatch). In the first case the atomic densities in

the substrate and the film can be expected to be the same and the coherent model

therefore can be applied. In the second case, in first approximation, an incoherent

structure based on a Moiré pattern will be formed, such that a coherent model will

not give correct results. In addition, one has to take into account that the strength

of the adatom-adatom interaction can be different for single and few layer films due

to the surface tension. Thus, the structure and atomic density at the interface in

general can depend on the substrate (in our case Au or Pt) and the film thickness.

To investigate the dependencies for the Au/Co and Pt/Co interfaces we calculate
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Figure 3.14: (Color online) Dependence of the Co atomic density on the size of the
X/Co supercell (X = Au, Pt). The atomic density of X is fixed. A horizontal line
indicates the atomic density in bulk Co.

binding energies for supercells with different Moiré patterns, see Fig. 3.14, allowing

the Co atomic density to be different while the substrate atomic density is fixed to

the bulk value. The figure shows that the 5:6 and 7:8 models for the Au/Co and

Pt/Co interfaces, respectively, lead to a Co atomic density similar to the bulk. These

models require 25 Au and 36 Co unit cells for Au/Co and 49 Pt and 64 Co unit cells

for Pt/Co to reduce the lattice mismatch to 0.2%. In the coherent model the Co

atomic density would be too small to derive realistic results. Since the incoherent

models contain a huge number of atoms, we perform calculations for periodically

repeated slabs of three substrate layers (Au or Pt) and one or four Co layers on top.

The bottom of the substrate is terminated by H atoms and a vacuum layer of 10 Å

width follows the Co film. In Figs. 3.15(a) and 3.15(b), respectively, the coherent

model and an example of an incoherent model are presented. The other models used

in our calculations have similar structures at the interface with on-top, hollow, and

some intermediate Co sites, with respect to the substrate.
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Figure 3.15: (Color online) X/Co interfaces (X = Pt, Au): (a) Coherent model. The
atomic densities of X and Co are the same (atoms of the Co1 layer occupy hollow
sites of the X1 layer). (b) Supercell containing 5×5 X and 6×6 Co unit cells per
layer; top views are shown in (c) and (d). (c) The interface Co1 layer has the same
structure as the bulk (atoms of the Co1 layer occupy hollow sites of the Co2 layer).
(d) The interface Co1 layer constitutes a transition layer between the substrate X1
layer and next Co2 layer (atoms of the Co1 layer occupy partially hollow sites of the
X1 layer and partially hollow sites of the Co2 layer).
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If the adatom-adatom and adatom-substrate interactions are of similar strength,

we expect the formation of a transition layer that partially reflects the structure of the

substrate and partially that of bulk Co. It has been shown in Ref. [141] that shifting

of Co atoms from on-top sites, see Fig. 3.15(c), to hollow sites, see Fig. 3.15(d),

increases the binding energy (lowers the total energy) significantly. Such a layer is

called transition layer and reduces the strain energy. To check this concept for the

Au/Co and Pt/Co interfaces we modify the first Co layer in all the above mentioned

models, as shown in Fig. 3.15(d) for the (5×5)X/(6×6)Co model. The Co atoms in

the transition layer partially occupy the hollow sites of the substrate and partially

occupy the hollow sites of the next Co layer, while without transition layer they would

occupy only Co hollow sites.

We employ the plane wave pseudopotential VASP ((Vienna Ab initio Simulation

Package) in which the Kohn-Sham equations are self-consistently solved by iterative

diagonalization and density mixing. For the exchange correlation potential we use the

generalized gradient approximation in the Perdew-Burke-Ernzerhof flavor. Tests have

been performed for (3×3)Au/(4×4)Co and (5×5)Pt/(6×6)Co supercells with differ-

ent k-meshes to certify that 6×6×1 and 3×3×1 k-meshes, respectively, are sufficient

(differences of about 1 meV).

3.3.3 Stable structures of the interfaces as function of Co

thickness

According to Figs. 3.14 and 3.16, the Co structure is very similar to the bulk in the

(5×5)Au/(6×6)Co and (7×7)Pt/(8×8)Co interfaces (5:6 and 7:8 models). To address

the stability as well as the modifications when more Co layers are added, we calculate

the average binding energy of the Co atoms for all models:

Eb =
EX/Co − EX

N
− E1atom

Co (3.1)
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where EX/Co, EX , and E1atom
Co are the total energies of the full interface, the X sub-

strate, and a single Co atom, respectively. Moreover, N is the number of Co atoms.

The results are summarized in Fig. 3.16: Coherent models with one or four Co layers

on top of the substrate are unstable due to the large induced strain in the Co region,

especially for the Au/Co interface. The Co-Pt coupling is stronger than the Co-Au

coupling and the structures are different for one and four Co layers. Adding Co layers

modifies the optimal Moiré patterns from (3×3)Au/(4×4)Co to (5×5)Au/(6×6)Co

and from (6×6)Pt/(7×7)Co to (7×7)Pt/(8×8)Co.

In the case of one Co layer, the Co atomic density is increased slightly for the Pt

substrate (3%) and significantly for the Au substrate (23%). This strong compression

is explained by the weak Au-Co coupling. In the case of four Co layers, the most
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Table 3.2: Co atomic density at the interface (in Å−2) and surface roughness (in 10−3

Å−1). An asterisk indicates the presence of a transition layer.

Film
thickness

Atomic density Roughness

Au/Co Pt/Co Au/Co Pt/Co

1 layer of Co 0.237 0.199 6.72 0.7

4 layers of Co 0.193 0.191 0.26 0.19

4 layers of Co* 0.160 0.167 0.11 0.05

Bulk Co 0.192

stable models have Co atomic densities close to the bulk value. Moreover, a Co

transition layer enhances the binding energy significantly for the Pt substrate due

to strong Co-Co and Co-Pt coupling. Because of the latter, the interface Co atoms

occupy energetically favorable sites with respect to both the neighbouring Pt and Co

layers. For the Au substrate the Co-Au interaction is weak and the Co structure

is optimized independently, such that only hollow sites of the adjacent Co layer are

occupied. The dependence of the interface Co atomic density on the substrate and

number of Co layers is addressed in Table 3.2. In the case of one Co layer, it is higher

than in bulk Co, while adding three extra layers reduces it due to the formation of a

transition layer.

3.3.4 Surface roughness

Our next goal is to understand how the Co surface roughness depends on the substrate

and number of Co layers. The roughness can be estimated as average shift of the

surface atoms in the vertical direction:

R =
1

nA

∑
|∆z|, (3.2)
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where ∆z is the difference between the average of the vertical positions of all atoms

and of the vertical position of a given adatom, n is the number of adatoms in the

supercell, and A is the area of the basal plane of the supercell. Results are given

for the most stable structures in Table 3.2, and graphical illustrations of the surface

roughness are shown in Fig. 3.17. A huge surface roughness is present in the case of

one Co layer attached to Au (almost 10 times higher than for one Co layer attached

to Pt), because the Co atomic density is large (Table 3.2) due to the weak Au-Co

interaction. Keeping the Co atoms in a plane thus would cost much in terms of energy.

Increasing the number of Co layers for both substrates to four decreases the Co atomic

density at the interface and the surface becomes smoother; compare Fig. 3.17. The

roughness decreases dramatically by about 26 times in the Au/Co case, while in the

Pt/Co case it decreases only by 4 times.

Moreover, the presence of a Co transition layer at the interface decreases not

only the interface Co atomic density, but also the Co surface roughness (Table 3.2):

For Pt/Co, the surface becomes smoother by 4 times and for Au/Co by 2 times, as

compared to the situation without transition layer. This is another reason why the

transition layer stabilizes the structure more in the former than in the latter case.

In the experimental Refs. [50, 51], for Au/Co, it was shown that the Co corrugation

(zmax−zmin) is 1.75 Å, which is close to our calculated value of 1.94 Å. In addition,the

experiments in Ref. [52] for Pt/Co interface indicate that the periodicity of the Moiré

pattern is 20 Å; we obtain 19.6 Å.

In Ref. [52, 153] it was shown that -layer-by-layer growth of Co on top of Pt(111)

in order to relieve induced tensile strain creates partial dislocations (defects) in the

first Co layer and a Moiré structure in the second layer with Co in-plane distance

close to that of bulk Co. In our work we observe formation of a transition layer for

the interface Co at the Pt/Co interface (that can be considered as defect as well) if

there is more than 1 layer of Co. Also, we found that in the transition layer majority
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Figure 3.18: (Color online) Average magnetic moment per layer for the (a) Au/Co
interface and (b) Pt/Co interface. Vertical black lines indicate the magnetization in
the bulk compounds. An asterisk indicates the presence of a transition layer. Au1,
Pt1, and Co1 are the interface layers.

of Co atoms occupy the Pt fcc lattice sites while only much smaller number of Co

are located on hcp sites that is also in agreement with above mentioned experimental

works and more resent one [154]. In the last work was shown that Moiré structure

persists up to a coverage of at least 5 ML while in our work we observed it with very

small corrugation about 0.1 Å after fourth layer.

3.3.5 Impact of lattice mismatch on magnetic properties of

the interfaces

Since the structure depends on the substrate and number of Co layers, the magnetic

properties are expected to be different as well. In Fig. 3.18 we present the average
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magnetization per layer for the coherent and most stable incoherent models. While the

magnetic properties of the noble metals expectedly are, as expected, hardly different,

the behaviour of Co depends significantly on the atomic density. First, we notice that

the coherent model in each case gives too high magnetic moments, by 0.26 (0.22) µB

for Au/Co and by 0.19 (0.16) µB for Pt/Co in the case of one (four) Co layer(s).

Our calculated average magnetic moments of 1.83 µB for the interface Co1 layer and

of 1.64 µB for the bulk-like Co2 layer of the Pt/Co system are very close to the

experimental values (1.8 µB and 1.58 µB, respectively [47]). Due to spin polarization

of the interface Pt atoms, the interface Co atoms in Pt/Co have higher magnetic

moments than in Au/Co. Adding Co layers decreases the magnetic moment at the

interface if no transition layer is formed, while formation of such a layer decreases the

Co atomic density and thus enhances the magnetization.

3.3.6 Summary

In conclusion, the lattice mismatch between Co and Au or Pt modifies the structure

and magnetic properties of an interface significantly, demonstrating that the coherent

model will not give valid results. The same applies to the standard supercell approach

with constant atomic density in the Co slab. We therefore propose a model based on a

Moiré pattern that includes a Co transition layer at the interface and demonstrate that

it gives results very close to the experimental situation. Depending on the substrate

and thickness of the Co film, the Co atomic density near the interface is different.

While the atomic density and surface roughness for a single Co layer on top of Au are

found to be large, due to the weak Au-Co and strong Co-Co interaction, additional Co

layers result in lower atomic density and surface roughness. A very similar thickness

dependence is observed for Pt/Co, for which an increasing thickness additionally

causes the formation of a transition layer. In this layer the atoms partially occupy

energetically favorable sites of both the neighboring Pt and Co layers. Formation
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of a transition layer in Au/Co results only in a small stability gain, since the Au-Co

interaction is weaker than the Co-Co interaction. As the interface magnetic properties

depend substantially on the employed model, our result demonstrate that a careful

selection is critical. The proposed Moiré supercell with transition layer turns out to

give excellent results.
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Chapter 4

Impact of the Lattice Mismatch,

Atomic Intermixing, Surface

Oxidation, and Thin Film

Thickness an a Magnetic

Anisotropy of the Au/Co Interface

In this section we use first principles calculations to study the effects of the 1) Co

film thickness, 2) interface intermixing, and 3) surface oxidation on the electronic

and magnetic properties of the Au/Co interface. We find in-plane magnetization

for an interface with a single Co layer. Adding a second Co layer or including Au-

Co intermixing switches the magnetization direction to out-of-plane. In addition,

we construct a Moiré pattern to account for the large lattice mismatch between Au

and Co. The corrected Co density results in a magnetic anisotropy energy that is

about five times larger than that predicted by the popular coherent model. A strong

dependence of the magnetic properties on the level of oxidation of the Co surface

layer is demonstrated.
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4.1 Introduction

The performance of magnetic memory and logic devices can be significantly im-

proved by exploiting the perpendicular magnetic anisotropy [5]. For example, 3d

transition metals deposited on non-magnetic 5d noble metals result in a very strong

anisotropy [6]. Magnetic switching in 5d/3d multilayer structures used for GMR can

be achieved by spin transfer torque [10, 11]. Also, an electric current at such inter-

faces can induce a spin current [12] due to the spin Hall effect [13] and can generate a

spin density [14] as a result of Rashba effect [15]. Those effects, respectively, generate

spin transfer [10, 11] and spin orbit [8] torques that leads to either magnetization

reversal [16] or magnetization auto-oscillations [17]. For example, magnetic switch-

ing based on spin orbit torque has been observed in ultrathin Co layers interfaced

with Pt [18, 19]. Large antisymmetric exchange (interfacial Dzyaloshinskii-Moriya

interaction) obtained at the interfaces between heavy metals and transition metal

ferromagnets, results in nanoskyrmion lattices [20–23] or helix spins [24, 25]. In ad-

dition, spin transfer torque induced by spin-polarised current at the 5d/3d interfaces

can move domain walls [19, 26]. This effect could reduce the energy needed to store

and retrieve one bit of data by a factor of 10,000 and thus it enables new concepts

for memory and logic devices [27, 28].

5d/3d interfaces also enable the manipulation of the magnetism via an electric

field [29], require no charge transfer, provide high speed data transmission in minia-

ture components, and solve problems of overheating and material degradation in

traditional devices [30, 31]. However, the magnetic properties of such interfaces are

very sensitive to internal and external factors. Surface oxidation, film and substrate

thickness variations, surface strain and roughness, atomic inter-diffusion, segregation,

and various defects arising from lattice mismatch are common phenomena. This is

also the reason for many discrepancies between experiment and theory [43–45].

On the other hand, first principles calculations for a defect-free Au/Co interface
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with the Co in-plane lattice parameter adjusted to the Au substrate (coherent model)

result in in-plane magnetization [56, 57], while experiments point to out-of-plane mag-

netization [50, 51, 58]. The large lattice mismatch between Au and Co indeed gives

rise to a Moiré pattern [50, 51], which is usually ignored in theoretical works due to the

huge computational costs. If Co is strained in order to match the Au substrate, the

theoretical orbital moments and spins of both components are significantly enhanced

as compared to experimental results [155]. Bruno and Renard have demonstrated,

using phenomenological models, that the strain due to lattice mismatch induces an

effective anisotropy [59]. It also has been shown in Ref. [60] that deposition of Co

atoms on Au results in a surface alloy by Co-Au intermixing, which can modifiy the

magnetic properties of the interface dramatically. In this work, we therefore study

the magnetic anisotropy of the Au/Co interface and determine its dependence on

structural details.

4.2 Interface models and computational details

We study Au(111) and place Co atoms on top of face centered cubic (fcc) and hexag-

onal close-packed (hcp) sites. Specifically, 3 layers of 2× 2 or 5× 5 Au are covered by

1 to 3 layers of 2 × 2 or 6 × 6 Co, see the schematic pictures given in Fig. 4.1. Test

calculations reveal that interfaces with 3 and 6 layers of Au result in the same mag-

netic anisotropy (differences < 10−3 meV). Thus, the thinner substrate can be used to

reduce the computational costs. To obtain a coherent model we extend the bulk Co

lattice parameter by 15% to match the Au bulk value, yielding a (2×2)Au/(2×2)Co

interface. This model is also used to study Au-Co intermixing and surface oxidation

levels of 25%, 50%, 75%, and 100%. Figures 4.1(b) and (c), respectively, illustrate

these cases. A (5 × 5)Au/(6 × 6)Co interface, as shown in Fig. 4.1(d), results in a

minor compression of Co (0.2% as compared to the bulk value) and is very stable in
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accordance with Ref. [155]. We add to our supercells vacuum slabs of at least 10 Å

thickness in order to simulate surfaces.

The calculations use the linearized augmented plane wave pseudopotential method

of density functional theory in the generalized gradient approximation [103, 132].

Scalar and fully relativistic calculations, respectively, are employed to optimize the

interface structure and to determine (self-consistently) the magnetic anisotropy. Plane

wave cutoff energies of 400 eV (with oxidation) and 350 eV (without oxidation) are

chosen. Furthermore, k-meshes of 16 × 16 × 2 and 2 × 2 × 2 points are used for

the structural optimization of the coherent and incoherent models, respectively, and

are refined to 24 × 24 × 2 and 4 × 4 × 2 points for the relativistic calculations. The

precision of our self-consistent calculations is characterised by the energy difference

of successive electronic steps, which is set to 10−7 eV and 10−5 eV for the coherent

and incoherent models, respectively.

4.3 Stability of the interfaces

Before we address the magnetic properties, we first compare the different models in

terms of the Co binding energy,

Eb
Co = (EAu/Co − EAu − EO)/NCo − ECo, (4.1)

where EAu/Co is the total energy of the supercell, EAu and EO are the total energies

of the Au and O parts of the supercell (calculated by removing the respective other

part), respectively, NCo is the total number of Co atoms, and ECo is the energy of

an isolated Co atom. Because Au and Co favor different atomic packings, fcc and

hcp, respectively, the structure of the Au/Co interface is not obvious. In Fig. 4.2

we show schematic structures with different choices of the Co, Au, and O sites. The

Co binding energy is given in Fig. 4.3. Though the equilibrium structure of bulk Co
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Figure 4.1: Au/Co interfaces: (a-c) coherent model (2 × 2)Au/(2 × 2)Co and (d)
incoherent model (5 × 5)Au/(6 × 6)Co with Moiré pattern. Panel (b) refers to 50%
and 100% Au-Co intermixing and panel (c) to 50% and 100% surface oxidation.

at room temperature is of hcp type, Fig. 4.3(a) shows that the interface Co atoms

initially follow the fcc structure of Au. However, Co atoms in the second atomic

layer occupy hcp hollow sites. Since the energy difference between the hcp and fcc

structures is small, both configurations are frequently observed in Co thin films [156].

Also, according to Figs. 4.3(b) and (c), both Au-Co intermixing and surface oxidation

cost only a small amount of energy, if the atoms in the uppermost layer occupy hcp

instead of fcc hollow sites. Thus, occupation of hollow sites of the two packing types

will appear with almost equal probability.
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CoAu O

fcc
hcp

Sites:

(b) hcp

(a) fcc

(c) mix

Figure 4.2: Illustrations of the occupied atomic sites at Au/Co interfaces with different
numbers of Co layers (left), Au-Co intermixing (middle), and surface oxidation (right).

According to Fig. 4.3, the Co binding energy is higher when (1) a Moiré pattern

is formed, (2) the number of Co layers increases, (3) there is Au-Co intermixing, and

(4) the surface is oxidized. The Moiré pattern is favorable as the Co-Co distances

are much closer to the respective bulk Co value. A thicker Co slab and the inclusion

of Au-Co intermixing are favorable as more Co-Co and Au-Co bonds are formed,

respectively. Even if elements are immiscible in the bulk they can mix at an interface

due to differences in the preferred lattice parameters [157]. Moreover, the fact that a

Co surface in atmosphere is subject to oxidation shows already that Co-O bonds are

energetically stable.
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Figure 4.3: Average binding energy per Co atom at the Au/Co interface, depending
on the (a) number of Co layers, (b) amount of Au-Co intermixing and (c) amount
of surface oxidation. Percentages quantify the energy difference with respect to fcc
packing.

4.4 Magnetic anisotropy energy (MAE)

4.4.1 Coupling of the electron orbital moment with spin and

crystal field

The magnetic anisotropy energy (MAE) originates from a coupling of the electron

orbital motion with spin and with the crystal field. If the crystal field is weak and the

spin orbit coupling (SOC) is strong, as in the 5d noble metals, the orbital moment

is large and rigidly coupled to the spin (~L and ~S are collinear). In the 3d transition

metals, on the other hand, the SOC is weak and the crystal field strong, so that ~L and

~S are not necessarily collinear. Since surfaces and interfaces modify the crystal field

by the broken lattice periodicity, the interaction between ~S and ~L in 5d/3d interfaces
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dependence on the (a) number of Co layers, (b) amount of Au-Co intermixing, and
(c) amount of surface oxidation. Red (solid), blue (dashed), and grey (dotted) lines,
respectively, represent the highest, intermediate, and lowest energy gains. Positive
and negative values, respectively, refer to out-of-plane and in-plane magnetic easy
axes.

becomes a very complex problem. Additional difficulties arise when imperfections

and lattice mismatch play a role.

4.4.2 Calculations of the MAE

We calculate the MAE (energy difference between systems with in-plane and out-of-

plane magnetization) per Au unit cell,

∆E = (Ez − Ex)/NAu, (4.2)
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where NAu = 4 or 25, in order to compare the coherent (2 × 2)Au/(2 × 2)Co and

incoherent (5 × 5)Au/(6 × 6)Co models. The energy change for different in-plane

magnetization directions is found to be very small (for example, for the coherent

model with 1 Co layer we find |Ez −Ex| ≈ 30|Ex−Ey|), as to be expected, and thus

is neglected in the present work. In Fig. 4.4(a) the MAE is depicted as a function of

the number of Co layers for occupied fcc and hcp sites as well as for the formation of

a Moiré pattern. Figures 4.4(b) and (c) address the effects of Au-Co intermixing and

surface oxidation, respectively. In the case of 1 Co layer the MAE for the incoherent

models is about 5 (10) times larger than for the respective coherent models with

Co atoms at fcc (hcp) sites. We find always in-plane magnetization, as previously

reported in Ref. [56]. Adding a second layer of hcp Co switches the system to out-of-

plane magnetization, where the coherent and incoherent models show similar absolute

MAE values. A third Co layer enhances the out-of-plane magnetization only for hcp

stacking, while fcc stacking results again in in-plane magnetization. Incoherent models

with 3 Co layers have not been studied due to the large computational costs.

According to Fig. 4.4(b), the system switches from in-plane to out-of-plane mag-

netization when the Au-Co intermixing reaches 50%. For 100% intermixing (cor-

responding to an Au/Co/Au structure) and fcc arrangement the absolute value of

the MAE is about 5 times larger than without intermixing. In the hcp case the

out-of-plane magnetization is maintained and the MAE is reduced to less than half.

Moreover, if less than 75% of the fcc hollow sites are occupied by O atoms we have an

in-plane magnetization, whereas if all fcc hollow sites are occupied the MAE becomes

very small, see Fig. 4.4(c). This dependence will be explained in more detail in the

next section.
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Au/Co interfaces with different (a,b) numbers of Co layers (coherent/incoherent
model), (c) amount of Au-Co intermixing, and (d) amount of surface oxidation. Black
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4.4.3 Orbital anisotropy

A main contribution to the MAE is due to the SOC [110],

ESOC = −ξ ~S · ~L, (4.3)

where ξ is the SOC constant. Other contributions, such as dipole and anisotropic

exchange interactions, usually play a negligible role in thin films [158]. From Eq. (2)

we obtain

∆ESOC = ESOC
z − ESOC

x = ξ(SzLz − SxLx). (4.4)
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Since we have in good approximation Sx = Sz = S, using ∆L = Lz−Lx, we arrive at

the Bruno formula ∆ESOC = ξS∆L, which expresses the macroscopic MAE in terms

of atomic parameters. Finally, since Au has a much smaller orbital anisotropy and spin

than Co (for the coherent model with 1 Co layer we find ∆LCo ≈ 11∆LAu = −0.022

µB and SCo ≈ 65SAu = 1.97 µB), the Au contribution to the MAE can be neglected

and we obtain

∆ESOC
Au/Co ≈ ξCoSCo∆LCo. (4.5)

∆LCo and SCo are shown in the top and middle rows of Fig. 4.5, respectively. The

product SCo∆LCo and its correlation with the MAE is addressed in the bottom row.

We note that SCo is hardly affected by Au-Co intermixing. It is smaller for the Moiré

pattern (1.82 µB) than for the coherent model (1.96 µB). Yet, by the larger atomic

density of the incoherent model, we obtain per Au unit cell a value of 36/25 · 1.82

µB = 2.62 µB, which enhances the MAE. Surface oxidation facilitates superexchange

between Co atoms through O atoms, which results in an antiferromagnetic spin align-

ment for some Co atoms starting at x = 0.75, see Fig. 4.5(d). For x = 1 the total

spin becomes zero so that we expect zero MAE. The tiny value seen in Fig. 4.5(d)

may originate from dipole-dipole interactions.

In contrast to SCo, ∆LCo changes dramatically when more Co layers are added or

Co is intermixed with Au. Moreover, ∆LCo and ∆E, see the bottom row of Fig. 4.5,

are only qualitatively correlated, thus violating Eq. (5) to some extent [159]. We note

that the formation of a Moiré pattern changes the absolute value but not the sign of

the MAE, see Figs. 4.5(a) and (b). As compared to the coherent model, it is enhanced

by a factor for 1 Co layer and reduced to half for 2 Co layers. Adding a second Co

layer as well as Co-Au intermixing leads to in-plane magnetization for the top Co

layer, while the second Co layer shows out-of-plane magnetization, see Figs. 4.5(a)

to (c). This explains the discussed out-of-plane magnetization of the system, where

the highest value (about eight times larger than without intermixing) is reached for
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Figure 4.6: Orbital interactions of the atoms at the Au/Co interface in different cases.

x = 1. Under oxidation the Co orbital anisotropy changes only weakly, see Fig. 4.5(c),

so that the MAE reflects essentially the changes of SCo.

4.4.4 Bonding environment

The MAE is determined by the strength of the SOC and the anisotropy of the bonding

environment, since the in-plane bonding environment determines the magnitude of

the out-of-plane orbital moment and vice versa [160]. While ξCo is an atomic quantity

and thus hardly depends on structural modifications, a change of ∆LCo can be due to

quenching of the anisotropy of the crystal field [161]. Thereby, it is assumed that the

d orbitals at the interface can be grouped into in-plane (dxy and dx2−y2) and out-of-

plane (dxz, dyz and dz2) orbitals, which host, respectively, out-of-plane and in-plane

orbital moments.

In Fig. 4.6 we schematically demonstrate the bonding environment for the different

models. The uppermost Co layer must have in-plane magnetization because it lacks

neighboring atoms above, which explains the findings in Fig. 4.4(a). Because in the

incoherent model the Co-Co in-plane distances are shorter than in the coherent model,
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the out-of-plane orbital moment is smaller and, as a result, we observe a large in-plane

magnetization, see Fig. 4.4(a). For 2 Co layers and Au-Co intermixing there are two

types of Co atoms. The absolute value of the in-plane magnetization of the uppermost

Co layer is a bit smaller than found for 1 Co layer, because Au-Co bonds are weaker

than Co-Co bonds. The second Co layer misses no bonding partners and experiences

strong surface tension that shortens the Co-Co and Au-Co bonds more in the out-

of-plane than in the in-plane direction, resulting in out-of-plane magnetization that

wins against the in-plane magnetization of the uppermost Co layer. It also wins for

more than 25% Au-Co intermixing, see Fig. 4.4(b). For full intermixing (x = 1) there

are no Co atoms left on top, see Fig. 4.6(d), so that we have a strong out-of-plane

magnetisation. While adding a second Co layer and Co-Au intermixing supports out-

of-plane magnetization, a Moiré pattern enhances the in-plane magnetization. If a

second Co layer is added in the latter case then, due to the higher Co density, the

overall out-of-plane character becomes less apparent.

4.5 Crystal field vs surface potential. Electronic

structure.

It has been demonstrated in Refs. [56, 159–163] that the direction of the magnetization

depends on the position of the d states with respect to the Fermi level. For example,

the Fermi level of the Pd/Co interface is close to doubly degenerate states of mainly

Co dxy and dx2−y2 character (in-plane orbitals) so that the out-of-plane magnetization

dominates [160]. In Figs. 4.7(a) and (b) we plot densities of states without and

with Au-Co intermixing assuming that the octahedral field is weak and the interface

potential thus aligns the d orbitals as shown in Figs. 4.8(c) and (d). The fact that

the d3r2−z2 (out-of-plane) orbital appears at the Fermi level for the coherent models

explains the in-plane magnetization. According to Stöhr [161], we should expect for
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Figure 4.7: Projected Co densities of states: (a,c) 1 Co layer, (b,d) full Au-Co in-
termixing, (e) 2 Co layers, and (f) full surface oxidation. In (a,b) the surface po-
tential is strong and in (c-f) the crystal field is strong (t2g/3 = dxy = dyz = dxz,
eg/2 = d3z2−r2 = dx2+y2).

full Au-Co intermixing the dx2−y2 and dxy orbitals at the Fermi level, which is not the

case. Indeed, the model of Stöhr ignores the fact that the out-of-plane orbitals also

contribute to the out-of-plane magnetization, see Fig. 4.8(b). Similarly, the in-plane

orbitals contribute to the in-plane magnetization. In addition, the bulk crystal field

will not be completely suppressed by the surface and interface potentials.

If the crystal field is strong, which is the case in bulk fcc transition metals, the

electronic structure can be understood in terms of t2g and eg orbitals, see Fig. 4.8(e).

Projected densities of state for this case are shown in Figs. 4.7(c) to (f). We find for
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the interfaces with in-plane magnetization more t2g states and for those with out-of-

plane magnetization more eg states at the Fermi level. Indeed, the t2g and eg orbitals

contribute more to the in-plane and out-of-plane magnetization, respectively, since

the angle between the lobes of the d orbitals and the [111] direction, see Fig. 4.8(e), is

larger for the former (54.7◦) than for the latter (35.3◦) case. For full surface oxidation

(x = 1), see Fig. 4.7(f), the spin polarization at the Fermi level is strongly reduced,

which agrees with the top panel of Fig. 4.5(c). Due to the antiferromagnetic coupling

the magnetization vanishes. On the other hand, see the middle panel of Fig. 4.5(c),

the in-plane orbital moment is reflected by the t2g character at the Fermi level.

4.6 Summary

In conclusion, we have used first principles calculations to study that factors that

determine the magnetization direction and absolute value at Au/Co interfaces. Co-

herent models ignoring the lattice mismatch between Au and Co are found to result

in a too small MAE due to the reduced Co density, in contrast to a more realistic

structure with Moiré pattern. Increasing the Co thickness from 1 to 2 layers switches

the magnetization from in-plane to out-of-plane for both the coherent and incoherent

models. Au-Co intermixing leads to out-of-plane orbital moments of the Co atoms in

the mixed atomic layers, which start to dominate over the in-plane orbital moments at

about 50% intermixing. When 75% of the Co hollow sites at the surface are occupied

by O atoms, the magnetic anisotropy is maximal with in-plane easy axis. For further

oxidation superexchange results in antiferromagnetic coupling that reduces the total

spin, so that the MAE finally vanishes. In general, the magnetic anisotropy and even

the magnetization direction depend strongly on structural details. For instance, if a

second Co layer occupies fcc instead of hcp hollow sites (which is energetically only

slightly less favorable) we obtain in-plane instead of out-of-plane magnetization.
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Chapter 5

k-Asymmetric Spin-Splitting at the

Interface between Transition Metal

Ferromagnets and Heavy Metals

We systematically investigate the spin-orbit coupling-induced band splitting origi-

nating from inversion symmetry breaking at the interface between a Co monolayer

and 4d (Tc, Ru, Rh, Pd, and Ag) or 5d (Re, Os, Ir, Pt, and Au) transition metals.

In spite of the complex band structure of these systems, the odd-in-k spin splitting

of the bands displays striking similarities with the much simpler Rashba spin-orbit

coupling picture. We establish a clear connection between the overall strength of the

odd-in-k spin-splitting of the bands and the charge transfer between the d-orbitals

at the interface. Furthermore, we show that the spin splitting of the Fermi surface

scales with the induced orbital moment, weighted by the spin-orbit coupling.

5.1 Introduction

The development of modern spintronic devices, such as magnetic random access mem-

ories and current-driven nano-oscillators, is currently relying on the exploitation of

the mechanism of spin transfer torque [10, 11] in magnetic systems displaying per-
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pendicular magnetic anisotropy [5]. Besides materials displaying bulk perpendicular

magnetic anisotropy (such as ordered alloys [164]), the most promising devices in-

volve multilayers accommodating large interfacial-induced perpendicular magnetic

anisotropy, such as interfaces between transition metal ferromagnets and noble met-

als [6] or metal oxides [7, 9, 165] (see also Ref. [166]). This combination has proven

successful in reducing the critical current density needed to achieve current-driven

magnetic excitations and switching within a reasonable range (i.e. below 106 A/cm2).

However, the difficulty in reducing this critical current density further constitutes a

major hurdle towards applications, calling for innovative mechanisms beyond spin

transfer torque. As discussed below, the physics of spin-orbit coupling at the origin

of the perpendicular magnetic anisotropy might hold the key to the next technological

breakthrough [167].

Interfacial perpendicular magnetic anisotropy at X/F interfaces (X being a noble

metal, F a transition metal ferromagnet) is a subtle phenomenon that arises from spin-

orbit coupled orbital overlaps. Spin-orbit coupling, given by Hso = (ξ/~)σ · (∇V ×p)

(ξ is the spin-orbit coupling strength in eV/m2), couples the spin degree of freedom

σ to the gradient of the crystal field ∇V . In the spherical atomic potential approx-

imation, ∇V = (∂rV/r)r and the interfacial perpendicular magnetic anisotropy is

conventionally associated with the orbital overlap leading to an enhanced interfacial

orbital angular momentum L = r × p [6, 160, 168]. In the independent ligand the-

ory, its magnitude can be related to the anisotropy of the orbital angular momentum

∆Eso = ξ/(4µB)(m
‖
orb −m⊥orb) [6, 59, 161], where m

‖(⊥)
orb is the orbital moment when

the magnetization lies in (perpendicular to) the plane and µB is the Bohr magnetron.

In this simple scenario (which disregards the complexity of interfacial orbital over-

laps), interfacial perpendicular magnetic anisotropy survives in symmetrically grown

systems such as Pt/Co/Pt, for instance. However, when the two interfaces embed-

ding the transition metal ferromagnet are not equivalent, such as in Pt/Co/AlOx or
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Ta/CoFeB/MgO, the symmetry is broken and additional effects emerge.

In such systems, the sharp interface between the ferromagnet and the noble metal

breaks the inversion symmetry along the normal to the interface, z. In a simplistic

picture, the gradient of potential becomes 〈ξ∇V 〉 ≈ −αz and the spin-orbit coupling

Hamiltonian reduces to HR ≈ −ασ·(z×k), where α is the so-called Rashba parameter

[15, 63]. Such k-linear spin-orbit coupling has been observed at the surface of various

metals such as Au [64, 65], Gd [66], or Bi compounds [67–69] and more recently at the

surface of three dimensional topological insulators [70, 71]. Notice that in general,

spatial inversion symmetry breaking imposes the spin-orbit coupling term to be odd in

momentum k, but not necessarily linear. Indeed, such odd-in-k spin-orbit coupling is

well known in bulk non-centrosymmetric semiconductors [72] and has been detected

recently at oxide heterointerfaces [73].

A direct consequence of this odd-in-k spin-orbit coupling on the local spin con-

figuration is the emergence of an antisymmetric exchange interaction, the so-called

Dzyaloshinskii-Moriya interaction [169, 170], on the form
∑

ij DijSi×Sj where Si(j) is

the direction of the spin angular momentum of the ion at position ri(j). Under certain

conditions (exchange, anisotropy, temperature etc.), this interaction produces chiral

spin textures such as spin spirals, as observed at W/Mn and Ir/Fe interfaces [171–

175], and skyrmions [20, 21, 176]. Very recently, it has also been shown that this

interaction favors Néel over Bloch configuration of magnetic domain walls in Ni/Fe

multilayers [177, 178]. Such a distortion is a key element to understand the observed

anomalous domain wall motion in ultrathin perpendicularly magnetized multilayers

[28, 179, 180].

Another important phenomenon that may play a role in materials lacking inversion

symmetry is the current-driven spin-orbit torque [181, 182]. In non-centrosymmetric

multilayers, the interfacial odd-in-k spin-orbit coupling enables the so-called inverse

spin galvanic effect, i.e. the electrical generation of a non-equilibrium spin density
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[14]. This spin density can be used to manipulate the magnetization of the adjacent

ferromagnet. Spin-orbit torque has been theoretically predicted using model Hamil-

tonians with Rashba or Dresselhaus spin-orbit coupling [183–194] and first principle

calculations on realistic interfaces have been achieved recently [88, 195, 196], con-

firming qualitatively the theoretical results. Its experimental identification in Pt/-

Co/AlOx [16, 18, 19, 197–199] and other similar structures [76, 200–206] is currently a

growing field in spin electronics and regarded as a possible way to complement or even

replace spin transfer torque in devices possessing perpendicular magnetic anisotropy.

While these phenomena all arise from interfacial symmetry breaking in the pres-

ence of spin-orbit coupling, the details of these mechanisms remain quite complex

and explicit connections have only been established within the framework of Rashba

spin-orbit coupling [201]. Indeed, first principle calculations clearly revealed that this

latter approximation is far from realistic [86, 88, 195, 196, 207, 208]: Breaking spatial

inversion symmetry hardly affects the strength of the atomic spin-orbit coupling it-

self (in sharp contrast with the phenomenological picture developed by Bychkov and

Rashba [15]), but it distorts the wave function close to the nuclei, where the spin-

orbit coupling is stronger [86, 207, 208]. The interaction between atomic spin-orbit

coupling and these distorted wave functions results in an effective odd-in-k spin-orbit

coupling. In addition, in metallic systems the detail of the orbital hybridization at the

interface between, say, a ferromagnet and a heavy metal is quite complex, resulting in

an induced magnetic moment in the heavy metal and an enhancement of the orbital

momentum in the ferromagnet. Providing a clear description of the interfacial spin-

orbit coupling-induced band splitting and associated phenomena for a wide variety

of materials could help designing interfaces with tunable properties.

In this article, in order to uncover the physics governing the interfacial spin-orbit

coupling in such bilayers, we present a systematic investigation of the (spin-orbit

coupling-induced) band splitting at X/Co interfaces, where X represents a 4d or 5d
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used in this work[209]. Numbers in red stand for the strength of spin-orbit coupling
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metal as depicted in Fig. 5.1. Using first principle methods, we establish clear connec-

tions between the odd-in-k spin splitting and the interfacial orbital angular momen-

tum and related charge transfer. This article is organized as follows. Computational

details are summarized in Section 5.2 and the results are reported in Section 5.3.

Section 5.3.1 presents the electronic structure of these interfaces together with their

magnetization profile, while Section 5.3.2 describes the spin-orbit coupling-induced

band splitting properties. A summary is given in Section 5.4.

5.2 Computational details

In principle, the accurate description of the magnetic and electronic properties of

X/Co interfaces (X = 4d- and X= 5d-metals) using first principles calculations ne-

cessitates the definition of a huge supercell in x̂y plane with Moiré pattern [155] due

to the large lattice mismatch between the two materials. However, the large size of

the cell combined with the presence of spin-orbit coupling makes such calculations
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computationally expensive. To avoid this hurdle, we imposed the lattice parameter

of the free standing Co layer to match the lattice parameter of the substrate X. Due

to the artificial strain, the computed electronic and magnetic properties of the X/Co

system may be different from the ones of a realistic interface. Indeed, in Ref. [155] it

was demonstrated that for a Co monolayer deposited on top of Pt (Au), the tensile

stress results in an enhancement of the magnetic moments of Pt (Au) and Co layers

by 22 % (10 %) and 10 % (15 %), respectively. The objective of the present work

is not to match the experimental observations by modeling a realistically disordered

interface but rather to describe the systematic modification of the band splitting and

magnetic properties of such bilayers when changing the heavy metal substrate.

In this work, a monolayer of Co was placed on top of a 6-layer slab of a X(111)

substrate that is either a 4d (Tc, Ru, Rh, Pd, and Ag) or a 5d metal (Re, Os, Ir,

Pt, and Au), see Fig. 5.1(a). This allows us to study the dependence of the band

splitting and its related properties as a function of the spin-orbit coupling strength

and electronic configurations of the external ds-orbitals, as illustrated in Fig. 5.1(b).

Moving from the left to the right side of the table, the number of electrons on the

external ds-orbitals grows from 7 to 11. Structures with [ds]7 and [ds]8 electronic

configurations have hcp packing while with [ds]9, [ds]10 and [ds]11 electronic config-

urations adopt fcc packing. Our test calculations reveal that Co prefers hcp and fcc

hollow sites on top of X in the first and second cases, respectively. In addition, a vac-

uum of 10 Å and one H atom on the bottom of the substrate were found as sufficient

conditions to avoid charge accumulation. First principle calculations were performed

in the generalized gradient approximation [103]. For the structure optimization we

used the pseudopotential method that is implemented in VASP [132, 142] 1 while

the magnetic properties were investigated within the full-potential code FLEUR. The

1Certain commercial products are identified in this paper in order to specify the computational
procedures adequately. Such identification is not intended to imply recommendation or endorsement
by the National Institute of Standards and Technology, nor is it intended to imply that the materials
or equipment identified are necessarily the best available for the purpose.
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magnetic properties were calculated using an increased number of k-points in the Bril-

louin zone until convergence which is achieved for 2304 k-points. To study the band

splitting below and at the Fermi level we used 256 k-points for each radial direction

and 4096 equally-distributed k-points in the irreducible Brillouin zone, respectively.

5.3 Results and discussion

5.3.1 Electronic structures

The magnetic properties of X/Co interfaces are direct outcomes of interfacial orbital

overlap. Therefore, before entering in the detailed analysis of these properties, we

turn our attention towards the nature of these hybridizations. The density of states

and magnetic properties of the d-orbitals of X/Co bilayers are displayed in Figs. 5.2

and 5.3, respectively. The first remarkable feature is the distinct behavior between

metals with partially filled d-shells (Tc, Ru, Re, Os, Ir, Pt, Rh and Pd) and metals

with filled d-shells (Au and Ag). While the formers present a sizable density of

states at the Fermi energy, this density of states is vanishingly small in the latter

cases leading to a reduced d-orbital hybridization between Co and X. As a general

rule, upon increasing the d-orbital filling the binding energy decreases due to (i) the

enhancement of the ”artificial” lattice distortion imposed by the lattice mismatch

between Co and X and (ii) the reduction of the orbital hybridization. The latter

results in a strong reduction of the Co-X binding in the case of Au and Ag.

The nature of the orbital hybridization between Co and X has important conse-

quences on the magnetic properties at the interface. First, metals with partially filled

d-shells acquire a large magnetic moment through proximity effect [46, 168, 210, 211],

which vanishes in the case of metals with filled d-shells (Au and Ag), see Fig. 5.3(a).

Notice that the magnetic proximity effect is very small in the case of Tc, Ru, Os

and Re but does not vanish. Most importantly for the present study, the magnetic
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Figure 5.2: Projected density of states (DOS) for the X/Co interfaces, where X is a
heavy metal as indicated on the figure. The amount of hybridization between the 3d
orbitals of Co and 4(5)d orbitals of the heavy metal decreases when increasing the
d-orbital filling of the heavy metal. The densities of states for X=Tc, Ru, Re and
Os are not represented as they show a qualitatively similar behavior as heavy metals
with partially filled d-shells.
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proximity effect is accompanied by an induced orbital moment that is negative for

Tc, Ru, Re, and Os and positive at the interface with Rh, Pd, Ag, Ir, Pt, and Au,

see Fig. 5.3(b). As discussed below, the sign and magnitude of the induced orbital

moment has a dramatic impact on the spin-orbit-induced splitting of the band struc-

ture.

It is worth mentioning that all the structures discussed in this work and involving

heavy metals with partially-filled d-shells present interfacial perpendicular magnetic
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anisotropy, while the weak hybridization between Co and metal with filled d-orbitals

(Ag and Au) results in large in-plane magnetic anisotropy (the latter being in contra-

diction with experimental observations but in agreement with other theoretical results

due to artificial strain in our calculations [56, 210, 212]). However, since we could not

find any robust correlation between the magnetic anisotropy and the strength of the

band splitting, we choose not to further discuss magnetic anisotropy here.

5.3.2 k-asymmetric spin splitting

In the previous section, we have illustrated the complex hybridization scheme of

heavy metal/ferromagnet interfaces through the onset of magnetic proximity effect as

well as induced orbital moment. We now turn our attention towards the main topic

of the present work, i.e. the nature of spin-orbit coupling-induced spin-splitting in

asymmetric magnetic bilayers.

Spin-orbit induced band splitting

In inversion asymmetric systems, spin-orbit coupling induces a spin-splitting of the

band structure on the form Hso = w(k)·σ, where w(k) = −w(−k) is an odd function

of k. In order to visualize and analyze such a band splitting, we adopt the approach

developed in Ref. [87]: The band structure is calculated for two opposite directions of

the magnetization, say ±u, hence revealing the spin-orbit coupling-induced asymmet-

ric spin-splitting. For instance, the Fermi surface and band structures of the Ir/Co

interface along the x- and y-directions in Brillouin zone is reported on Fig. 5.4, central,

top, and right panels, respectively, when imposing the magnetization to lie along +x

(red lines) and -x (blue lines). Similar electronic structures for another X/Co interface

are are shown on Fig. 5.5. The band structures obtained for opposite magnetization

directions are mirror symmetric with respect to ky = 0, as expected, ensuring that the

band structure remains time-reversal symmetric, i.e. δE(mx, ky) = δE(−mx,−ky).
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Figure 5.4: (Color online) Central panel: two-dimensional Fermi surface of Ir/Co
interface in (kx, ky) plane, when the magnetization direction is along +x (red lines)
or −x (blue lines). Right panel: Band structure of Ir/Co interfaces calculated along
the y-direction in Brillouin zone; Top panel: Band structure of Ir/Co interfaces calcu-
lated along the x-direction in Brillouin zone. A clear splitting of the band structure
is observed when the band structure is projected perpendicular to the magnetiza-
tion direction (Right panel), while no splitting appears when the band structure is
projected along the magnetization direction (Top panel).
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When the magnetization is applied along ±x, the band structure calculated along

the x-direction in Brillouin zone does not display any spin-splitting, see Fig. 5.4 top

panel. Similar results have been obtained for all the substrates considered. When re-

moving the interface, using either an isolated Co or X layer, this asymmetric splitting

disappears (not shown).

Evaluating the strength of the odd-in-k spin-splitting has been achieved using

various approaches. For instance, Bihlmayer et al. [86] directly calculated the poten-

tial gradient 〈∂rV/r〉 close to the atom nucleus, Park et al. [87] evaluated the linear

slope of the band structure close to k = 0 (which probably corresponds to the closest

definition of the Rashba spin-splitting), while Haney et al. [88, 195, 196] calculated

the inverse spin galvanic effect arising from odd-in-k spin splitting (which is a more

experimentally-relevant quantity). The variety of methods illustrates the difficulty to

give a proper account of the strength of spin-orbit coupling-induced spin-splitting in

asymmetric systems. In the present work, we adopt an intuitive approach to evaluate

the magnitude of the spin-splitting at and below the Fermi level.

Spin-splitting below Fermi level

The area spanned by the band n upon magnetization reversal from +u to −u is

An =
∫
|E+

n − E−n |dk [shaded area in Fig. 5.6(a)], where E±n is the energy dispersion

when the magnetization lies along ±u. To evaluate the global strength of the spin

splitting below the Fermi level, we calculate the total area A as

|A| =
N∑
n

Nk∑
i

|∆Eni|∆ki, (5.1)

where the first summation
∑N

n runs over the band index n, the second summation∑Nk

i stems from the discretization of the integral in k-space and ∆Eni = E+
ni − E−ni.

Notice that in Eq. (5.1) only absolute values of the energy shifts enter the calculation.
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Indeed, since the sign of the spin-splitting depends on the band index[87] accounting

for the relative magnitudes of the shifts rather than for their absolute values would

result in cancellations between different bands and might not give a full account of the

global spin splitting strength. By calculating the absolute value of |A|, we ensure that

we evaluate only the absolute strength of the asymmetric spin-splitting. Therefore

|A| provides an estimation of the spin-splitting asymmetry for all bands below the

Fermi energy.

In contrast to systems that have a well-isolated surface state (such as Au (111) sur-

face [64, 65] or Bi/Ag (111) surface alloy [67, 69]), in case of X/Co bilayers the strong

interfacial spin-orbit splitting is spread over the continuum of bulk bands. However,

since |A| is determined by the states close to the interface, its magnitude converges

quickly as the thickness of the substrate increases, as shown on Figs. 5.7 (a) and (b).

To numerically compute |A|, the band structure calculations were repeated for dif-

ferent directions β in the Brillouin zone [see Fig. 5.6(a)], as well as for three different

magnetization directions (along x, y and z axes). The spanned absolute areas |A|

calculated for various β directions in the Brillouin zone and when the magnetization

lies along x, y and z axes are shown on Fig. 5.6 (c), (d) and (e), respectively. Several

features are worth noticing.

First, while the global angular dependence of |A| depends on the magnetization

direction and displays different symmetries in the different cases, their shapes do

not depend on the substrate. Second, when the magnetization lies in the interface

plane (x, y), |A| reaches its maximum when the m⊥k (β = ±90◦ when m||x and

β = 0◦ when m||y) and vanishes when m‖k (β = 0◦ when m||x and β = ±90◦

when m||y). These two features partially validate a standard Rashba model de-

scribed by the Hamiltonian HR = α(σ × k) · z ∝ sin β. Fig. 5.7(a) compares the

angular dependence of the magnitude of |A| extracted from the first principle calcu-

lations (from both VASP and FLEUR codes) reported on Fig. 5.6(c) and the sin β
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Figure 5.7: (a) Angular dependence of the total band splitting |A(β)| calculated by
first principles (VASP and FLEUR) and by the standard Rashba model (HR ∝ sin β
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is along x. (b) Dependence of |A(β = 0◦)| on the number of substrate layers for Ir,
Pt, and Au. Magnetization is along y.

dependence expected from the Rashba model. Deviations from the sine shape are

clearly visible in Fig. 5.7(a) at β=15◦, 45◦, and 75◦. These angles correspond to

points where the in-plane crystalline symmetry is broken, see Fig. 5.6(b). Notice

that these calculations have been reproduced for a thicker substrate thickness [n=12

layers, green symbols in Fig. 5.7(a)] with only minor variations, showing that |A|

is a robust quantity to characterize the total band splitting below the Fermi level.

Third, a spin-splitting is observed when the magnetization lies out of the plane of

the interface [see Fig. 5.6(e)]. In fact, the spin-splitting in this case displays a 6-fold

symmetry which is a reminiscence of the crystal structure [see Fig. 5.6(c)]. The van-
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ishing splitting at β = 30◦+m×60◦, m ∈ Z, corresponds to high symmetry points in

Brillouin zone while the maxima at β = m×60◦ corresponds to low symmetry points

[see Fig. 5.6(b)]. Of course, in a system with cylindrical symmetry around z like in

a two-dimensional free electron gas with Rashba spin-orbit coupling, no splitting is

observed when the magnetization lies along z.

Finally, one can notice that the magnitude of |A| also depends strongly on the

substrate as reported on Fig. 5.8(a). Generally, 4d substrates display weaker spin

splitting than 5d substrates, which is a direct consequence of their weaker spin-orbit

coupling strength. However, the spin splitting magnitude also depends on the band

filling and within a same class of materials (either 4d or 5d) shows a maximum for

n[ds]10 materials (i.e. Pd and Pt), see Fig. 5.1. As mentioned in the introduction,

Bihlmayer et al. [86] and more recently Krasovskii [213] have noticed that, in contrast

with the conventional phenomenology of Rashba spin-orbit coupling, the interfacial

symmetry breaking leaves the atomic spin-orbit coupling unaffected while it strongly

distorts the wave function itself. The interplay between this distorted wave func-

tion and the spherically symmetric spin-orbit coupling produces the asymmetric spin

splitting of the band structure. The distortion of the wave function at the interface

between the substrate and the Co monolayer is associated with a charge transfer

from the substrate to the Co layer, which is reported on Fig. 5.8(a) for d-orbitals. A

qualitative correlation is obtained between the spin splitting parameter |A| and the

charge transfer, both displaying a maximum for Pd and Pt.

Spin splitting at the Fermi level

Let us now turn our attention towards the properties of the Fermi surface, displayed

in Fig. 5.4, central panel, for Ir/Co. While the Fermi surface is very far from circular,

it displays a shift along the y-direction when changing the magnetization direction

from +x (red) to -x (blue), confirming the intuition given by the Rashba model.



124

0

1

2

3

4

|A
| (

eV
/n

m
)

|A|

0

0.2

0.4

0.6

0.8

Substrate

〈k
F 〉

 (
nm

-1
)

〈kF〉

0.6

0.65

0.7

0.75

0.8 C
harge (electrons)

Charge

Tc Ru Rh Pd Ag Re Os Ir Pt Au

0

20

40

60 ∑
ξL/µ

B  (m
eV

)

∑ξL

∑ξLind

(a)

(b)

4d-metal/Co 5d-metal/Co

y

y

0

0.01

0.02

0.03

〈α
F 〉

 (
eV

nm
)

Figure 5.8: Correlation between odd-in-k spin splitting and interfacial electronics
properties as a function of substrate: (a) spanned area |A| (blue symbols) and charge
transfer from the d-orbitals of substrate to the d-orbitals of Co (red symbols); (b)
effective momentum shift 〈kF

y 〉 (blue symbols) and summation of the induced orbital
moments of each atom weighted by their spin-orbit coupling constant,

∑
i ξiL

ind
i (red

symbols).

To evaluate the strength of the spin splitting at the Fermi level, we compute the

k-averaged Fermi wave vector 〈kF 〉 defined

〈kF 〉 =

Nb∑
n

kFn =

Nb∑
n

1

Nk

Nk∑
i

kFin, (5.2)

where the first summation
∑Nb

n runs over the band index n and second one
∑Nk

i

stems from the discretization of the integral in k-space. If there is no spin splitting,

〈kF 〉 = 0. In the present case, the magnetization is along ±x so that 〈kF 〉 = 〈kFy 〉y,

as in Fig. 5.4. The physics behind this term is quite subtle. The velocity operator
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is v = ∂kH/~, which reduces to v = k/m in the free electron model in the absence

of spin-orbit coupling. Therefore, 〈kF
y 〉 is a partial measure of the spin galvanic effect

induced by the symmetry breaking revealed when the magnetization lies away from a

high symmetry direction. Notice that 〈kF
y 〉 is not the total spin galvanic effect, which

should contain the anomalous velocity term (proportional to the non-equilibrium spin

density) and vanishes at equilibrium. The calculated 〈kF
y 〉 is reported on Fig. 5.8(b)

for different substrates. While it is quite small in the case of 4d metals, it is much

larger for 5d metals. In both cases maximum is reached for [ds]10 configurations, that

corresponds to Pd and Pt substrates.

Since the electronic states at the Fermi level are delocalized, they are more likely

to be affected by the interfacial potential gradient ∇zV due to the charge transfer.

The charge transfer scales with the strength of the orbital hybridization, and results

in an enhancement of the orbital angular momentum on the substrate as reported on

Fig. 5.3(b). Park et al. [85] proposed that at a surface, the local orbital momentum

in the presence of surface normal electric field (due to inversion symmetry breaking)

results in Rashba-type splitting. Following this idea, we assume that the strength

of the band splitting for the X/Co bilayers should be proportional to
∑

i ξiLi, where

Li and ξi, are atomic orbital moment [Fig. 5.3(b)] and spin-orbit coupling constant

[Fig. 5.1(b)], respectively, in each layer i. The quantity
∑

i ξiLi for the X/Co interfaces

is displayed on Fig. 5.8(b) (open red symbols) and shows good correlation with 〈kF
y 〉.

However,
∑

i ξiLi is shifted with respect to 〈kF
y 〉 and is always positive while 〈kF

y 〉

reaches negative values for some of the X/Co interfaces. We find that this shift can

be eliminated by replacing the total orbital moment Li by the induced orbital moment

Lindi = Li − Lbulki , where Lbulk
i is the value of the orbital momentum in the bulk of

layer i (either bulk X or bulk Co). Quantity
∑

i ξiL
ind
i is displays on Fig. 5.8(b) (filled

red symbols) and shows an excellent correlation with 〈kF
y 〉, i.e. 〈kF

y 〉 ≈ η
∑

i ξiL
ind
i ,

where ηµB ≈ 10.7 (eVnm)−1 (calculated in this work). Thus, the presence of the
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Figure 5.9: Induced orbital moment weighted by spin-orbit coupling for: (a) 5d-
metal/Co and (b) 4d-metal/Co interfaces. Induced orbital moment for each i is
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i − Lbulki .

induced orbital moment is a necessary condition for the onset of k-asymmetric band

splitting.

In order to complete our description of the physics involved, we present the layer

contribution of ξiL
ind
i in Fig. 5.9. First we note that the substrate contribution to

the band splitting is large in the case of 5d-metals while in the case of 4d-metals

it is comparable with Co contribution. For instance, at the Ag/Co interface, Ag is

not magnetized (LindAg = 0) thus the main contribution comes from Co. At the Pd/Co

interface in contrast, the induced orbital momentum of Pd does not vanish away from

the interface [see Fig. 5.3(b)]. Thus Pd/Co interface has the largest strength of the

band splitting among other 4d-metal/Co interfaces [see Fig. 5.8(b)]. Regarding 5d-

metal/Co interfaces, the largest ξiL
ind
i is observed at the Pt/Co interface, associated
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with a large induced orbital momentum [see Fig. 5.3(b)]. Moreover, one can see from

Fig. 5.9, that the induced orbital momentum of [ds]7−8 substrates (Tc, Ru, Re, and

Os) is negative while it is positive in the case of [ds]8−10 substrates (Rh, Pd, Ag, Ir,

Pt, and Au). This nicely correlated with the sign of
〈
kF
y

〉
for the X/Co interfaces

reported in Fig. 5.8(b).

We conclude this study by evaluating the effective Rashba parameter resulting

from the k-asymmetric band splitting. Although the band structure of X/Co bi-

layers is much more complex than the free electron model, the Rashba parameter

is commonly used in experiments to quantify non-equilibrium properties related to

interfacial spin-orbit coupling such as inverse spin galvanic effect. The Rashba pa-

rameter at Fermi energy 〈αF 〉 can be connected with the parameter 〈kF 〉 defined in

Eq. (5.2),

〈αF 〉 =
~2

2

Nb∑
n

1

Nk

Nk∑
i

kFni
m∗ni
≈ ~2

2me

〈kF 〉. (5.3)

The result is shown on Fig. 5.8(b), assuming the same free electron effective mass

m∗ = me for all systems. The largest Rashba parameter is obtained for Pt/Co

(〈αF 〉Pt ≈ 25 × 10−3 eV nm) while Ir/Co, Au/Co and Pd/Co have a much smaller

parameter (≈ 5 × 10−3 eV nm). These values are smaller than the one reported in

Ref. [87] for Pt/Co (≈ 100× 10−3 eV nm). These estimations must be handled with

sane skepticism (in realistic metals, m∗ � me, and lattice distortions are disregarded

in our calculations) but can be compared with the effective parameters extracted

experimentally from current-driven field measurements, i.e. 100 ×10−3 eV nm for

Pt/Co [18, 19, 197], and 36 ×10−3 eV nm for Pd/Co/Pd asymmetric interfaces [76,

200–204].
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5.4 Discussion and Conclusion

In this work, we systematically studied the band splitting originating from spatial in-

version symmetry breaking in the presence of spin-orbit coupling in transition metal

bilayers involving 4d (Tc, Ru, Rh, Pd, and Ag) and 5d (Re, Os, Ir, Pt, and Au) heavy

metals, capped by a monolayer of Co. Our results emphasize the limits of the Rashba

scenario at crystalline interfaces involving strong interfacial orbital overlaps. Indeed,

the k-asymmetric spin splitting is in general not linear in k and depends on the band

index, and spin splitting is also obtained when the magnetization lies perpendicular

to the interface, due to in-plane crystalline symmetry breaking [Fig. 5.6(d)]. Notwith-

standing the crystalline symmetries, the overall angular variation of the k-asymmetric

spin splitting displays remarkable similarities with what is expected from the much

simpler Rashba model (Fig. 5.7). Finally, our study reveals the crucial role of interfa-

cial orbital overlap in the onset of k-asymmetric spin splitting and a phenomenolog-

ical correlation between the splitting strength and the spin-orbit coupling-weighted

induced orbital momentum as well as d-orbital charge transfer (Fig. 5.8).
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Chapter 6

Impact of Lattice Mismatch on the

Rashba Band Splitting

In this section we study the impact of lattice mismatch on the Rashba band splitting

at an Au/Co interface with non-parabolic band structure by first principles calcu-

lations. We first address a coherent interface, which is the standard computational

approach because of its low computational costs. However, this model loses accuracy

in the case of large lattice mismatch. We therefore also study an incoherent interface

with Moiré pattern, which provides a much more accurate description but requires

a computationally demanding treatment of a large supercell. It turns out that the

realistic incoherent model yields a strongly reduced Rashba band splitting. In addi-

tion, a comparison of the two models is used to demonstrate proportionality to the

orbital moment of Co. Both models show Rashba band splitting also for out-of-plane

magnetization. However, for the incoherent model this effect is largely compensated

by the presence of the Moiré pattern.

6.1 Introduction

Interfaces play a key role in todays world of nanotechnology that constantly de-

mands higher speed (in data recording and transmission, for example), lower energy
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consumption, and reduced size, heating, and material degradation. These demands

make it more and more important to account for quantum effects, which show up reg-

ularly at surfaces and interfaces, giving rise to an incredible variety of novel physical

phenomena. At the nanoscale the properties of interfaces dominate those of the bulk

compounds and therefore affect the performance of materials in multiple ways. An

illustrative example are interfaces between heavy metals and transition metal ferro-

magnets, where broken inversion symmetry in combination with the large spin-orbit

coupling of the heavy metals can result in spin splitting of an electron gas, a phe-

nomenon called Rashba effect [15, 61]. The spin splitting enables the accumulation

and therefore manipulation of the electron spins via small electric fields, which has

great potential in logic [62] and memory [27] devices.

Traditionally, the Rashba effect is attributed to materials with free electrons, being

characterised by a linear shift of the energy bands in k space [15],

E± =
~2k2

2m
± αRk, (6.1)

where αR is the Rashba parameter (describing the magnitude of the spin-orbit split-

ting) and ± denotes the spin direction. The Rashba parameter is given by

αR =
∆E

2k
=

~2

2m∗
∆k, (6.2)

where ∆E = E+ − E− and m∗ is an effective mass. For parabolic bands with m∗ =

~2(d
2E
dk2

)−1 the band shift is ∆k = k+− k− = 2m∗αR = constant. Such a splitting has

been confirmed experimentally for semiconductors [74–78] and a number of metallic

surfaces [64, 66, 67, 79–84].

Significant insights in the Rashba effect have been obtained by first principles

calculations. For instance, it has been shown that αR is proportional, simultaneously,

to the spin-orbit coupling and gradient of the surface potential [63]. The electric field
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normal to the surface interacts with the electric dipole created by the orbital moment,

to yield Rashba band splitting [85]. The role of the asymmetry of the wavefunction

has been highlighted in Ref. [86]. While first principles calculations do provide insight

in materials with largely free electrons and well isolated surface/interface states (such

as the Au(111) [64] and Ir(111) [84] surfaces and the Bi/Ag(111) interface [80]), many

metallic surfaces and interfaces have non-parabolic bands and their states hybridize

with bulk states, see for example Ref. [81, 87]. In addition, the value and sign of the

Rashba parameter can vary from band to band due to band-specific chiral ordering

of the orbital moment [87, 88].

Another serious problem for computational studies of the Rashba effect at metallic

interfaces is the typically large lattice mismatch, which amounts for the Au/Co and

Pt/Co interfaces, for example, to 16% and 13%, respectively. Nevertheless, the state-

of-the-art methodology is the coherent model that neglects the lattice mismatch [63,

85–88]. We study in this context the Rashba effect at the Au/Co interface, which

is characterized by a complex electronic structure. To quantify the Rashba band

splitting, we use a computational approach that takes into account the interfacial

lattice mismatch.

6.2 Interface models and computational details

We build coherent (5×5)Au/(5×5)Co and incoherent (5×5)Au/(6×6)Co supercells,

see Fig. 6.1. Both models have 25 Au atoms per layer but the Co density is different

(25 versus 36 Co atoms per layer). The incoherent model (Moiré pattern) has a small

lattice mismatch of only 1.3%, as compared to 16.5% in the case of the coherent

model. First principles calculations are performed using the linearized augmented

plane wave pseudopotential method [132] and the generalized gradient approximation

[103]. Scalar and fully relativistic calculations, respectively, are employed to optimize
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Figure 6.1: Side (left) and top (right) views of the (a) coherent and (b) incoherent
models of the Au/Co interface. The distances given in the figure are average distances
between the atomic layers forming the interface. Red numbers count the Au and Co
unit cells.

the interface geometry and to determine the electronic structure, using k-meshes of

2×2×2 and 4×4×1 points. To study the Rashba band splitting with higher resolution

the k-mesh is refined to comprises 32 points in each direction of the Brillouin zone.

The plane wave cutoff energy is set to 400 eV.
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6.3 Rashba band splitting for coherent and realis-

tic interfaces.

6.3.1 Complex electronic structure and computational ap-

proach

To highlight the difficulties of studying the Rashba effect at 5d/3d metal interfaces,

we plot in Fig. 6.2 the electronic band structure of the (5×5)Au/(5×5)Co interface.

We first note that the bands are not parabolic so that Eq. 6.2 cannot be used to

calculate αR. Moreover, ∆E and ∆k change their signs frequently as a result of the

complex band structure. Therefore, we search for correlations between quantities

related to the Rashba effect (such as the orbital moment, potential gradient, and

spin-orbit coupling [63, 85]) and the band splitting by considering the absolute values

|∆E| and |∆k|. More specifically, for direction β in the Brillouin zone, see Fig. 6.3

(a), we evaluate the area enclosed by split occupied bands, see Fig. 6.3 (b),

|A(β)| =
∑
b

∑
i

|∆Ebi(β)|∆kbi(β) (6.3)

and the band shift at the Fermi level, see Fig. 6.3 (c),

|∆kF (β)| =
∑
b

∑
i

|∆kFbi(β)|. (6.4)

The first summation runs over the band index b and the second over equidistant

points from Γ to the boundary of the Brillouin zone in direction β. Both |A(β)| and

|∆kF (β)| equal zero if there is no band splitting.
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Figure 6.2: Band structure of the (5 × 5)Au/(5 × 5)Co interface for magnetization
along the (a) ±x axis and (b) ±y axis. Grey shades highlight the area enclosed by
split bands.
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6.3.2 Rashba band splitting as a function of the magnetiza-

tion and electron propagation directions

The angular dependences of |A(β)| and |∆kF (β)| are shown in Figs. 6.4 (a) and

(b) for (left) in-plane and (right) out-of-plane magnetization. We first note that

the results for the coherent and incoherent models are qualitatively similar but the

band splitting is much smaller for the latter, which we will explain below. For both

magnetization directions the findings for |A(β)| and |∆kF (β)| resemble the standard

Rashba picture with maximal (zero) band splitting when the electron propagation
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(out-of-plane) magnetization.
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is normal (collinear) to the magnetization and (or) electric field. For in-plane mag-

netization we have |A(β)|, |∆kF (β)| ∝ sin(β), see the left panels of Figs. 6.4 (a)

and (b). On the other hand, for out-of-plane magnetization there are strong effects

of the crystal symmetry, see Fig. 6.3 (d). When the electron moves in a symmetric

direction (β = 30◦, 90◦, ...) there is no band splitting, whereas the band splitting is

large when the in-plane component of the electric field normal to its propagation

is high (β = 0◦, 60◦, ...). Therefore, we have for out-of-plane magnetization |A(β)|,

|∆kF (β)| ∝ sin(3β + 90◦), see the right panels of Figs. 6.4 (a) and (b). In general,

|A(β)| shows a better correspondence to the standard Rashba model than |∆kF (β)|.

6.3.3 Rashba band splitting and magnetism as a functions of

Co density

In Ref. [85] it was shown that the orbital moment yields an electric dipole, which

interacts with the surface electric field and results in Rashba band splitting. One thus

may assume that the Rashba band splitting is proportional to the orbital moment.

In order to check this hypothesis, we address in Fig. 6.5 the interdependence between

the Rashba band splitting (|A(β)| and |∆kF (β)|) and the Co orbital moment LCo as

a function of the Co density. We find indeed an excellent correlation of both |A(β)|

and |∆kF (β)| with LCo for both in-plane and out-of-plane magnetization, whereas

we do not observe any correlation with the Au orbital moment LAu, as it is much

smaller than LCo (for the coherent model we have LAu = 0.02 µB and LCo = 0.18 µB)

and hardly depends on the Co concentration (changes only by 2% between the two

models) in contrast to |A(β)| and LCo, see Fig. 6.5.
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functions of the Co density (coherent or incoherent model), for in-plane and out-of-
plane magnetization.

6.3.4 Sign of the Rashba band splitting

Since also the sign of the band splitting is important for the Fermi electrons, the de-

pendence of ∆kF (β) =
∑

b

∑
i ∆k

F
bi(β) on the directions of the electron propagation

and magnetization is addressed in Fig. 6.6. Because of the complex band structure,

the effective electron mass m∗ varies throughout the Brillouin zone in absolute value

and even sign. This requires an angular dependence of ∆kF (β) that is not propor-

tional to sin(β), in contrast to |A(β)| and |∆kF (β)|. Sign changes of the band splitting

lead to a compensation of |∆kF (β)|/∆kF (β) ≈ 5 (by comparison of Figs. 6.4 and 6.6;

zero compensation would correspond to a ratio of 1 and is ideal for applications). It is

interesting to note that for out-of-plane magnetization the sign of ∆kF (β) can be op-

posite for symmetric directions, see Fig. 6.6 (b), for example, ∆kF (0◦) = −∆kF (60◦)

and ∆kF (15◦) = −∆kF (45◦). This fact is understood by the in-plane projection of
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the electric field component (created between the Au and Co atoms) normal to the

electron propagation, see Fig. 6.3 (d), which vanishes on average in the case of the

incoherent model due to the Moiré pattern, so that ∆kF (β) also vanishes. Using the

free electron mass me in Eq. 6.2, we obtain a lower bound for the Rashba parameter

of the Fermi electrons,

αFR(β) =
~2

2me

∑
b

∑
i

∆kFbi(β) . (6.5)



140

The right axes in Figs. 6.6 show results for the coherent and incoherent models. For

in-plane (out-of-plane) magnetization αFR changes from 0.8 (0.6) to −0.4 (−0.1) eVÅ,

which is a realistic range, since for the Au(111) surface experiments give αR = 0.3

eVÅ [65].

6.4 Summary

In conclusion, we have studied the Rashba band splitting for two models of the Au/Co

interface: 1) The popular coherent model that does not take into account the large

lattice mismatch of 16% and 2) the incoherent model that is based on a Moiré pattern

and thus resolves the issue of the lattice mismatch but is computationally very costly

due to the large size of the required supercell. We have analysed the bands below

and at the Fermi level and have shown that the incoherent model results in a strongly

reduced Rashba band splitting. From the methodological point of view, this is very

important, because it demonstrates that the coherent model does not describe the

physical properties of the interface correctly. In addition, comparison of the coherent

(lower Co density) and incoherent (higher Co density) models allows us to conclude

that a reduction of the Co density at the interface due to Co defects is an effective

method for enhancing the Rashba band splitting.

It turns out that the complex band structure of the Au/Co interface results in a

strong compensation of the Rashba band splitting. For out-of-plane magnetization

the latter almost vanishes for the incoherent model, because the average in-plane

component of the electric field from the potential gradient between the Au and Co

atoms is small in the presence of a Moiré pattern. The dependence of the Rashba

band splitting on the electron propagation and magnetization directions is similar

for the two models (below and at the Fermi level). For in-plane and out-of-plane

magnetization the Rashba band splitting is proportional to sin(β) and sin(3β + 90◦),
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respectively, which agrees with the standard Rashba model (β being the angle between

the electron propagation and magnetization in the first case and that between the

electron propagation and in-plane component of the electric field in the second case).

Importantly, our results demonstrate that the Rashba band splitting is proportional

to the orbital moment of Co, which substantiates previous speculations.
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Chapter 7

Conclusion and Outlook

Rapid development of devices and applications requires new materials allowing higher

speed (in data recording and transmission, for example), lower energy consumption,

and reduced size, heating, and material degradation. Magnetic interfaces are vital

components for the next generation of spintronic memory and logic devices. Incredible

variety of quantum phenomena show up at the magnetic interfaces allowing combined

control of the electron and spin currents by applying an electric field that consumes

less energy and can be implemented in much smaller dimensions compare to the tra-

ditional semiconductor devices. For example, studied in this work interfaces between

transition metal ferromagnets and heavy metals display spin Hall [13] and Rashba [15]

effects, which in presence of very small electrical current can switch magnetization

in ferromagnets due to spin-orbit torque [8, 10, 11, 16]. Also, those interfaces reveal

domain wall motion [19, 26] due to antisymmetric exchange (Dzyaloshinskii-Moriya

interaction), which enables new concepts for memory and logic devices [27]. Spin

galvanic and inverse spin galvanic effects allow charge-to-spin and spin-to-charge con-

versions, respectively [214]. Second type of the magnetic interfaces presented in this

thesis, AFM/FM interfaces, show perpendicular exchange bias [123], a phenomena

that found a great implication for ultra-high density perpendicular recording me-

dia [215].

Despite the many appealing characteristic properties of these materials, funda-
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mental understating of their microscopic properties and related phenomena need to

be thoroughly investigated and established. In this work we have shown that large

lattice mismatch between interface compounds modifies the structure and magnetic

properties of an interface significantly, demonstrating that the coherent model will

not give valid results. The same applies to the standard supercell approach with con-

stant atomic density. We therefore propose a model based on a Moire pattern that

includes a transition layer at the interface and demonstrate that it gives results very

close to the experimental situation.

For the CoO/Ni interface, the large lattice mismatch has been addressed to the

large supercell with 5 × 5 CoO and 6 × 6 Ni unit cells. Assuming that the interface

Ni atoms and Ni atoms in the next layer occupy at least one hollow site, we have

classified the possible configurations of the interface structure. The calculated values

of the binding energy and the work of adhesion show that the interface is most stable

if there are 5 × 5 Ni atoms in contact with 5 × 5 O atoms, instead of the 6 × 6

atoms as expected from the bulk. The next Ni layer is a transition layer which

interpolates between layers of 5× 5 and 6× 6 Ni atoms and enhances the stability of

the interface if it partially reflects the structures of both these layers. The transition

layer is found to optimally comprise 31 Ni atoms. The obtained electronic structures

show that the interface Ni atoms become more and more metallic and their magnetic

moments decrease when the number of Ni atoms at the interface grows from 25 to

36. The experimental evidence that the interface Ni atoms are oxidized is consistent

with our result that there are only 25 Ni atoms in the interface. Moreover, if Co

instead of O terminates the CoO, the next layer can be expected to be a transition

layer with 31 Ni atoms. Our results for the prototypical CoO(111)/Ni(111) interface

demonstrate the possible effects of a varying atomic density, i.e., of the optimization

of the chemical bonding, at interfaces between solids with significant lattice mismatch.

In real interfaces there is in addition the possibility to have defects, which can modify
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the picture.

Also, a supercell containing different numbers of CoO and Py unit cells and a

transition layer of intermediate atomic density is reasonable to correctly describe

the bulk-like regions of the CoO/Py interface. However, when one approaches the

interface itself the experimental and calculated values of the magnetization deviate

considerably. For instance, while experiment demonstrates the bulk-like Py region

magnetization of 700 emu/cm3 increases to 800 emu/cm3 at the interface with CoO

Ref. [39] and 90% of its Co atoms are coupled ferromagnetically to Py atoms, our

calculations show that bulk-like Py region magnetization of 848 emu/cm3 decreases

to 320 ± 66 emu/cm3 at the O-terminated interface due to the AFM coupling, and

increases to 1189 ±31 emu/cm3 due to ferromagnetic coupling at the Co-terminated

interface. This discrepancy indicates the presence of O-vacancies and interface inter-

mixing as to be expected for finite temperature. The above-mentioned magnetizations

for two interfaces (O- and Co-terminated) clearly show that the increasing of the O-

vacancies will increase interface magnetization from −320 to 1189± 31 emu/cm3. At

the same time, our result indicates a small probability of the O diffusion into bulk-like

Py region, but high chances for the Fe atoms to be localized at the interface. Under-

standing of the thermal processes leading to the interface disorder would be welcome

and could be realized by molecular dynamics simulations. However, this approach

requires an enormous amount of computational resources due to the significant lattice

mismatch that needs to be taken into account.

For the Pt/Co and Au/Co interfaces we find that depending on the substrate and

thickness of the Co film, the Co atomic density near the interface is different. While

the atomic density and surface roughness for a single Co layer on top of Au are found

to be large, due to the weak Au-Co and strong Co-Co interaction, additional Co

layers result in lower atomic density and surface roughness. Very similar thickness

dependence is observed for Pt/Co, for which an increasing thickness additionally
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causes the formation of a transition layer. In this layer, the atoms partially occupy

energetically favorable sites of both the neighboring Pt and Co layers. Formation

of a transition layer in Au/Co results only in a small stability gain, since the Au-Co

interaction is weaker than the Co-Co interaction. As the interface magnetic properties

depend substantially on the employed model, our result demonstrates that a careful

selection is critical. The proposed Moiré supercell with transition layer turns out to

give excellent results.

After understanding the structural, electric and magnetic properties of the inter-

faces and impact of lattice mismatch on them we turn our attention toward spin-orbit

magnetic phenomena, such as magnetic anisotropy and Rashba band splitting, which

are of great interest for spintronic applications. First we study factors that determine

the magnetization direction and its absolute value at Au/Co interfaces. Coherent

models ignoring the lattice mismatch between Au and Co are found to result in a too

small MAE due to the reduced Co density, in contrast to a more realistic structure

with Moiré pattern. Increasing the Co thickness from 1 to 2 layers switches the mag-

netization from in-plane to out-of-plane for both the coherent and incoherent models.

Au-Co intermixing leads to out-of-plane orbital moments of the Co atoms in the

mixed atomic layers, which start to dominate over the in-plane orbital moments at

about 50% intermixing. When 75% of the Co hollow sites at the surface are occupied

by O atoms, the magnetic anisotropy is maximal with in-plane easy axis. For further

oxidation superexchange results in antiferromagnetic coupling that reduces the total

spin, so that the MAE finally vanishes. In general, the magnetic anisotropy and even

the magnetization direction depend strongly on structural details. For instance, if a

second Co layer occupies fcc instead of hcp hollow sites (which is energetically only

slightly less favorable) we obtain in-plane instead of out-of-plane magnetization.

Also, we systematically studied the band splitting originating from spatial in-

version symmetry breaking in the presence of spin-orbit coupling in transition metal
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bilayers involving 4d (Tc, Ru, Rh, Pd, and Ag) and 5d (Re, Os, Ir, Pt, and Au) heavy

metals, capped by a monolayer of Co. Our results emphasize the limits of the Rashba

scenario at crystalline interfaces involving strong interfacial orbital overlaps. Indeed,

the k-asymmetric spin splitting is in general not linear in k and depends on the band

index, and spin splitting is also obtained when the magnetization lies perpendicular

to the interface, due to in-plane crystalline symmetry breaking [Fig. 5.6(d)]. Notwith-

standing the crystalline symmetries, the overall angular variation of the k-asymmetric

spin splitting displays remarkable similarities with what is expected from the much

simpler Rashba model (Fig. 5.7). Finally, our study reveals the crucial role of interfa-

cial orbital overlap in the onset of k-asymmetric spin splitting and a phenomenological

correlation between the splitting strength and the spin-orbit coupling-weighted by in-

duced orbital momentum as well as d-orbital charge transfer (Fig. 5.8).

In order to understand the impact of lattice mismatch on Rashba band splitting we

have studied two models of the Au/Co interface: 1) The popular coherent model that

does not take into account the large lattice mismatch of 16% and 2) the incoherent

model that is based on a Moiré pattern and thus resolves the issue of the lattice

mismatch but is computationally very costly due to the large size of the required

supercell. We have analysed the bands below and at the Fermi level and have shown

that the incoherent model results in a strongly reduced Rashba band splitting. From

the methodological point of view, this is very important, because it demonstrates

that the coherent model does not describe the physical properties of the interface

correctly. In addition, comparison of the coherent (lower Co density) and incoherent

(higher Co density) models allows us to conclude that a reduction of the Co density

at the interface due to Co defects is an effective method for enhancing the Rashba

band splitting.

It turns out that the complex band structure of the Au/Co interface results in a

strong compensation of the Rashba band splitting. For out-of-plane magnetization



147

the latter almost vanishes for the incoherent model, because the average in-plane

component of the electric field from the potential gradient between the Au and Co

atoms is small in the presence of a Moiré pattern. The dependence of the Rashba

band splitting on the electron propagation and magnetization directions is similar

for the two models (below and at the Fermi level). For in-plane and out-of-plane

magnetization the Rashba band splitting is proportional to sin(β) and sin(3β + 90◦),

respectively, which agrees with the standard Rashba model (β being the angle between

the electron propagation and magnetization in the first case and that between the

electron propagation and in-plane component of the electric field in the second case).

Importantly, our results demonstrate that the Rashba band splitting is proportional

to the orbital moment of Co, which substantiates previous speculations.

The work accomplished in this thesis can be extended in different aspects:

1. We have demonstrated above, that the interface details such as intermixing,

surface oxidation, and thin film thickness have very strong impact on magnetic

properties of the interfaces. Thus Rashba band splitting most likely is also

strongly modified by those factors and such investigation will have a great in-

terest for both applications and when theoretical results are compared with the

experimental.

2. In chapter 5 we have demonstrated the correlation between the Rashba band

splitting and induced orbital moment weighted by spin orbit coupling. However,

many works show that the Rashba band splitting is proportional to the electric

field as well [87, 216–218]. In chapter 6 we have seen compensation of the

Rashba band splitting due to sign variation of the in-plane component of the

electric field. Thus, understanding of the crystal field contribution to the sign

and size of the band splitting at the X/Co interfaces will allow to design new

materials, which give smaller compensation of the Rashba band splitting and

thus allow to accumulate a higher spin density.
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3. So far we have studied Rashba band splitting only for the interfaces between

transition metal ferromagnets and heavy metals. However, there are many an-

other magnetic interfaces which are expected to have large Rashba band split-

ting. Among them can be multiferroics: BiFeO/Pt, BiFeO/Cu, and BiFeO/Al

because SOC of Bi is large.

Interfaces between heavy metals and antiferromagnets, such as Pt/CoO or

Pt/NiO might be good candidates as well, because the resulting zero net mag-

netic moment makes spintronic devices invisible on the outside and the infor-

mation stored in antiferromagnet would be insensitive to the external magnetic

fields. More details about the antiferromagnetic spintronics can be found in

Ref. [219]. Also, systems where heavy metal is AFM, such as PtMn/Co/Ni mul-

tilayer, Mn2Au/Co MnIr/Co, PtMn/Al and PtMn/Cu interfaces have a good

potential for the application as well [220–222], because the AFM can exert an

internal effective field on the adjacent FM through the exchange-bias and easy

axis is out-of-plane [35].

Also, it would of great interest to study the Rashba band splitting for the

Antiferromagnetic/Ferroelectric interfaces. For instance, recently it has been

demonstrated that the magnetization of the antiferromagnetic FeRh can be

controlled by an electric field in FeRh/BaTiO3 heterostructures [223].

4. Electric control of the magnetization in magnetic layers is currently among the

most dynamic areas in spintronics due to its potential for memory, logic and

data-storage applications [224]. As was demonstrated in Ref. [8] magnetiza-

tion in ferromagnet can be manipulated due to the spin torque induced by the

Rashba spin-orbit and the ferromagnetic exchange interactions. In this work

we have studied the Rashba splitting for the X/Co interfaces (where X is 4d or

5d metal) thus it will be of great interest from the application point of view to
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calculate the spin-orbit torque for these interfaces as well.

5. Another intriguing phenomena arising from the spin-orbit coupling at the mag-

netic interfaces is antisymmetric exchange or Dzyaloshinskii-Moriya (DM) in-

teraction [169, 170]. It converts a uniform ferromagnetic ground state to spiral

and skyrmion phases. The skyrmion phase is the topological spin texture and

it is a good candidate for spintronic devices [225]. Also, DM interaction creates

a chiral effective field that can be used for the manipulation of domain walls in

ultrathin magnetic films [180]. Recent studies of the domain wall structures in-

dicates a strong DM interaction in ultrathin magnetic films with perpendicular

anisotropy [178]. Also, in Ref. [226] it was demonstrated that the DM interac-

tion is large for materials revealing Raahba band splitting and it increases with

the spin-orbit coupling strength, but decreases with the spin-polarization of the

conduction electrons. Studied in this work X/Co (X = 4d or 5d-metal) inter-

faces display both large Rashba SOC and out-of-plane magnetization. However,

magnetic moment of Co is large and in order to enhance the DM interaction it

can be replaced, by elements with smaller magnetic moment, for example, Ni

or NiO. The DM interaction can be studied by first principles in combination

with the generalized Bloch theorem [227–229].
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