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Abstract

Quantum materials are solids that cannot be described by the single-particle band
models of conventional condensed matter physics. Rather strong inter-particle inter-
actions and coupling between various degrees of freedom (charge, spin, orbital and
lattice) lead to emergent phases such as high-temperature superconductivity, spin and
charge density wave ordering and topologically protected 2D Dirac fermions.

In the time-resolved experiments in this work, an initial laser ‘pump’ pulse drives
the sample out-of-equilibrium by manipulating the electronic band structure, gener-
ating quasi-particles and/or exciting specific collective modes. The resulting dynamic
changes are then tracked as a function of time by using two different spectroscopic
tools: transient reflectivity and time and angle resolved photoemission (Tr-ARPES).

One approach is to perturb the system gently (low pump intensity) to preserve the
underlying order. Transient reflectivity experiments are done in this weak perturba-
tion regime to study the following phenomena: (1) Collective excitations (amplitude
and phase mode) of the fluctuating charge density wave order in the cuprate supercon-
ductor La2−𝑥Sr𝑥CuO4; (2) Decay dynamics of valley polarized excitons in the mono-
layer transition metal dichalcogenide MoSe2; and (3) a confinement-deconfinement
transition of single-particle excitations in the spin-orbit assisted Mott insulator Na2IrO3.

In the opposite regime (strong perturbation), it is possible to drive electronic ma-
terials into non-equilibrium phases with fundamentally different properties than in
equilibrium. This work uses mid-IR pump pulses to directly couple photons to an
electronic system to create hybrid electron-photon states. In this case, the oscillating
electric field of the pump causes Dirac fermions to experience a time-periodic poten-
tial to generate Floquet-Bloch states which repeat in both energy and momentum.
These and other similar photo-induced states are observed and characterized using
Tr-ARPES on the topological insulators Bi2Se3 and Bi2Te3.

Thesis Supervisor: Nuh Gedik
Title: Associate Professor of Physics
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now moved from an Age of Reductionism to an Age
of Emergence, a time when the search for ultimate
causes of things shifts from the behavior of parts to
the behavior of the collective.

— Robert Laughlin A Different Universe:
Reinventing Physics from the Bottom Down
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In this chapter we introduce the term ‘quantum materials’ as applied to contemporary

condensed matter physics while explicitly focusing on unifying features of different materials

studied in this work. We then address why time-resolved studies with a laser excitation

and femto-second resolution are ideally suited to study excitations in quantum materials.

We will also describe the overall organization of this thesis and list the collaborations

involved in the various experiments.

1.1 Quantum materials

‘Quantum materials’ is an umbrella term used to provide a common link between a variety

of problems in condensed matter physics. At face value, this term appears quite broad

and catchy. Indeed, all materials exist due to quantum mechanics at the fundamental
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level. Nevertheless, this term is increasingly being used (e.g. [1, 2]) over the last few years

to characterize solids with ‘emergent’ unconventional properties such as high-temperature

superconductivity and topologically protected phases. One way to define this term is to

include materials that can’t even be understood qualitatively without invoking quantum

mechanics [3]. This excludes simple metals since they can be understood reasonably well by

using the Drude model which is purely based on classical statistical mechanics of an ideal gas.

Of course, even when quantum mechanics is introduced as is done in the well-known

Landau’s Fermi-liquid theory [4], the description of a metal can be reduced to a system of

non-interacting quasi-particles which are well modeled by the Drude model. In Landau’s

theory, the state of strongly interacting fermions (e.g. electrons interacting through Coulomb

forces between them) can either be reduced to a gas of non-interacting electrons or a state

with spontaneously broken symmetry (e.g. ferromagnet) if the interactions are sufficiently

strong. This concept of symmetry breaking remained the key framework to characterize

different materials before the 1980s. Symmetry breaking referred to the idea that an ordered

phase has lower symmetry than its unordered part, for example a ferromagnetic phases breaks

time-reversal symmetry as well as the rotational symmetry of spin space. To characterize

materials, physicists would devise scattering probes (e.g. X-ray diffraction) and look for

discrete peaks as evidence that some symmetry was being broken.

Two crucial developments led to a change in this paradigm. First, the discovery of

topological order in the integer [5] and fractional [6, 7] quantum hall phases which do not

break any symmetries. They were instead characterized by the topology of their electron

wave-function. Second, the discovery of high-temperature superconductors (HTS) [8] reflected

a breakdown of Landau’s Fermi-liquid theory since their normal state metallic properties

deviated from Landau’s famous T 2 behavior of electrical resistivity. Moreover, HTS materials

displayed a host of different electronic, structural and magnetic phases with similar energy

scales. These phases were termed ‘emergent’ because they cannot be accounted for by using

a reductionist approach i.e. properties of individual electrons. Rather we must also include
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strong electron correlations and interactions. Other examples of these so-called strongly

correlated electron systems include Mott insulators [9] and heavy fermion materials [10].

The increased focus on emergent phases in strongly correlated systems coincided with

the characterization of graphene [11] and the discovery of topological insulators (TIs) [12–14]

which have topologically protected metallic surface states without strong interactions. In

both graphene and the surface of 3D TIs, electrons behave as massless 2D Dirac fermions.

Recent studies have also identified monolayer transition metal dichalcogenides (TMDs)

as useful playgrounds to study emergent phenomena such as the valley hall effect [15].

These emergent properties in TIs and monolayer TMDs are due to strong coupling between

spin and orbital degrees of freedom.

Thus, the term ‘quantum materials’ has been applied to include both strongly correlated

materials as well as materials with topological order and low dimensionality. The thread

tying these together is the presence of strong coupling between the charge, lattice, spin

and/or orbital degrees of freedom which leads to collective behavior whose properties are

fundamentally different from that of the constituent particles.

A useful way to understand the ‘quantum materials’ discussed in this thesis is to

consider interaction strength between electrons and other degrees of freedom together with

the strength of spin-orbit coupling (SOC). This is illustrated in fig. 1.1. The interaction

strength is usually denoted as the ratio of the on-site Coulomb repulsion U to the hopping

amplitude t between nearest neighbor sites. SOC is the coupling between the orbital angular

momentum (L) and spin angular momentum (S) of an electron i.e λL · S. Conventional

materials such as metals lie in the bottom left corner of fig. 1.1 with both weak interaction

strength U/t → 0 and weak SOC.

Strongly correlated materials, as described above, are one extreme in fig. 1.1 in which

strong U/t plays a crucial role in determining the electronic structure but SOC is negligible.

Prototypical examples are 3d transition metal oxides in which the small spatial extent

and narrow bandwidth of the 3d-orbitals leads to a large U/t. Cuprate compounds are

examples of these oxides in which strong inter-particle interactions lead to a number of
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Figure 1.1: Classification of materials based on interaction strength between different degrees of
freedom and spin-orbit coupling. The materials illustrated are the ones studied in this work.

competing/co-existing emergent quantum phases such as high-temperature superconductiv-

ity and spin and/or charge density wave ordering [16]. Cuprate superconductors will

be studied in chapter 3.

In the other extreme are materials with strong SOC but negligible U/t. Examples of

these include TIs in which strong SOC inverts the usual ordering of conduction and valence

bands to generate robust metallic surface states with Dirac fermions. These Dirac fermions

and their manipulation will be studied in chapter 8. Another category of materials in regime

are semi-conducting monolayer TMDs in which strong SOC splits the valence band by 100s

of meV allowing the spin to be controlled optically. Moreover, broken inversion symmetry in

these 2D materials locks the valley index of an electron to its spin which allows manipulation

of the valley index as well. These materials will be studied in chapter 4.

The presence of both strong SOC and strong U/t (right corner in fig. 1.1) has largely

been unexplored so far. There is significant interest in this regime to search for topological

order in the presence of interactions (e.g. [17]). Examples include 5d iridate-oxides whose
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electronic structure is affected by both SOC and U/t. This can lead to strongly frustrated

magnetic phases which will be studied in chapter 5.

In this work we study different properties of these aforementioned ‘quantum materials’ as

listed below:

1. Collective modes of their broken symmetry electronic phases. For example, the

amplitude and phase mode of charge density wave order in cuprates (ch. 3).

2. Robustness of a particular degree of freedom such as the valley index of excitons in

monolayer TMDs (ch. 4).

3. Behavior of fractional excitations in the presence of frustrated order. For example, a

confinement-deconfinement transition in an iridate oxide (ch. 5).

4. Coherent manipulation of Dirac electronic states using periodic driving as is the case

in the generation of Floquet-Bloch states in a topological insulator (ch. 8).

As will be discussed in the next section, femtosecond time resolved spectroscopies

give us the ability to understand such properties at the fundamental time scale of elec-

tronic and atomic motion.

1.2 Time-resolved spectroscopy

To understand the emergent phases in quantum materials, it is important to disentangle the

coupled interactions between the charge, spin, lattice and orbital degrees of freedom. As

shown in fig. 1.2 electron-electron (e-e) interactions and electron-phonon (e-ph) interactions

occur in the tens of fs to tens of ps time scales. Emergent phases can also have short-

lived collective modes and can temporally fluctuate and compete with each other (e.g. see

ch. 3) over very short times scales (∼ ps). Similarly, these quantum materials exhibit a

delicate balance between different electronic phases making them susceptible to manipulation

using intense short-duration light pulses as will be discussed below. Such short pulses

also allow probing coherently coupled electron-photon states before the states scatter due
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Figure 1.2: Time-scales of different electronic, lattice & spin processes as discussed in this work.
Image on light-induced SC is from the A. Cavalleri group website.

to e-e or e-ph interactions. Thus, the study of such phenomena requires experimental

tools that can access such short time scales.

To achieve this, time-resolved spectroscopies on quantum materials with femtosecond

(> 10 fs) resolution are increasingly being utilized [1]. All such spectroscopies are based on a

pump-probe scheme whereby a laser pulse (‘pump’) with a short temporal duration (< 1 ps)

perturbs the material to create a non-equilibrium electron distribution and/or generate

other excitations such as phonons or excitons. The frequency and polarization of the pump

pulse can be tailored to selectively couple to particular degrees of freedom. For example,

circularly polarized pulses will only couple to a particular spin in some semi-conductors.
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Similarly, pulses with a frequency in the THz spectrum can directly excite a particular phonon

mode. In this way, such excitations disentangle the coupled system and cause a change in

the observable properties of the system which can the be measured using a time-delayed

‘probe’ pulse. Such properties can include the reflection/transmission spectrum, the optical

conductivity, the crystal structure or the band-structure of the electronic system. By tracking

the dynamic change in such properties as a function of the delay time between the pump and

probe pulses, we can obtain important clues into different types of interactions in the system.

Here it is important to distinguish between weak and strong perturbation depending on

the intensity of the pump pulse (fig. 1.2) . In time-resolved experiments, one approach is

to perturb the system gently (low pump fluence) to preserve the underlying order. Here

the pump fluence (a measure of the pulse energy over the area excited) is typically kept

. 10 µJ/cm2. Ordered phases in quantum materials often result in opening up of small energy

gaps in the electronic structure. In this weak perturbation regime, electrons are excited

above the gap without it closing fully. Similarly, the low fluence prevents a large change in

the material temperature which ensures that the changes measured are due to the photo-

excitation rather than just a simple increase in temperature. Examples of experiments in this

regime include the measurement of quasi-particle recombination [18–20] and diffusion [21] in

high-Tc cuprates. Low pump fluences can also be used to excite coherent collective modes

of the order parameter (e.g. amplitude modes of the CDW order parameter [22]). The low

pump fluences often result in extremely small changes in measurable quantities. For example,

the change in reflectivity is typically around one part in a million (10−6). This necessitates

the use of pulse trains with a high repetition rate (N) for better signal-to-noise (S/R ∝
√
N).

Chapters 2−5 discuss time-resolved experiments in this weak perturbation regime.

In the opposite strong perturbation regime, the goal is to manipulate the electronic

structure or the order parameter itself by using an intense pump pulse. Here the pump

fluence is typically & 500 µJ/cm2. As discussed before, quantum materials have a complex

phase diagram often with competing phases. An intense laser pulse can be used to alter the

free-energy landscape to allow one phase to dominate over another in ways which would be
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not be possible using equilibrium methods (e.g. chemical doping, temperature). Prominent

examples are possible light-induced superconductivity in high-Tc cuprates [23, 24] where

intense mid-IR or THz pulses are used to excite particular coherent vibrational modes

which are believed to weaken charge ordering in cuprates in favor of superconducting order.

Another example, which will be explored in chapter 8, is to use an intense pump to directly

couple photons to electrons to fundamentally alter the electronic band structure. As will be

seen in ch. 8, the change in the band structure (e.g. opening up of gaps) directly scales with

the pump electric field which necessitates the use of high > 500 µJ/cm2 pump fluences.

We now briefly discuss the two different types of probes used in the time-resolved

experiments in this work. For the weak perturbation regime, the IR reflectivity/transmission

(ch. 2) of a material is monitored in response to an optical pump pulse. However, IR

reflectivity is insensitive to the momentum of excitations as it averages over all momentum

space. To resolve the energy and momentum distribution of electronic excitations we use

photoemission (ch. 6) as the probe. This gives snapshots of the transient band-structure

of a solid as a function of the delay time between the pump and the probe. Photoemission

experiments are mostly performed in the strong perturbation regime.

1.3 Organization of thesis & collaborations

This thesis is primarily divided into two parts. The first part (ch. 2 to ch. 5) discusses

time-resolved reflectivity experiments. Chapter 2 introduces the techniques used for time-

resolved reflectivity: optical pump-probe (OPP) and transient grating (TG) spectroscopy

with an emphasis on the physical principles. We also discuss the technical details as they

were implemented in the course of this work. This thesis will focus on three particular

applications of these techniques as follows.

Chapter 3 applies OPP and TG to high-Tc cuprates to resolve the dynamics of collective

modes of the charge-density-wave phase and study its interaction with the superconducting

phase. Chapter 4 applies a variation of TG (spin-TG) to study the decay dynamics of spin
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and valley polarized excitations in a monolayer TMD. Lastly, chapter 5 utilizes another

aspect of TG spectroscopy (optical phase separation) to selectively study single-particle

excitations and Hubbard excitons in an iridate oxide. In each of these three chapters,

detailed descriptions of the materials studied are provided.

The second part of the thesis (ch. 6 to ch. 8) discusses photoemission experiments.

Chapter 6 introduces the techniques of Time and Angle Resolved Photoemission (Tr-ARPES)

with an emphasis on the physical principles, capabilities and limitations. A few specific

examples of Tr-ARPES experiments are also presented to illustrate is applications. Chapter 7

describes the technical details of Tr-ARPES and its implementation in the Gedik lab.

Chapter 8 uses Tr-ARPES to illustrate the coherent optical manipulation of a quantum

material. Here mid-IR pump photons hybridize with Dirac fermions on the surface states of a

topological insulator to form Floquet-Bloch states. This chapter gives a detailed description

of topological insulators and the generation and characterization of these hybrid states.

The results presented in this thesis were performed under the supervision of my adviser

Nuh Gedik, as part of collaborative research efforts which are described below.

The work on cuprates (ch. 3) was done in conjunction with Darius Torchinsky (now at

Temple university). Anthony T. Bollinger and Ivan Bozovic at the Brookhaven National

Lab grew and characterized the samples with mutual inductance measurements. The results

are published in Nature Materials [25].

The results on monolayer TMD MoSe2 (ch. 4) were interpreted with assistance from

Zhanybek Alpichshev (MIT). Yi-Hsien Lee (now at National Tsing Hua university) and

Jing Kong (MIT) grew and characterized the samples.

The experiments on Na2IrO3 (ch. 5) were primarily led by Zhanybek Alpichshev (MIT).

Gang Cao (University of Kentucky) grew and characterized the samples. The results are

published in Physical Review Letters [26].

The first part of photoemission experiments in chapter 8 are a continuation of work

started by Yihua Wang (now at Fudan university) [27]. The second part was done in close

collaboration with Ching-Kit Chan (MIT) who developed the theoretical methods and the



30 1.3. Organization of thesis & collaborations

numerical simulations. Patrick Lee (MIT) and Zhanybek Alpichshev (MIT) provided crucial

inputs about interpreting the data. The samples were synthesized by Dillon Gardner and

Young Lee (MIT). Some of the results in ch. 8 are published in Nature Physics [28].



A passerby noticed Nasruddin curiously inspecting
the ground under a street lamp.
“Mullah,” he said, “What are you doing?”
“I’m looking for a ring I dropped,” Nasruddin replied.
“Oh,” the man said as he also began searching. After
a few minutes he asks Nasruddin, “Are you sure you
dropped it here?”
“Not at all, I actually dropped it in my bedroom”
“Your bedroom?!” the passerby exclaimed. “Then
why are you looking for it out here”
“Because,” Nasruddin replied, “the light is so much
better out here!”

— "Tales of Mullah Nasruddin" - Persian folklore 2
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This chapter describes the techniques of optical pump-probe (OPP) and transient grating

(TG) spectroscopy and their implementation in the Gedik lab. In general, optical pump-probe

involves perturbing a material with a short pulse (‘pump’) light in the optical spectrum

and then tracking the resulting change in the material’s reflectivity by using a time-delayed

‘probe’ pulse. We will first describe how this dynamic change in the reflectivity can be

used to learn about different excitations in a material. Examples of optical phonons in
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Bi2Se3 and phase transitions in the superconductor Bi-2212 are described to illustrate

the usefulness of this technique.

Transient grating spectroscopy is similar to optical pump-probe but the material is excited

with two pump pulses that interfere on the material surface to generate a sinusoidal excitation

pattern. The decay of this spatially varying excitation can then be tracked by monitoring

the intensity of a probe beam that is diffracted from this transiently generated grating.

We will discuss four different applications of this technique and how it is implemented

using heterodyne detection.

The last section of this chapter describes the experimental setup for both these time-

resolved techniques as they are implemented in the Gedik lab with an emphasis on the

physical principles behind the workings of each component.

2.1 Optical pump-probe spectroscopy

Optical pump-probe spectroscopy (OPP) is a widely applicable technique used to understand

the non-equilibrium dynamics of a quantum material after it is photo-excited. It does

this by measuring the transient change in the reflectivity of a sample (∆R(t)) after it is

perturbed with an ultra-short light pulse in the optical spectrum. The perturbing optical

pulse is usually called the ‘pump’ while the pulse that monitors ∆R(t) is called the ‘probe’.

∆R(t) is obtained as a function of time t by changing the optical path length (the delay

time) between the pump and probe pulses.

Optical pump-probe can either be single color (both pump and probe have the same

frequency) or two-color (different frequency). Similarly, the technique can be used to monitor

the change in the broadband reflectivity of a sample by varying the frequency of the probe

or by using a ‘white-light’ probe beam. In this work, we use single-color pump-probe

spectroscopy with both the pump and probe beams set to an energy of ∼ 1.55 eV (fig. 2.1a).

The precise energy can be tuned to within ±60 meV. Each pump and probe pulse has a

duration of ∼ 60− 100 fs which sets the time-resolution in our experiments. This particular
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setup is optimized for measuring extremely small changes in the reflectivity (∼ 10−5) in

response to weak excitation. For that the pump fluences are usually kept below 5 µJ/cm2.

Full details of the setup can be found below in sec. 2.3.

OPP measures the transient change in the reflectivity which can be directly related to

the optical conductivity as follows. The complex reflectivity r̃ can be written in terms of

the dielectric function ε using the Fresnel equations (for normal incidence):

r̃ = 1−
√
ε

1 +
√
ε

(2.1)

Small changes in r̃ (δr̃) can be related to small changes in ε (δε) as:

δr̃ = ∂r̃

∂ε
δε = −1√

ε(1 +
√
ε)2 δε (2.2)

δε can then further be related to small changes in the optical conductivity σ(ω) at 1.5 eV as:

ε(ω) = 1 + 4πiσ(ω)
ω

δσ = − iω4πδε (2.3)

Simple OPP only measures changes in the magnitude of r̃ and as such cannot be used

to reconstruct the complex change in the optical conductivity. This limitation can be

overcome using heterodyne detection in transient grating spectroscopy which will be

discussed in detail in sec. 2.2.

We will now discuss different ways to interpret data obtained by OPP. For this it’s

important to consider how the pump pulse perturbs the sample. In general an optical pump

pulse directly couples to the electrons in the sample to initially generate single-particle

excitations far above the Fermi level in a metallic sample or across the electronic gap

in case of a semi-conductor or insulator. These excitations quickly thermalize amongst

each other within tens of fs. Since this is within the time resolution of our setup, this

electron-electron thermalization will not be discussed further in this work. What happens

after this thermalization depends on the particular system being studied. Below are four

examples of optical pump-induced phenomena that we have encountered and the systems

in which they typically occur:
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Figure 2.1: Optical pump-probe: electronic & lattice teperature relaxation (a) Schematic of
the OPP setup. The 1.55 eV, 60 fs pump pulse excites the sample and the resulting dynamics of
the photo-excitations are monitored by measuring the transmission or reflection of a time-delayed
probe pulse. The data is usually presented as the fractional change in the reflectivity (∆R/R) as
a function of the delay time ∆t between the pump and the probe. (b) Illustration of electronic
and lattice temperature relaxation in a metal after excitation with an optical pulse. Bottom panel
shows the energy distribution of electrons at various time delays.

1. Electronic & lattice temperature relaxation: This usually occurs in metals and

is the most commonly encountered scenario. Depending on the electronic heat capacity

and the pump fluence, the pump pulse can raise the electronic temperature (Tel) from

tens to hundreds of Kelvin. The electronic system then transfers some of its excess

energy to the lattice through electron-phonon coupling to raise the temperature of

the lattice Tlat (fig. 2.1b). Tel and Tlat then equilibrate amongst each other within a

few tens of ps after which the overall relaxation depends on the rate at which heat

leaves the area being probed (determined by thermal conductivity etc.). The overall

dynamics are usually described by the well known ‘two-temperature model’ [29]. It

is important to note that in the OPP experiments described in this work the pump

fluences are deliberately kept low enough so as to minimize the initial change in the

electronic temperature.

2. Single-particle excitations & exciton relaxation dynamics: This refers to the

pump pulse exciting charged particles across a large gap such as in a semi-conductor.
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This leads to electron-hole (e-h) pairs which can also form excitons. The initial

temperature of this transient state depends on whether the excitations are generated

resonantly or not (fig. 2.1c). The resulting dynamics then probe both the radiative

and non-radiative recombination of e-h pairs and excitons. Various polarizations of

the pump can be used to selectively excite carriers or excitons with a particular spin,

as will be seen in chap. 4. Similarly, in strongly correlated materials such as Mott

insulators, the pump pulse can produce doubly occupied sites (doublons) and holes

which can bind to form Hubbard-type excitons. The resulting dynamics can probe both

the generation of these excitons and their subsequent recombination. This situation

will be discussed in chap. 5.

3. Quasi-particle recombination dynamics: This involves the generation of quasi-

particles in materials with a small gap at the Fermi-level such as in a superconductor. In

that case, the pump pulse breaks apart Cooper pairs to generate energetic quasiparticles

far above the Fermi-level. These quasi-particles quickly relax to the top of the gap

and then recombine across the gap by emitting a binding boson (e.g. a phonon in BCS

superconductors). The overall dynamics are well understood by the Rothwarf-Taylor

model [30] which takes into account the population of both the quasi-particles and

the binding bosons. This model is described in Appendix A. It is important to note

here that even though the probe energy of 1.5 eV is much greater than the energy scale

in the system (e.g. superconducting gap ∼ a few meV), OPP is able to detect small

changes in the reflectivity at 1.5 eV due to an overall redistribution of spectral weight

in the optical conductivity. This is demonstrated below in sec. 2.1.2.

4. Collective modes of the electronic & lattice degrees of freedom: OPP can give

a direct measurement of collective modes (phonons, amplitude modes of electronic order

parameters etc.) in the time domain. These are generated via the DECP (Displacive

Excitation of Coherent Phonons) mechanism [31] and manifest as oscillations in the

reflectivity transients. DECP is described in detail in sec. 2.1.1 below. In this thesis,
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this particular case will be applied to identifying the amplitudon mode in the CDW

order in cuprates (chap. 3).

2.1.1 Example: optical phonons in Bi2Se3

This section describes a prototypical example of a pump-probe trace taken on Bi2Se3 which

is characterized as a topological insulator with an insulating bulk but conducting surface

states. Here will not discuss the ‘topological’ aspect of Bi2Se3 since the pump and probe

energy (1.55 eV) is much larger than the bulk band-gap (300 meV). As such, the pump

pulse does not directly couple to the topologically protected surface states and the system

response at 1.55 eV is dominated by the bulk. Chapter 8 discusses the time and momentum

resolved manipulation and spectroscopy of these topological surface states. For now, we

treat Bi2Se3 as a trivial n-doped semi-conductor in which the optical pulse generates a

non-equilibrium charge distribution via interband transitions in the bulk.

Figure 2.2 shows the fractional change (∆R/R) in the transient reflectivity of single

crystals of Bi2Se3 following photo-excitation with a 1.55 eV pump pulse. Following the fast

initial dip, the reflectivity undergoes a slow recovery that can be described by an exponential

with a time constant of 2.3 ps. This is attributed to the cooling of photoexcited carriers

through electron-phonon scattering (two-temperature model). The focus here is the fast

oscillatory component that is superimposed on the decay. A Fast Fourier Transform (FFT)

of the data (inset fig. 2.2) reveals the frequency to be 2.16 THz which matches precisely with

the frequency of the A1g longitudinal optical phonon in Bi2Se3 [32, 33]. Due to the large

OPP response (∼ 10−4) of Bi2Se3, these crystals are regularly used in the Gedik lab for the

initial alignment of the OPP setup. Moreover, the frequency of the sharply resolved A1g

oscillation allows us to verify the time calibration of our setup as explained below in sec. 2.3.

To understand how the A1g mode is coherently excited using OPP, we invoke the DECP

mechanism [31] in which modes with A1 symmetry are typically observed. These are modes

which do not lower the symmetry of the lattice. The optical pulse generates a non-equilibrium

electronic distribution which in turn will change the equilibrium nuclear coordinates by a
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Figure 2.2: OPP response of Bi2Se3 and the DECP mechanism. (a) Fractional change in
reflectivity ∆R/R with time t for single-crystals of Bi2Se3. Inset: Fast Fourier Transform (FFT) of
the background subtracted ∆R/R to highlight the oscillatory component due to a coherent phonon.
The background is assumed to be a sum of exponentials. (b) Representation of the displacive
excitation mechanism (DECP) which generates the coherent phonon. The free energy of the system
changes from Feq to Fex due to the laser excitation.

displacement of A1 symmetry. We can refer to Landau theory [31] to see how this initial

change launches coherent oscillations. Here the free energy per unit cell of the system can

be written as a function of the nuclear coordinate q as:

F = −aq2 + bq4 + ... (2.4)

where a and b are positive numbers. The pump pulse then produces photoexcited carriers

with a concentration of n carriers per unit cell. Due to the transfer of n carriers across

a gap, the free energy gets modified by a positive term c1n. Moreover, the due to strong

coupling of the electronic system to the lattice, a term dependent on both n and q can be

added to the system. Since A1 symmetry is preserved, F (q) = F (−q) and so this term

can be written as c2nq
2 where c2 can be positive or negative. The free energy per unit

cell for this excited system is then given by:

F = −aq2 + bq4 + c1n+ c2nq
2 + ... (2.5)

Both the original and modified F as a function of q are plotted in fig. 2.2 along with the

equilibrium value of q = qeq in each case given at the minimum of F . As can be seen, the
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pump pulse causes an impulsive shift in the the local minimum of the system. In response,

coherent atomic motion is induced about this new minimum in the excited state with the

phonon amplitude Aph maximum at the arrival of the pump pulse (t = 0). This produces

characteristic cos(ωt) oscillations in the reflectivity transients.

2.1.2 Example: tracking phase transitions in Bi-2212

This section demonstrates that OPP is sensitive to various phase transitions in a high

temperature cuprate superconductor. The phase diagram of cuprates is discussed in detail

in sec. 3.1. Here we focus on slightly underdoped Bi-2212 (Bi2Sr2CaCuO8+x) (Tc = 85 K)

which shows both the superconducting (SC) and the pseudogap (PG) phase. These phases

have energy gaps to the order of few tens of meV. Thus, it is not clear whether single-color

OPP with a pump and probe energy of 1.55 eV, orders of magnitude greater than the SC

and PG energy gaps, can be used to study these phases.

To explore this we performed simultaneous OPP and electrical resistance (r(T )) mea-

surements on single crystals of Bi-2212. Resistance is measured using a four-point probe

technique on a custom home built device as described in fig. 2.3(a). This device is mounted in

an optical cryostat which allows a measurement of the reflectivity transients and resistances

at different temperatures from 40 K to room temperature. Figure 2.3(b) shows the fractional

change in reflectivity (∆R/R) with time due to a pump with fluence 2 µJ/cm2. Three

characteristic temperatures are shown. At 200 K, the signal is to the order of 10−5 and

approaches a constant value after 4 ps. This signal slows down considerably and increases in

magnitude by nearly a factor of 10 upon cooling to 160 K which is below the superconducting

transition temperature. In an intermediate temperature (T = 120 K), the signal is initially

negative and crosses-over to a positive value within 1 ps.

To understand this behavior further, we determine the maximum and minimum values

of ∆R/R at each temperature and plot them in fig. 2.3c and fig. 2.3d respectively. These

are compared with the resistance curved acquires simultaneously r(T ) (fig. 2.3e). As can be

seen, three distinct temperature regions can be identified. Below 85 K, the resistance drops
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Figure 2.3: Simultaneous measurement of electrical resistance & transient refelectivity of Bi-2212.
(a) Schematic of the four-point probe device constructed to measure the resistance. A picture of
the device is shown in the inset of (e). The device shows considerable contact resistance but we are
able to identify the superconducting transition. (b) ∆R/R with time for single crystal underdoped
Bi-2212 (Tc = 85 K) at three characteristic temperatures. (c) Maximum and (d) minimum value
of ∆R/R with temperature. (e) Electrical resistance of the device in (a) with temperature. The
superconducting (Tc) and pseudogap (T ∗) transition temperatures are indicated.

sharply, the sample is superconducting and the OPP signal is large and positive. Between

85 K and 160 K, the OPP signal is negative while the resistance shows a slight cusp at 160 K.

Beyond 160 K, the signal again switches sign. Based on previous ARPES and tunneling

experiments [34], we associate this temperature as the PG transition temperature (T ∗). It is

clear that reflectivity transients change sharply at both Tc and T ∗ indicating that the response

represents the dynamics of quasi-particles excited across the SC gap and across the PG.

There has been considerable prior work (e.g. [35, 36]) using OPP on Bi-2212 and related

cuprates especially in the superconducting regime. At low excitation densities, such as the

ones used in our work, the signal in the SC region displays pump-fluence (excitation density)

dependent decay rates due to the bimolecular nature of quasi-particle recombination as
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Figure 2.4: Transient grating spectroscopy: interference pattern & diffraction. Two pump beams
with the same intensity and an angle 2θ between them interfere on the sample surface to generate
a sinusoidal excitation pattern of wavelength Λ as indicated in the middle diagram. This causes
the change in the reflectivity (δr) to be modulated spatially. An incident probe beam is both
transmitted and diffracted from this transient grating. The signal measured with the transmitted
beam is the same as the OPP response and is called PP in this work. The diffracted signal encodes
information about the decay of the grating and is called TG. The right panel shows an illustration
of the change in the transmitted and diffracted beams with time that is typically expected in such
measurements.

described by Rothwarf-Taylor equations [18, 19, 30]. This particular explanation for the

OPP signal has been corroborated by recent Tr-ARPES measurements on Bi-2212 [20].

2.2 Transient grating spectroscopy

In transient grating spectroscopy (TGS) tw o coherent co-polarized pump beams, each

with a wavelength λ, impinge on the sample surface at an angle 2θ between them (fig. 2.4).

The net electric field at the sample is given by:

~E ∝ eikx sin θê1 + e−ikx sin θê2 (2.6)

where ˆe1,2 are the polarization vectors of the incident pump beams, k = 2π/λ is the wavevector

with λ the pump beam wavelength and x denotes the position along the sample surface. For

co-polarized pump beams i.e. ê1 ‖ ê2, the net intensity I = | ~E|2 can be written as:

I ∝ cos2(kx sin θ) ∝ 1 + cos(2kx sin θ) (2.7)
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Thus, we get an intensity interference pattern of wavelength Λ = λ/(2 sin(θ)) which in turn

produces a sinusoidal varying transient photo-excitation density across the sample surface. If

these photo-excitations effect the refractive index of the sample, then the varying excitation

density acts as a transient diffraction grating. A time-delayed probe beam that is incident on

the sample will not only be transmitted/reflected but also be diffracted from this transient

grating (fig. 2.4). The change in intensity of the transmitted/reflected probe beam encodes

information about the time decay of the average excitation while the diffracted beam encodes

information of the excitation at the grating wave-vector q = 2π/Λ. TGS has been applied

to a a number of systems to study exciton and thermal diffusion as well as propagation of

ultrasound [37]. Below are four possible ways relevant to this work in which the dynamics of

the diffracted beam can be used to study pump-induced excitations in materials:

1. Quasi-particle & e-h diffusion: This can occur in clean semiconductors and

superconductors. As discussed above, an optical pump pulse can generate single-

particle excitations in various systems (e-h pairs in semiconductors and quasi-particles

in superconductors). While simple OPP tracks the dynamic recombination of these

excitations, in the TGS case the decay of the diffracted beam intensity not only

depends on recombination but also on the diffusion of excitations from regions of high

intensity to regions of low intensity. On the other hand, the transmitted/reflected

beam in the TGS case simply tracks the changes in the mean value of the grating

which only depends on the overall recombination of quasi-particles. Thus, in this case,

the decay rate of the intensity of the diffracted beam (ΓD) will be greater than the

decay rate of the transmitted beam intensity (ΓR) (fig. 2.4). ΓD is simply given by

ΓD = ΓR +Dq2 where D is the diffusion constant and q is the grating wave-vector. In

this way TGS can be used to measure the diffusion constant of excitations as has been

done for quasi-particles in a cuprate superconductor [21] and for e-h pairs in various

semiconducting quantum wells [38].
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2. Collective modes at the grating wave-vector q: This refers to the excitation

of collective modes in the system with a non-zero wave-vector. Unlike OPP which

generically creates excitations with q = 0, TGS can excite acoustic-type modes at the

wave-vector q of the grating. Examples include acoustic phonons in thin metallic films

[39] and the phase-mode of the CDW state in cuprates as will be discussed in detail in

sec. 3.3.2.

3. Optical phase separation & complex change in conductivity: As mentioned

above (sec. 2.1), simple OPP cannot be used to learn about the complex change

in reflectivity. This information becomes relevant in experiments in which the

system response in reflectivity is due to different types of excitations (e.g. single-

particles, excitons, phonons etc.). By using a heterodyne detection scheme, TGS

allows us to overcome this limitation and gain information about the phase of these

different excitations in the complex plane of the reflectivity. This "optical phase

separation" is discussed in detail in sec. 2.2.2 and applied to understand the confinement-

deconfinement transition of single-particle excitations in Na2IrO3 (chap. 5).

4. Diffusion & decay of spin polarized excitations This is studied in spin-grating

experiments which is variation of the usual TGS technique described above. In this

case two cross-polarized pump beams interfere on the sample to generate a spatially

modulated circularly polarized intensity across the excitation spot. In spin-split

systems with the correct optical selection rules, this generates a spatially modulated

spin density referred here as the spin-grating. The probe beam that is diffracted from

this spin-grating encodes information about both the decay and spatial diffusion of

spin-polarized excitations. This technique is discussed in detail in sec. 2.2.3 and applied

to understand the dynamics of spin-polarized excitations in monolayer MoSe2 (chap. 4).



2. Time-resolved optical spectroscopy 43

Figure 2.5: Box-car geometry & heterodyne detection. The two pump and two probe beams are
arranged along the corner of a rectangle and then focused onto the sample. k1,2 are the in-plane
wave-vector of the pump while kp and kd are the wave-vectors of the incident and diffracted probe
respectively.

2.2.1 Box-car geometry & heterodyne detection

TGS relies on accurately measuring the intensity of the diffracted beam as a function of the

delay time between the pump and probe. This is challenging since the diffracted intensity is

typically orders of magnitude weaker than the reflected beam. To overcome this we need to

1) find the direction in which the probe beam diffracts, 2) set-up the experiment so as to

maximize the intensity of the diffracted beam and 3) develop a sensitive detection scheme

to measure small intensities. As described below, the first two are done by using a box-car

geometry and the third is achieved by using heterodyne detection.

The box-car geometry is illustrated in fig. 2.5. Here the three degenerate beams (pump

1, pump 2 and probe) are arranged parallel to each other such that they each pass through

a different corner of a rectangle in a plane perpendicular to their path. A lens aligned

to this rectangle is then used to focus the three beams onto the sample. The in-plane

momentum (parallel to the sample surface) of each of these three incident beams corresponds

to each corner of the rectangle (k1, k2 and kp) (fig. 2.5b). The grating wavevector is simply

q = k1 − k2. By conservation of in-plane momentum and noting that the three incident

beams are degenerate, it’s apparent that one order of the diffracted beam with wavevector
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kd will emerge at the fourth corner of the rectangle as kd = k1 − k2 + kp (Bragg condition).

Thus, by arranging the three incident beams in this box-car geometry, we get a convenient

way to determine, beforehand, the outbound path of the diffracted beam. Moreover, in the

box-car geometry the phase-matching condition (∆k = k1−k2 +kp−kd = 0) is automatically

fulfilled which assures that the diffracted beam has maximal intensity [40].

To detect the diffracted beam accurately we rely on heterodyne detection in which the

weak diffracted beam is mixed with a strong beam known as the local oscillator (LO).

The detected intensity is given by:

I ∝ |ELO|2 + |Ed|2 + 2Re(ELOE∗d) (2.8)

where ELO and Ed are the electric field of the LO and the diffracted beam respectively. The

last term (2Re(ELOE∗d) is the "heterodyne" term which refers to the mixing between the

two beams. Since the diffracted beam originates from a small change in the refractive index

(∆n) of the material, its obvious that the heterodyne term is first order in ∆n while the

homodyne term (|Ed|2) is second order in ∆n. As seen in sec. 2.1.1, ∆n ∼ 10−4 − 10−5.

Therefore, detecting the heterodyne term is 4-5 times more accurate than detecting the

homodyne term. In fact, the current sensitivity of our setup is ∼ 10−7 making it impossible

to detect the small homodyne term.

The box-car geometry of the setup provides a natural way of implementing heterodyne

detection. Here the LO beam is also made parallel to the three other beams but is incident

along the fourth corner of the box-car rectangle (fig. 2.5). In this way, one order of the

diffracted probe beam is guaranteed to be collinear with the transmitted/reflected LO beam.

Similarly, the diffracted LO beam is now collinear with the transmitted/reflected probe

beam. Either one of these can be detected to measure the heterodyne signal. We discuss

below how the diffracted signal is extracted from the measured overall signal.

We consider the reflected LO beam mixing with the diffracted probe beam. The pump

beams change the reflectivity coefficient by δr̃ for spatially uniform excitation. The LO

beam interacts with the sample so that the electric field of the reflected LO beam is given
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by ELO(r̃0 + δr̃) where r̃0 is the equilibrium reflection coefficient and ELO is the electric

field of the incident LO beam before interacting with the sample. Similarly, the electric

field of the diffracted beam can be written as Epη where η is defined as the diffraction

coefficient. Both δr̃ and η are time-dependent quantities that depend on the pump-excitation.

The detected intensity is then given by:

I ∝ |ELO(r̃0 + δr̃) + Epη|2 (2.9)

In our case the LO and the probe beam are interchangeable within a phase factor i.e.

|ELO| = |Ep|. The detected intensity can be simplified by only keeping terms that are

first order in δr̃ and η:

I ∝ |ELOr̃0|2 + |ELO|2|r̃0|[|δr̃| cos(φ) + |η| cos(φ− ψ)] (2.10)

where φ is the phase of δr̃ relative to r̃0 and ψ is the phase of Ep relative to ELO i.e. the phase

between the LO and probe beams. In eq. (2.10) the first term is just the reflected LO beam

in equilibrium. We can get rid of this contribution to the detected beam by using standard

lock-in techniques (sec. 2.3). To separate out the terms in δr̃ and η, we can detect I at various

values of the phase ψ and then solve for δr̃ and η. This process is outlined in detail in sec. 2.3.4.

We note here that δr̃ is the system response corresponding to the q = 0 uniform excitation

i.e. the same response as the one obtained with OPP (sec. 2.1). On the other hand η gives

the response at the finite q grating wave-vector i.e. the response due to the transient grating.

As a result we refer to δr as PP and η as TG in this work (fig. 2.4).

2.2.2 Optical phase separation

The pump-probe response δr̃ is a complex quantity that has phase φ relative to the equilibrium

reflectivity r̃0. Simple OPP detects the quantity |Eprobe(δr̃)|2 which destroys any information

about φ. This limitation is easily overcome in heterodyne detection in TGS as eq. (2.10)

allows us to determine φ in addition to δr̃ and η. Along with a knowledge of the real and
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Figure 2.6: (a) Standard optical pump-probe measurement. The phasor diagram illustrates the
complex transmission or reflection coefficient. The pump-induced responses δr̃1 and δr̃2 are both
projected on to static reflectivity r̃0. (b) Heterodyne transient grating measurement. The probe
beam then diffracts from this grating into a direction determined by the grating wavevector. The
diffracted beam mixes with a transmitted local oscillator (LO) beam, the phase ψ of which can be
controlled by a rotatable cover slip. In the phasor diagram δr̃1 and δr̃2 are again both projected on
to r̃0 but the phase ψ can now be controlled systematically to suppress or enhance one component
relative to the other.

imaginary parts of the equilibrium dielectric function ε, we can use φ to reconstruct the

complex change in the optical conductivity using eq. (2.2) and eq. 2.3.

More importantly, heterodyne detection in TGS allows us to separate out the response

of different types of excitations using their optical phase. Examples can include coexisting

single-particle excitations and bound excitons in a gapped system or excitations of different

coexisting orders (e.g. charge-density wave order and superconductivity). Suppose we have

two different excitations with complex response δr̃1 and δr̃2 and phase φ1 and φ2 relative to

the equilibrium reflectivity r̃0. In general these responses will have different time dependence.
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In this case, the signal measured by standard OPP is just a sum over the different components:

Ihomodyne = |δr̃1| cosφ1 + |δr̃2| cosφ2 (2.11)

This can be understood by considering the phasor diagram for the case of these two

components contributing to the pump-induced change (fig. 2.6a). r̃0 is the equilibrium

reflectivity. δr̃1 and δr̃2 are the pump induced responses. As shown in fig. 2.6a, in a

standard OPP measurement, the phasors δr̃1 and δr̃2 are projected onto r̃0 and there is

no way to isolate the behavior of each component.

This limitation can be overcome with heterodyne detection in our transient grating setup

which measures the response at both q = 0 and at the finite wave-vector q of the grating

as described by eq. (2.10). In the absence of spatial diffusion and q-dependent collective

modes, the finite q response η is the same as the q = 0 response δr̃. Taking this into account

and considering two different excitations with different responses as discussed above, the

measured signal in a TG experiment can be written as (from eq. (2.10)):

Iheterodyne = |δr̃1| cos(φ1 − ψ) + |δr̃2| cos(φ2 − ψ) (2.12)

where ψ is the phase of the probe with respect to the LO as noted earlier. Note that first two

terms in eq. (2.10) are gotten rid off by using lock-in techniques as described in sec. 2.3.4.

This intensity is now similar to the measured signal in standard OPP (eq. (2.11)) except for

the additional phase ψ due to heterodyne detection. This phase can easily be controlled by

a rotatable coverslip along the path of the LO beam. Figure 2.6b shows the phasor diagram

for this case. Again the two phasors δr̃1 and δr̃2 are projected onto r̃0 but this time by

controlling ψ we can enhance or suppress the contribution on component relative to the other.

In particular, by tuning φ1 − ψ to π
2 , the first component can be completely eliminated.

In a standard OPP measurement, the pump-induced change is mixed with a large

transmitted or reflected probe beam and there is now way to distinguish the change caused by

different types of excitations. However, in a TG measurement, the diffracted beam comes out

in a background free direction and is then mixed with the LO while the phase between them
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Figure 2.7: Spin transient grating: generation & excitation pattern. Two linearly cross-polarized
pump beams interfere on the sample surface to generate a spatially varying circularly polarized
intensity with wavelength Λ. Opposite helicities (right and left polarized) vary out-of-phase with
each other on the sample (top-right). This can lead to a spatially varying density of spin polarized
excitations in the sample (bottom-right)

can independently be controlled. This allows suppressing the response due to one excitation

relative to the response due to another type of excitation. This method is applied to separate

out the response due to single-particle excitations and Hubbard excitons in Na2IrO3 in chap. 5.

2.2.3 Spin transient grating

This is a variation of the standard TGS technique discussed earlier. In TGS two linearly

co-polarized pump-pulses interfere on the sample such that the overall intensity varies

sinusoidally along the surface as seen in eq. (2.7). In contrast, in spin transient grating

(spin-TG) two linearly cross-polarized pump-pulses impinge on the sample. In this case

ê1 ⊥ ê2 in eq. (2.6) and so the net intensity is independent of x and spatially uniform.

However, the electric field polarization is modulated spatially across the excitation spot.

To see this it is useful to work in the circularly polarized basis, that is:

êR = 1√
2

(ê1 − iê2)

êL = 1√
2

(ê1 + iê2) (2.13)

where êR and êL denote right and left circular polarizations respectively.In this basis the

net electric field in eq. (2.6) is:

~E ∝ cos(kx sin θ − π/4)êR + i sin(kx sin θ − π/4)êL (2.14)
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Thus, the intensity can be written as:

I ∝ IRcos
2(kx sin θ − π/4) + ILsin

2(kx sin θ − π/4) (2.15)

where IR and IL are the intensities for right and left circular polarization respectively. Thus,

we get an intensity grating for each helicity but with a phase difference of 90° between them

i.e. the two gratings are spatially separated by a quarter-wavelength. This leads to alternating

regions of right and left circularly polarized pump light across the sample as shown in fig. 2.7.

This excitation pattern can lead to a spin grating being generated at the sample. It is

known that a particular photon helicity can directly couple to a particular carrier spin in

spin-orbit split semi-conductors as is the case in GaAs and monolayer TMDs (chap. 4).

Therefore, the alternating right and left helicities generated above leads to alternating regions

of ‘up’ and ‘down’ spins excited at the sample surface. While the total excitation denstiy is

uniform with x, the density for opposite spins varies sinusoidally across x (fig. 2.7). This

way of understanding spin grating as separate intensity gratings for opposite helicities is

referred to as the ‘grating decomposition method’ [41].

How does a linearly polarized probe beam interact with this spin grating? Since ‘up’

and ‘down’ spins are spatially separated, there is a difference in the refractive index for

right and left polarized light i.e. the sample has a transient circular birefringence. Suppose

that the probe beam is linearly polarized along ê1. This linear polarization can be written

as a superposition of right and left circular polarizations i.e. ê1 = 1√
2(êR + êL). When

this beam interacts with the spin grating, the ‘right’ and ‘left’ parts diffract such that

they are phase shifted by 90°. This phase shift corresponds to a 90° rotation of the light

polarization. Thus, a vertically polarized probe beam becomes horizontally polarized after

diffracting from the spin grating (fig. 2.8a).

To realize spin transient grating we again rely on heterodyne detection in a box-car

geometry (fig. 2.8). In this case the polarization of one of the pump beams and that of the

local oscillator (LO) is rotated by 90° (sec. 2.3). Thus the polarization of the diffracted probe
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Figure 2.8: (a) The out-of-plane (S) polarized probe beam diffracts such that its polarization is
rotated to be in-plane (P). The diffracted beam is mixed with a P-polarized local oscillator (LO)
for heterodyne detection. (b) Box-car geometry for spin grating measurements.

beam is the same as the polarization of the transmitted/reflected LO beam. This mixes the

two and allows for a convenient way to detect the diffracted signal from the spin grating.

2.3 Experimental setup

This part gives a broad overview of the experimental setup and the beam path. Specific

details about each component are discussed in the subsections below.

The complete setup for the OPP and TG experiments is shown in fig. 2.9. The laser is a

Newport Tsunami oscillator that outputs vertically polarized pulses centered at ∼ 1.55 eV

(800 nm) at a repetition rate of 80 MHz. The duration of each pulse is about ∼ 60− 100 fs

and the average power at the output is ∼ 2.2 W. This corresponds to a pulse energy of

∼ 27.5 nJ. The laser output then passes through a half-wave plate (λ/2) to rotate the

polarization to horizontal. The beam then goes through a Conoptics pulse-picker that

reduces the repetition rate to 1.6 MHz. This is done to avoid cumulative heating of the

samples under study. The beam then goes through a prism pair (GVD compensator) that

pre-compresses each pulse temporally to account for the dispersion in the setup optics. The

beam is then collimated using a lens pair. A 90:10 beam splitter (BS) is used to split the

beam into the pump and probe paths respectively.
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Figure 2.9: Experimental setup for OPP & TG showing the complete beam path from the laser
to the sample and the detector. A few key electronic connections are also indicated. See text for a
detailed description of the beam path and the indivindual components. A few abbreviations are as
follows: λ/2: half-wave plate, BS: beam splitter, PBS: polarizing beam splitter, PEM: photo-elastic
modulator, ND: neutral-density filter, PM: phase mask, CS: cover-slip, Ir: Iris. Drawings of
individual optical components are adapted from [42].

The pump part goes through a Hinds instrument photo-elastic modulator (PEM-90)

which modulates the polarization of beam such that it goes between vertical, right circular

polarized, horizontal and left circular polarized at a rate of 50 kHz. This modulated beam

then passes through a polarizer and so the intensity of the light oscillates between maximum

and zero at a rate of 100 kHz. Thus, the PEM combined with a polarizer acts as a chopper

the modulates the intensity of the beam at a very high frequency of 100 kHz which greatly

limits the 1/f noise. The PEM controller gives a reference signal 100 kHz which can be used

in standard lock-in detection while measuring the pump induced change in the reflectivityy.
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Here we note that the polarizer is actually a polarizing beam splitter (PBS) such that it gives

two outputs, vertical and horizontal polarized, each of which has its intensity modulated at

100 kHz. One part is used for measurements discussed in this thesis while the other part is

sent to a similar OPP and TG setup with the capability of performing these measurements

in an optical magnetic cryostat with fields upto 7 T.

After the chopping stage, the pump beam goes through a vibrating delay line (A.P.E.

scanDelay 50) that is simply an oscillating mirror that can change the time delay between

the pump and probe beams to upto 50 ps at a frequency of upto 20 Hz. This time-delay

and frequency can be adjusted through the A.P.E. controller and computer interface. The

controller also provides a sinusoidal signal that tracks the motion of the oscillating mirror.

This signal is used as an oscilloscope trigger for fast acquisition of the pump-probe signal.

Note that this way of acquiring data is much faster than using a stepper motor to change

the time delay between the pump and probe. This greatly helps with the overall signal-

to-noise in the measurements. We have also used another delay line (Clark-MXR) that

can have an amplitude upto 100 ps. After the delay line, the pump beam goes through a

pair of neutral density filters which are placed on computer controlled wheels (Thorlabs

FW102C) that allow adjustment of the pump fluence.

The probe part of the beam goes through an optical delay stage (Newport) that is

driven by a stepper motor. It consists of a two mirrors that can be moved so as to adjust

the time-delay between the pump and the probe to more than 1 ns. This stage is used to

adjust the probe pulse path such that the pump pulse overlaps with it in time within the

50 ps range of the A.P.E. delay line. One this ‘time-zero’ is found, the probe stage is not

adjusted further during a measurement unless we measure OPP signals beyond 50 ps. The

polarization of the probe beam is then rotated by 90° such that is perpendicular to the pump

beam polarization. In this way, we limit the pump beam from leaking into the detector

(pump-scatter). The probe beam is then made parallel to the pump and both beams are

focused onto the sample for OPP experiments or onto a diffractive phase mask (PM) for TG

measurements. The specifics of the TG setup components are discussed below in sec. 2.3.2.
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The spot size of the pump and probe at the sample is typically 60− 70 µm. To ensure spatial

overlap between the pump and the probe on the sample, a 50 µm pinhole is used beforehand

and the beams are passed through it at the focus of the lens. The reflected probe is picked

off by a D-mirror and sent into a Si photodiode detector (Thorlabs PDA-36A). We use an

iris and polarizer in front of the detector to limit any scattered pump from reaching the

detector. This is possible since the pump and probe are cross-polarized. Nevertheless, some

pump scatter can reach the detector and appear as a background in the acquired OPP/TG

signal. The rougher the sample surface, the worse the pump-scatter. To limit pump-scatter

we use freshly cleaved flat surfaces or MBE/CVD grown thin films.

2.3.1 Laser system & optical components

This section details the working principles of the oscillator laser and other optical components

common to the OPP and TG setup.

Oscillator: An oscillator laser system generates short pulses with duration < 100 fs using

‘modelocking’ which refers to a fixed phase relationship between the allowed longitudinal

modes of the oscillator cavity (fig. 2.10). In general, light trapped between two mirrors in an

optical cavity forms standing waves or modes whose frequency separation is determined by

the length of the cavity. These standing modes are the only ones allowed in the cavity since

all other modes interfere destructively. In addition, the gain medium in the cavity amplifies

only certain modes determined by its frequency bandwidth. In a simple cavity, these modes

oscillate independently i.e. the phase between different modes is not fixed resulting in a

constant intensity in time i.e. Continuous wave (CW) operation. Instead if we ‘lock’ the

relative phases of the longitudinal modes, then the modes will all constructively interfere

with each other at a given time producing an intense pulse of light circulating within the

cavity. The more the number of modes involved, the sharper i.e. shorter the pulse. Since

a gain medium with a larger bandwidth allows more longitudinal modes, the wider the

bandwidth of the laser, the shorter the pulse. This explains why Ti:Sapphire (titanium

doped sapphire) is typically used for ultra-short pulses as its bandwidth can exceed 100 THz
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Figure 2.10: Longitudinal cavity modes in an oscillator for (a) Random phase between the modes
and (b) fixed phase. Bottom panel shows the intensity profile of the superposition of these modes
at a given. For random phases, the resulting superposition averages out with time leading to a
constant osillator output (CW operation). For a fixed phase, the superposition results in a sharp
and short pulse (mode-locked).

to produce pulses as short as 10 fs. The repetition rate of the oscillator is determined by the

round-trip time of the pulse in the cavity and is 80 MHz for our system. Here it is important

to note that modelocking in an oscillator can easily be disturbed by thermal changes in the

cavity since that can cause the phase of the longitudinal modes to vary rapidly. To ensure

modelocking, oscillators use different mechanisms; the simplest of which is to rely on the

self-focusing of laser beam within the Ti:sapphire crystal. Here, the refractive index is a

function of the intensity. The higher peak intensity of mode-locked pulses improves the

self-focusing of the beam better into the crystal which further increases the optical gain

allowing the oscillator to favor mode-locking over CW operation

Pulse-picker: The pulse-picker consists of an electro-optic modulator (EOM) and a

polarizer. The EOM modulates the polarization of an incoming pulse while the polarizer

transmits or blocks it. The EOM consists of a long nonlinear crystal whose refractive index

along a certain axis changes when a high voltage pulse is applied to it. The resulting

birefringence rotates the polarization of the incoming light pulse. Consider Fp light pulses in

a pulse train of repetition rate 80 MHz. The duration of the voltage applied to the EOM
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can be adjusted such that it leaves the polarization of only 1 out of every Fp light pulses

unchanged. In this way, the polarizer after the EOM blocks Fp − 1 of the laser pulses while

allowing 1 pulse to go through. Thus, the repetition rate after the pulse-picker is reduced

to 80/Fp MHz. The factor Fp is typically set to 50 in our experiments. This reduction

in repetition rate helps to avoid cumulative heating of the sample. The magnitude of the

voltage pulse and its timing relative to the optical pulse train is adjusted such as to maximize

the ratio of the output pulse with respect to the blocked pulses. Ratios as high as 400

can be achieved for optimum operation of the pulse picker.

GVD compensator: An ultra-short pulse quickly spreads in time as it travels through

air and various optics. Due to its short pulse duration in time the pulse has a broad

bandwidth in frequency. A pulse of FWHM duration of 60 fs with center wavelength 800 nm

has a FWHM bandwidth of ∼ 16 nm. This follows from the uncertainty principle (sec. 7.1.1).

Since most mediums, including air are dispersive i.e. the velocity of light is a function of

its wavelength, the finite bandwidth of the pulse results in different frequency components

of the pulse propagating with different velocities in air and in the optics. This is known

as group-velocity dispersion (GVD) and it broadens the time duration of the pulse which

worsens the time resolution. GVD is illustrated in fig. 2.11.

The refractive index of most materials decreases with increasing wavelength and so

the ‘red’ part of the pulse leads the ‘blue’part. GVD can be compensated for by using a

prism-pair which compresses the pulses temporally. Each pulse is aligned at the minimum

deviation-angle positions. In this way, different frequency components in the pulse acquire

different path lengths. As shown, in fig. 2.11 the ‘red’ part of the pulse travels through a

greater optical path length due its greater distance of propagation in the second prism. In

this way, the ‘red’ part ends up lagging the ‘blue’ part after the prism pair. Ideally these

components should then overlap in time when they pass through dispersive optics resulting in

the shortest pulse duration. This compensation can be adjusted by controlling the distance

between the two prisms as well as the distance the beam travels in the second prism. In our

case, the second prism is mounted on a micrometer translation stage to control the amount
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Figure 2.11: A positive chirped pulse (‘red’ part leads ‘blue’ part) goes through a pair of prisms.
Mirror M1 reflects the beam back through the prims. M1 is slightly angled so that we can pick-off
the outgoing beam by mirror M2. Since the ‘red’ part goes through a greater optical path length,
it ends up lagging the ‘blue’ part i.e. the output is negatively chirp. The amount of chirp can be
adjusted by moving prism 2 in and out of the beam path.

of glass the beam goes through. The distance between the prisms is set to compensate for

the expected broadening in the optics. This was calculated using a commercially available

software (http://www.lab2.de/) that simulates the pulse broadening.

Photo-elastic modulator (PEM) The PEM modulates the polarization of th pump

beam at a fixed frequency. It is is based on the photoelastic effect. Here a transparent

material develops birefringence when stress is applied to it. A light wave passing through a

birefringent crystal experiences different refractive indices along different crystal directions.

Different polarization components of the light wave thus develop a phase retardation between

them. The birefringence is directly proportional to the applied stress. In the PEM, stress

is applied to the transparent crystal using a piezoelectric transducer which modulates the

stress along a certain axis at a frequency of 50 kHz and thus modulates the birefringence

(phase retardation) at the same frequency. The PEM axis is mounted at a 45° angle with

respect to the horizontal polarization of the pump. In this way the pump beam experiences a

phase retardation between ±λ/2 at a rate of 50 kHz as it goes through the PEM. When the

retardation is |λ/2|, the PEM acts as a half-wave plate and the polarization of the pump gets

rotated by 90°. When it is |λ/4|, the PEM gives a circularly polarized beam. A horizontally
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Figure 2.12: Calibration of the A.P.E oscillating delay line. (a) The pump and probe pulse, both
at frequency ω, are made to spatially and temporally overlap in a BBO crystal to generate their
cross-correlated pulse at 2ω, the profile of which is measured by a fast detector. (b) The position
of the 2ω pulse relative to the voltage signal is tracked as function of the time delay between the
pump and probe which is adjusted using a stepper motor stage. The slope of the red line gives the
calibration factor used to convert the A.P.E. voltage signal to a real time axis.

aligned polarizer placed after the PEM changes this polarization modulation to intensity

modulation e.g. when the PEM retardation is 0, all the intensity goes through; when it is

|λ/4|, half the intensity goes through; when it is |λ/2|, the laser beam is blocked. Note here

that the intensity modulation frequency is twice that of the retardation frequency. In this

way the PEM/polarizer combination acts as an optical chopper with a frequency of 100 kHz.

A.P.E. delay line calibration As noted above, the A.P.E. delay line controller provides

a sinusoidal voltage signal that tracks the motion of the oscillating pump mirror i.e. it directly

corresponds to the time delay between the pump and the probe beams. This voltage signal

can be used as the time (x-axis) in the reflectivity transients (e.g. in fig. 2.2) if the voltage

axis is converted to a real time axis. This is done by cross-correlating a pump and probe

pulse and then scanning the probe path using the stepper motor stage. Cross-correlation is

achieved by sum-frequency generation SFG (sec. 7.1.2) in a BBO non-linear crystal. This

combines a pump pulse at frequency ω and the probe pulse also at ω to give a pulse at 2ω

(3.1 eV) if the pump and probe both spatially and temporally overlap in the BBO crystal

(fig. 2.12a). A photodetector is used to measure the 2ω signal on the oscilloscope with
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respect to the voltage signal from the A.P.E. delay line. Changing the probe path length

with the stepper motor then changes the position of the 2ω pulse along the voltage signal as

illustrated in fig. 2.12b. In this way we can measure the voltage change that corresponds

to a particular change in the time-delay. This calibration factor is obtained by a linear

fit to different data points. The calibration is checked by ensuring that the frequency of

the A1g optical phonon mode measured in reflectivity transients of Bi2Se3 is 2.16 THz as

outlined in sec. 2.1.1. It should also be noted that the temporal profile of the 2ω pulse

is a measure of the time-resolution of the OPP setup.

2.3.2 Transient grating setup components

For both the TG and spin-TG experiments the pump and probe beams are focused onto a

diffractive phase mask (PM) rather than the sample (fig. 2.9). The PM is a transmission

grating which splits pump and probe into two beams each. These are then collimated to

achieve the box-car geometry (fig. 2.5 and fig. 2.13 ). Thin glass cover slips are placed

in the probe beams to control the optical phase ψ between them in eq. (2.10). One

coverslip is mounted on a fast modulating rotator (shaker) to isolate TG component in

the signal (see below). The four beams are then focused onto a sample in 2:1 imaging i.e.

the focal length of the last lens is half that of the collimating lens before. In this way,

the grating imaged by the pump beams has period half that of the grating on the phase

mask. To align TG, all four beams are passed through a 50 µm pinhole. For spin-TG, a

special ‘spin-optic’ is placed into the path of the beams from the PM. This rotates the

polarization one of the pump and probe beams by 90°. We note here that both the TG

specific components described above are mounted on translation stages so that they can

be removed from the beam path without disturbing the alignment. In this way, both OPP

and TG/spin-TG experiments can be performed with the same setup. Below we discuss

details of each of the TG specific components.

Phase mask (PM): The PM consists of different surface gratings etched in fused silica.

Both the pump and probe beams diffract of this etched grating. Each grating is optimized
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Figure 2.13: Transient grating specific components. (a) Side-view of the probe beam path from
the first focusing lens to the sample. Lens L1 focuses the beam onto a diffractive phase mask (PM)
which splits the beam into ±1 diffracted order. L2 collimates the beams and L3 focuses them onto
the sample. CS is a thin glass cover-slip that can rotated with angle ϕ along an axis parallel to this
plane. The PM can be moved vertically for different grating spacings. The pump beam follows a
similar beam path as this but without the CS and the shaker. (b) Spin-optic used for spin grating
measurements. The number in each section indicates the phase retardation induced on a beam.
For spin grating, the bottom two beams (one pump, one probe) have their polarization rotated by
90°. The spin-optic is mounted on a translation stage to switch between charge and spin grating.

at the 800 nm and blazed so as to maximize the intensity of the ±1 diffracted orders. This

ensures that the incident beam in mostly split into two beams. The PM consists of about 20

different gratings each in a square shape (2.5 mm× 2.5 mm) with grating spacings ranging

from 2 µm to 20 µm. This gives us a grating period from 1 µm to 10 µm at the sample. The

smallest grating spacing that can be achieved is limited by the aperture of the 2" focusing

lens and is currently 1.75 µm. The use of the PM is quite advantageous since it tilts the

wavefront of the incident beam which preserves the temporal resolution as well as the pump

fluence for different grating spacings. The phase mask is mounted on two translation stages,

one of which allows us to change grating spacing without adjusting the alignment. The

second allows fine positioning of the PM along the beam propagation axis to ensure that

the grating is placed precisely at the focus (spatial overlap) of the pump and probe beams.

A useful way to optimize the TG signal is to adjust this position of the PM.

Cover slip & shaker: As noted in eq. (2.10), the intensity in heterodyne detection

depends on the phase angle ψ between the local oscillator and the probe beam. ψ is controlled

by placing a thin microscope glass cover slips in the path of the probe beams diffracted
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from the PM (fig. 2.9a). These cover slips are placed at roughly 45° from the direction of

the probe beam. One of the coverslips is placed on a rotation stage with a stepper motor

to adjust its angle with respect to the other. In this way, ψ can be adjusted without a

significant change in the beam path of the two probe beams. We find that typically a cover

slip rotation of 1° corresponds to a full phase rotation of 360° (sec. 2.3.4.

One way to separate the δr̃ (PP) and η (TG) terms in eq. (2.10) is to take values at

different values of ψ. However, a faster way to just isolate the TG terms is to use phase-

modulation. This consists of mounting one of the glass cover slips on a torsional oscillator

(Camtech) which rotates the cover slip by a small amount at frequency of ∼ 2 kHz. This

causes the phase ψ and thus the third term in eq. (2.10) to be modulated sinusoidally at a

frequency of 2 kHz. Note that the second and third terms in eq. (2.10) are already modulated

at a rate of 100 kHz which is the intensity modulation of the pump. One lock-in amplifier

synchronized to 100 kHz is used to isolate these two terms. In addition, the output of this

lock-in is then fed into another lock-in synchronized to 2 kHz to only get the TG term.

This oscillating cover slip is called the ‘shaker’ in our lab.

Spin-optic: The spin-optic is custom-made by Altechna and consists of three separate

glass pieces (fig. 2.9b). Each of them has the same thickness and they are all mounted parallel

to each other. One of them is essentially a half-wave plate and rotates the polarization by

90° while the other two leave the polarization unchanged. In this way, the polarization of

one of the pump and one of the probe beams is rotated to realize the spin-TG heterodyne

detection illustrated in fig. 2.8 while ensuring that all the four beams remain temporally

overlapped and the phase matching condition between them is fulfilled. The spin-optic can

be moved in and out to go between charge transient grating or spin transient grating.

2.3.3 Sample mounting & cryogenic components

The samples under study are mounted in an optical cryostat (Oxford Microstat HE) to

perform measurements in temperatures down to 4.2 K. This is a continuous flow cold finger

cryostat that has a very small working distance of ∼ 1 cm. This permits a large angle of
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incidence for the pump and probe beam as required by TG experiments. The cryostat is

pumped out using a turbo pumping system (Agilent TPS compact) so that the sample under

study is kept in vacuum at a pressure better than 5× 10−5 Torr. The cryostat can reach

base temperature of 4.2 K within 30 mins of cooling starting from room temperature. The

optimum helium consumption rate is better than 0.5 L/h of liquid helium. To measure the

temperature in the cryostat, two silicon diodes are used. One (diode A) is mounted right at

the end of the liquid helium transfer line however this point is about an inch away from the

sample mount which is typically at a slightly higher temperature. To accurately measure

the sample temperature, a second diode (B) is mounted right next to the sample. The

temperature is controlled using a heater mounted next to diode A. Standard PID feedback

techniques are used to control the current in the heater to set a given temperature.

The sample is mounted onto a copper plate using silver epoxy (Epo-Tek H20E) which

provides excellent thermal and electrical conductivity. For thin-film samples with transparent

substrates as studied in this work, it is essential to mount the sample over a ∼ 5 mm

hole in the copper plate. This allows the strong pump beam to go through the cryostat

rather than being diffusively reflected from the copper plate and contributing to pump-

scatter in the measurements.

The entire cryostat is placed on a home-built mount that allows rotation along the pitch

and yaw axis. This is quite useful; since the sample surface might not be uniform, the

reflected probe might be in an arbitrary direction rather than going through the pick-off

mirror. Adjusting the pitch and yaw allows us to control the path of the reflected probe

beam. This mount is placed onto three translation stages that allow positioning of the

sample along all three axes. Adjusting the z-axis (i.e. axis along the direction of beam

propagation) is essential in fine positioning the sample at the spatial overlap of the pump

and probe beams. Adjusting the x- and y-axis allows us to find a flat and shiny part

of the sample with minimum pump scatter.
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2.3.4 Data acquisition

To acquire OPP data, the output of the photodetector in fig. 2.9 is passed through a low-

pass filter (KIWA electronics) to limit high-frequency noise. It is then sent to a lock-in

amplifier (Stanford Research Systems SR830) which is synchronized to a 100 kHz reference

signal from the PEM controller. The time constant of the lock-in is set to 30 µs for good

signal-to-noise while maintaining a time resolution of < 100 fs. The output of the lock-in

is measured using an oscilloscope (Lecroy) that is triggered off the A.P.E delay line. As

discussed above, the calibrated signal from the A.P.E is the time axis while the lock-in

output is the pump modulated change in reflectivity (∆R). We also record the DC output

of the photodetector on the oscilloscope as a measure of the static reflectivity (R). In

this way ∆R/R is acquired as a function of time.

The acquisition of the TG data can be separated into what we refer to in our lab as the

‘3-point’ or the ‘2-point/shaker’ scheme. As the name suggests, the 3-point scheme refers

to solving for the variables δr̃, η and φ in eq. (2.10) using 3 different values of ψ which is

controlled using a thin cover slip as discussed above. The challenge is determining how the

physical cover slip angle ϑ is related to optical phase ψ. This is overcome by utilizing the

symmetry between the probe and local oscillator (LO) as illustrated in fig. 2.5. The probe

and the LO are interchangeable within a phase factor. As such we now refer to them as

probe 1 (P1) and probe 2 (P2). The reflected P1 heterodynes with the diffracted P2 and

following eq. (2.10) the measured intensity of this mixing can be written as:

IP1 ∝ |δr̃| cos(φ) + |η| cos(φ− ψ) (2.16)

Similarly, the reflected P2 heterodynes with the diffracted P1 and the measured intensity

of this mixing is similar to that above except that the sign of ψ is flipped since we are

now measuring the opposite diffracted order i.e.

IP2 ∝ |δr̃| cos(φ) + |η| cos(φ+ ψ) (2.17)
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Figure 2.14: Calibration of the phase in TG experiments. (a) The cover slip is rotated in steps of
1° and reflectivity transients are recorded at each value of the angle for each probe arm (top-right).
(b) The initial maximum value is plotted with the cover slip angle and fitted to sinusoidal curves.
From the intersection points between the two curves we obtain the cover slip angles corresponding
to ψ = 0, ψ = π/2 and ψ = π.

To calibrate the phase ψ, we obtain time-resolved traces at various values of the cover

slip angle ϑ for each probe arm as shown in fig. 2.14a. We then plot the initial peak

value of the traces in each arm with ϑ (fig. 2.14b). The values of ϑ where the curves

from each arm intersect correspond to ψ = 0 and ψ = π while the value between them

gives ψ = π/2. Performing measurements at these 3 values of ϑ gives us the following
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signals from which we can solve for δr̃, η and φ:

I0 ∝ |δr̃| cos(φ) + |η| cos(φ)

Iπ
2
∝ |δr̃| cos(φ) + |η| sin(φ)

Iπ ∝ |δr̃| cos(φ)− |η| cos(φ) (2.18)

The procedure used to calibrate ψ is only dependent upon alignment and not upon the

properties of the sample. Thus, the calibration is typically carried out once per data

run. In the 3-point scheme, only one lock-in is used with the signal being modulated

by the PEM at 100 kHz. One main advantage of the 3-point scheme is that it allows a

simultaneous measurement of both the δr̃ (PP) and η (TG) part of the response within

one set of measurements.

In contrast, the ‘2-point/shaker’ scheme only acquires the η (TG) part of the response.

This scheme uses the shaker to modulate ψ so as to get rid of the first term in eq. (2.16) and

in eq. (2.17). In this case, we only need data at two angles of the cover slip corresponding to

ψ = 0 and ψ = π/2 to solve for η and φ. In this case, the output of the photodetector goes

through two lock-in amplifiers. The first is set to 100 kHz and a time constant of 10 µs to

allow the signal modulated at 2 kHz to pass through the output. The second lock-in is set to

2 kHz and a time constant of 30 µs. While the shaker allows faster acquisition of the TG data,

the data is slightly nosier then that in the 3-point scheme due to mechanical instabilities

in the motion of the torsional oscillator. Nonetheless, the shaker is is extremely useful in

optimizing the TG signal and in optical phase separation experiments discussed earlier.



And so these men of Indostan
Disputed loud and long,

Each in his own opinion
Exceeding stiff and strong,

Though each was partly in the right,
And all were in the wrong!

— John Godfrey Saxe,
The Blind Men & the Elephant
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Cuprate materials hosting high-temperature superconductivity (HTS) also exhibit various

forms of charge and/or spin ordering whose significance is not fully understood. To date,

static charge-density waves (CDWs) have been detected by diffraction probes only at special

doping or in an applied external field. However, dynamic CDWs may also be present

more broadly and their detection, characterization and relationship with HTS remain open

problems. In this chapter we present a new method, based on ultrafast pump-probe and

65
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transient grating spectroscopy, to detect the collective modes (amplitudon and phason) of

the fluctuating CDW in a La1.9Sr0.1CuO4 thin film. Following uniform photoexcitation by

an ultrashort laser pulse, we observe highly damped oscillations in the transient reflectivity

of a time-delayed probe pulse (pump–probe (OPP) spectroscopy). The frequency of these

oscillations as well as the temperature and excitation density dependence of their amplitude

indicates that they arise from the amplitudon of the CDW. When we perturb the system

with a spatially varying sinusoidal excitation density (transient grating (TG) spectroscopy),

we observe an additional slow response that we ascribe to the phason. Using theoretical

predictions for the temperature evolution of the phason damping rate we obtain an estimate of

the CDW fluctuation lifetime (τF ). In contrast, in an optimally doped La1.84Sr0.16CuO4 film

(Tc = 38.5 K), we detect no signatures of fluctuating CDWs at any temperature which suggest

a competition between the superconducting and the CDW order parameters. Similarly,

an analysis of the magnitude of the detected amplitudon in terms of Ginzburg-Landau

theory further supports the competition scenario.

3.1 Cuprate superconductors

In 1986, superconductivity in copper-oxide compounds was discovered by J. Bednorz and

K. Müller when they cooled down LaBaCuO4 and found that it superconducts below 30

K [8]. It was soon realized that the superconducting phase in these compounds is highly

unconventional in that it differs from the Bardeen, Cooper and Schreiffer (BCS) theory

of superconductivity. For example, it is known that unlike BCS superconductors, the

order parameter in cuprate superconductors is not simple s-wave. Moreover, it is still

not clear if the pairing mechanism between Cooper pairs is derived from electron-phonon

interaction. Several cuprate superconducting compounds have now been discovered with

superconducting transition temperatures (Tc) even higher than the boiling temperatures

of liquid nitrogen (77K). Cuprates are ideal examples of quantum materials; not only do
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Figure 3.1: Crystal structure of La2−xSrxCuO4 (a) Three dimensional structural arrangement
with one tetragonal unit cell being represented. Drawn using [43] (b) CuO2 plane with copper
atoms in orange and oxygen atoms in grey.

they host the macroscopic quantum phenomena of superconductivity but they also exhibit a

delicate balance between various other electronic and magnetic phases.

Figure 3.1 shows the crystal structure of the cuprate La2−xSrxCuO4 which is the main focus

of this chapter. La2−xSrxCuO4, like other cuprates, is a layered material whose elementary

units are CuO2 planes separated by layers containing La atoms, a few of which are replaced by

Sr atoms to introduce dopant holes into the CuO2 planes. Superconductivity as well as other

types of electronic/magnetic ordering originate within this CuO2 plane. In general, cuprate

properties can vary significantly depending on the charge carrier concentration in this plane.

For example, as the hole doping is varied, various forms of charge and/or spin ordering

emerge, as shown in the phase diagram in fig. 3.2. At zero doping (p = 0), the ‘parent’

compound is an anti-ferromagnetic (AFM) insulator due to strong Coulomb repulsion between

adjacent Cu sites. As the doping is increased, long-range AFM ordering is suppressed but at

very low temperatures there is evidence for a spin-glass or spin density wave phase for dopings

upto p = 0.06. As the doping is increased, superconductivity (SC) sets in within a dome

shaped region. The maximum of this dome, corresponding to the highest superconducting

temperature, occurs at p ∼ 0.16. This doping is called optimal doping while the regions
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Figure 3.2: Typical phase diagram of hole doped cuprates. AFM refers to anti-ferromagnetism
while CDW is the charge density wave phase which will be the main focus of this work. Tc, T ∗, and
TN mark the temperatures at which superconductivity, the pseudogap and AFM onset respectively.
Red dashed line refers to the SC transition in MBE grown thin film cuprates which show a SC
phase persisting far into the overdoped regime. Figure adapted from [45]

for p < 0.16 and p > 0.16 are known as underdoped and overdoped respectively. For very

high hole dopings, SC is completely suppressed and Fermi liquid (FL) resistivity (ρ ∝ T 2) is

observed [16]. In between the SC and FL phases is the so-called strange metal regime for

which the resistivity ρ ∝ T for exceedingly high temperatures. It is important to note here

that for MBE grown thin-film La2−xSrxCuO4 superconductors, which are the main subject

of this chapter, the superconductivity dome persists quite far into the overdoped region [44].

Above the SC transition temperature Tc, the cuprate phase diagram features two phases

that are believed to be the key to understanding high-temperature SC in cuprates: the

pseudogap (PG) phase and charge density wave ordering (CDW) The PG phase onsets

at a temperature T ∗ and was first seen in NMR experiments [46]. There is substantial

debate on whether the PG is a distinct quantum phase or a precursor to the SC phase

with preformed Cooper pairs. The transition to the PG is usually seen as a decrease in the

electronic component of the specific heat [47]. As shown in sec. 2.1.2, optical pump-probe

is able to distinguish between the SC and PG phases quite accurately. Further discussion
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Figure 3.3: (a) Visualization of magnetic and charge order in the CuO2 plane of cuprates. Only
the Cu sites are shown. Alternating anti-ferromagnetic regions (green rectangles) are separated by
1D charge density wave regions (red rectangles) (b) Charge density profile across the 1D chain of
Cu atoms separating the AFM regions in (a)

on the PG phase is beyond the scope of this thesis. Instead, the focus will be on the CDW

phase which occurs in a narrow region on the underdoped side of the phase diagram and

is believe to co-exist with both the SC and the PG phase.

3.1.1 Charge ordering in cuprates

As pointed above, among the rich structural, magnetic, and electronic phases of the cuprates,

there exist various forms of modulated charge order [48–53]. A particularly well-studied

example is found in underdoped La2−x(Sr,Ba)xCuO4 where a fraction of the carriers forms a

charge density wave (CDW) phase [54] coexistent with magnetic density-wave ordering in a

configuration sometimes referred to as ‘stripes’ [55, 56]. One way to visualize this ‘stripe

order’ in La2−x(Ba)xCuO4 at x = 1
8 is to consider alternating AFM and CDW order on

the Cu sites in the CuO2 planes as shown in fig. 3.3a. In general the CDW is a broken

symmetry electronic phase in which translational symmetry is broken due to a sinusoidal

spatial variation in the charge density along 1D chains of Cu sites (fig. 3.3b). It is important

to note that the charge order in La2−x(Ba)xCuO4 is static which means that the correlation

length and time for the order parameter diverge to infinity at the transition. At the special

doping of x = 1
8 this CDW order completely eliminates superconductivity [57] indicating

that static CDW order competes with superconductivity.
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Figure 3.4: Schematic illustrating the dynamics of the fluctuating CDW order. The spatial
organization of the CDW order changes within the fluctuation lifetime τF

.

In contrast to this static order, in most cuprates including La2−x(Sr)xCuO4 (LSCO),

the CDW order parameter is thought to be fluctuating. This implies that a particular

configuration of the CDW order dynamically changes within a characteristic lifetime as

represented schematically in fig. 3.4. Here the order has some finite correlation length and

correlation time (τF ). Due to this dynamical nature, the impact of the density wave in

LSCO is mitigated [44], causing only a slight depression in Tc in the vicinity of x = 1
8 .

This fluctuating characteristic has been a central issue in the debate surrounding the role

of CDWs in the cuprates [58], in particular, whether they favour—or even enable—HTS, or

compete with it. In the competition scenario, the stability of the fluctuating CDW should

decrease with higher values of Tc because both the CDW and the superconducting order

would compete for charge carriers. Another open question in the field is a determination of

the lifetime associated with this fluctuating order i.e. how long a particular configuration

of the order remains stable.

To study fluctuating order, researchers have relied on quasi-static probes of local order

[58] in a configuration where the density wave has been stabilized either by an external

magnetic field [59] or by adding specific dopants, for example, Nd [55, 60] or Eu [61]. These

requirements have only recently been surmounted by the use of resonant inelastic X-ray

scattering [52, 62, 63] and high-energy X-ray diffraction [53], although these techniques
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Figure 3.5: (a) The CDW gives rise to two collective excitations: the amplitude mode
(amplitudon), which represents an overall oscillation of the CDW amplitude, and the phase
mode (phason), which is due to a sliding of the CDW along the modulation direction (b) The
amplitudon exhibits optical dispersion whereas the acoustic phason dispersion is gapless owing to
the incommensurability of the density wave with respect to the lattice.

have yet to provide dynamical information about the CDW from which the critical behavior

of τF may be elucidated.

3.1.2 Collective excitations of the CDW phase

In contrast to the above techniques, ultrafast methods provide a new opportunity to probe

dynamics of charge orders directly without the need for stabilizing fields or impurities [64].

Among the various degrees of freedom that may be probed are the collective modes of

the CDW, as depicted in fig. 3.5. Here, absorption of an ultrafast laser pulse generates

single-particle excitations of the CDW and hot carriers [65]. These may be manipulated

to either coherently drive the amplitude mode (amplitudon) or the phase mode (phason)

of the CDW phase. The amplitudon is the coherent oscillation of the charge density’s

magnitude and has a dispersion similar to that of an optical phonon and is gapped [66].

On the other hand, the phason, which is the collective sliding of the modulated charge,

is gapless for incommensurate CDWs and has a dispersion similar to that of an acoustic

phonon [66]. A key point to note here is that for a fluctuating CDW order, each of these

excitations cannot live longer than underlying CDW configuration so the lifetime of these

excitations could be based on the CDW fluctuation lifetime.
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In the cuprates, the amplitudon and phason of the CDW have so far been probed using

Raman scattering in LSCO single crystals [67, 68] where their broad frequency-domain

features did not allow a reliable extraction of their lifetimes. In contrast, a time-domain

approach, similar to studies in conventional CDW systems [65, 69–72] would allow an

accurate characterization of these highly damped modes, and thus provide information on

the dynamical nature of the CDW and yield its fluctuation time.

In this work, ultrafast techniques are used to generate the collective modes of the

CDW phase in an underdoped LSCO thin film. The amplitudon is generated by uniform

illumination of the sample using optical pump-probe as detailed in sec. 2.1. Whereas the

phason may be driven by a sinusoidally modulated excitation density - a transient grating -

created by the interference of two temporally and spatially coincident beams. The principles

behind the transient grating technique can be found in sec. 2.2.

3.2 Experimental methods

This section describes the sample and the ultra-fast optical setups used for this work.

3.2.1 LSCO: sample synthesis and characterization

The La2−xSrxCuO4 thin films used in this work were grown and initially characterized by

Anthony T. Bollinger and Ivan Bozovic at the Brookhaven National Laboratory. Three

dopings were studied: x = 0.1 and x = 0.16. The films were synthesized using atomic-layer-

by-layer molecular beam epitaxy (ALL MBE) [73–76] on single-crystal LaSrAlO4 substrates

which were polished to epitaxial smoothness with the (001) axis perpendicular to the surface.

The thickness of each LSCO film was set to 50 nm. More detail on the sample growth process

and verification can be found in the supplementary information of [25].

To determine the superconducting transition temperature (Tc) for each film, mutual

inductance measurements [77] were done in the transmission geometry i.e. the cuprate thin-

film was situated between the drive and pick-up coils. The data was acquired at frequency

of ν = 10 kHz. The drive coil current excitation was Idr = 5 µA; given the geometry of the
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Figure 3.6: (a) The real (reactive) part of the mutual inductance in the underdoped MBE grown
La1.9Sr0.1CuO4 thin film showing diamagnetic screening below Tc ≈ 26 K. (b) Same measurement
for optimally doped MBE grown La1.84Sr0.16CuO4 showing a Tc ≈ 38.5 K

coil assembly, this corresponds to a screening current density in the film of jf ∼ 103 A/cm2.

The data for these measurements is displayed in fig. 3.6. This indicates a Tc ≈ 26 K in

La1.9Sr0.1CuO4 and a Tc ≈ 38.5 K in La1.84Sr0.16CuO4.

3.2.2 Optical setup details

Full experimental details on the optical pump-probe and transient grating setups are given

in chap. 2. For completeness, a few specific points are highlighted as follows. Experiments

were performed with a Ti : sapphire oscillator lasing at the center wavelength of 60 nm (~ω

= 1.55 eV) producing pulses 60 fs in duration. The repetition rate of the laser was reduced

to 1.6 MHz with an extracavity pulse picker to avoid cumulative heating effects on the

sample. Two separate experimental geometries were used. In the pump-probe (PP) geometry,

the sample was excited by a spatially Gaussian pump pulse of 60 µm FWHM. The sample

response was then recorded through measurement of the normalized change in the reflectivity,

∆R(t)/R, of a separate probe pulse as a function of delay time t between the pump and

the probe. In the transient grating (TG) geometry, the intersection of two equal-intensity,

temporally coincident copies of the excitation pulse at an angle θ produces a sinusoidal

modulation of the excitation profile with spacing Λ = λ/(2 sin(θ/2)), where λ is the laser

wavelength. Signal was recorded using a beam that both diffracted off the induced grating
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and reflected specularly from the excited region. The contribution due to the sinusoidal

excitation was separated from the transients to yield the TG response [41].

3.3 Time-resolved signatures of the CDW phase

Figure 3.7a shows pump-probe(PP) data for an underdoped (x = 0.1) LSCO thin-film at

various temperatures. For T < Tc, there is a short ≈ 1 ps ‘spike’ which is identical to the

response for T > Tc and was not observed to change in dynamics up to 300 K. This is

interpreted as arising from uncondensed electrons and will refer to it below as the ‘normal’

component. This fast electronic response is followed at short times by highly damped

oscillations which are superposed upon the slow response due to quasiparticle recombination;

this slow response has been studied extensively [78, 79] and will not be discussed further in

this chapter. Refer to appendix A for more details on the dynamics of this quasi-particle

recombination. The observed oscillations are isolated by subtracting the slow response

(fig. 3.7a inset). As the temperature is increased across Tc, the oscillations persist with

decreasing strength up to ≈ 100 K, above which they cannot be discerned from the noise.

In order to study the CDW dynamics without the presence of the superconducting state,

data is shown in the PP and transient grating (TG) geometry at 45 K (i.e. T > Tc) (fig. 3.7b).

Here, the presence of the normal response is observed as described above and an additional

component which provides a TG response that decays more slowly than that measured in the

PP geometry. This additional response disappears when the temperature is raised to 100 K

(fig. 3.7b inset). In contrast with the data of fig. 3.7a and 3.7b, there are no oscillations

in an optimally doped La1.84Sr0.16CuO4 (Tc = 38.5 K) sample at any temperature, as seen

in fig. 3.7c for 5 K and 50 K. In addition, this sample produced a TG response which was

identical to the PP response above Tc, as shown in fig. 3.7d.

3.3.1 Identifying the amplitudon

This subsection establishes that the oscillatory response of fig. 3.7a originates from the

amplitudon. Adapting an approach similar to Demsar et al. [65], the data in fig. 3.7a
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Figure 3.7: Raw data traces indicate the presence of coherent modes of the CDW in La2−xSrxCuO4
for x = 0.10 but not for x = 0.16. In (a), the amplitudon response is evident via an oscillation
of frequency fA in the reflectivity transients. This response is observed to persist above the
superconducting transition temperature Tc = 26 K. Inset : the amplitudon response is isolated
by subtracting the fitted background electronic response (see text). (b) Above Tc, there is a
discrepancy between the PP and TG responses is attributed to the phason, as described in the text.
This difference disappears at ≈ 100 K (inset). (c) Data from the x = 0.16 sample (Tc = 38.5 K)
show only the quasiparticle recombination dynamics associated with non-equilibrium excitation of
the superconducting state below Tc and a fast electronic transient above Tc. There is no evidence
of either the amplitudon or phason above or below the superconducting transition temperature.
Similar behavior was observed in the x = 0.33 sample (not shown). (d) TG and PP transients at
50 K in the x = 0.16 sample. There is no discernible difference between the two traces.
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is fitted to a model which comprises both the electronic and oscillatory components as

∆R(t)/R = Ae−t/τA sin(2πfAt)+Cs(t), where A is the magnitude of the oscillating component,

τA its lifetime and fA its frequency. C represents the strength of the background electronic

response s(t) due to quasiparticle recombination below Tc and due to charge relaxation above

Tc (see sec. 3.6 below for details on the exact fitting procedures). A representative fit is

shown in fig. 3.8a, where excellent agreement is observed between the model function and the

data, yielding the frequency fA = 2.0 THz (67 cm−1) and the lifetime τA = 300 fs. Neither

fA nor τA were observed to vary with temperature within our experimental uncertainties,

although the amplitude A of the response diminishes with temperature until it is no longer

detectable, as shown in fig. 3.8c. The obtained value for fA is lower in frequency than any

optical phonon mode observed by frequency-domain Raman techniques [80], for which the

full theoretical assignment of the lattice modes in the parent material has been made [81].

Rather, fA approximately matches the value assigned by Sugai et al. [68] to the amplitudon

in their study of LSCO single crystals by Raman spectroscopy.

In the absence of optical phonon modes that match the observed oscillation, it is quite

likely that this oscillatory response is due to an amplitudon driven by a mechanism akin to

the displacive excitation of coherent phonons (DECP) [31, 65]. The general theory behind

the DECP mechanism is discussed in sec. 2.1.1. In this scenario, depicted in fig. 3.8d, single-

particle excitations and hot carriers arising from optical excitations of the CDW alter the local

potential V0 of the CDW. Their sudden photo-generation results in an impulsive change of

the potential energy landscape of the modulated order V ′ which shifts the equilibrium charge

modulation away from the photoexcited state configuration. In response, the system oscillates

about the new equilibrium charge configuration with frequency fA, modulating the reflectivity.

Further evidence to support the identification of the oscillation as the amplitudon is

provided in the plot of A/∆R(0)/R, i.e. the ratio of the amplitude (A) of the amplitudon

to the total amount of signal (∆R(0)/R), as a function of the incident laser fluence in

fig. 3.8b. Here, the oscillation strength decreases relative to the total amount of signal as

the excitation fluence is increased, indicating a saturation of the oscillatory response. While
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Figure 3.8: Analysis of the amplitudon response as a function of temperature. (a) Representative
data at T = 15 K are shown along with the fit to the model described in the text and the residual
due to the amplitudon response. Excellent agreement between the model function and the data is
found at all temperatures. (b) Ratio of the amplitude (A) of the amplitudon to the total amount
of signal (∆R(0)/R) as a function of fluence. The saturation of the amplitude with fluence is
consistent with other measurements of the amplitudon in conventional CDW systems. (c) The
magnitude of the amplitudon and phason as a function of temperature, both normalized to the
value at T = 35 K for comparison. Their common disappearance indicates that TCDW ≈ 100 K.
(d) Representation of the displacive excitation mechanism (DECP) which drives the amplitudon.
The system is represented by an open circle. V0 and V ′ represent the potential energy surfaces
before and after the absorption of laser light, respectively. Error bars in b,c represent the 95%
confidence interval (2s.d.) in extracting the fitting parameters A and P .
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for a Raman-active phonon mode the strength of the phonon response is proportional to

the electron dynamics that drive the phonon, in the CDW case the finite concentration of

the participating carriers (estimated by [68] at ∼ 10%) is depleted by the pump pulse at a

relatively modest fluence of ∼ 3 µJ/cm2. Therefore, the oscillation observed in fig. 3.7a is

not due to an optical phonon, but specifically due to the amplitudon of the CDW. Thus, the

temperature at which the amplitudon disappears indicates that TCDW ≈ 100 K, consistent

with observations from Raman spectroscopy [68]. Since the processes responsible for the

amplitudon damping rate may possibly be faster than τF , the 300 fs lifetime measured above

thus sets a lower bound on the CDW fluctuation lifetime.

3.3.2 Identifying the phason

In this subsection we assign the additional decay component observed in the TG configuration

in fig. 3.7b to the phason. The data were analyzed by first fitting the PP response at 100 K.

This produced an excellent phenomenological fit which was subtracted from the raw TG

data at all temperatures to account for the unchanging normal component observed by the

PP transients. The resulting TG − PP data were fitted to a single exponential P e−t/τP

to represent the overdamped decay. A representative fit is presented in fig. 3.9a, showing

agreement between the raw data and the model predictions. As with the amplitudon, the

magnitude of the overdamped response P diminishes with temperature and recedes below

a detectable level at 100 K (fig. 3.8c), indicating its common origin with the amplitudon

signal. Besides the phason, other possible sources listed below can also give rise to a

difference between the TG and the PP signals:

1. Propagating optical phonons [82],

2. Propagating acoustic phonons [83],

3. Thermal diffusion [83],

4. Carrier diffusion [21]
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Figure 3.9: Phason response and depinning mechanism. (a) The difference between the TG and
PP components yields the pure phason response, which is fitted to a decaying exponential yielding
the phason magnitude P and lifetime τP . (b) Illustration of the depinning mechanism for phason
generation. The gradient of the TG geometry is ∼ 100 times larger than that of the PP geometry,
allowing the CDW to slide.

None of the source listed above could cause the TG signal in fig. 3.7b: photo-generated

coherent acoustic phonons in this system appear at too low frequencies [84] while the optical

phonon modes frequencies are too high; both the optic and the acoustic phonon modes are

underdamped [84], and the selection rules for optical phonons would imply that the response

would be present both in the PP and TG geometries. Thermal diffusion is much slower

than the ∼ 1 ps timescales observed here, and both thermal and carrier diffusion would

produce a TG response that is faster than in the PP geometry [21].

Given that the aforementioned sources of the TG signal can be ruled out and given

that both the amplitudes A and P disappear together (fig.3.8c), we assign the observed TG

signal in fig. 3.7b to the phason. Here the phason is generated via a mechanism, shown

in fig. 3.9b, that is similar to that which drives the amplitudon. Since the CDW is known

to be incommensurate in La2−xBaxCuO4 and La2−x−yNdySrxCuO4 even at the x = 1/8

doping of static charge order [85, 86], the phason is gapless. Impurities pin the phason and

prohibit it from sliding [87] unless a depinning field is applied. However, due to the presence

of the same single-particle excitations and hot carriers that drive the amplitudon, there

is a change in the local electronic potential V(x) experienced by the CDW as a function
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of position x. This change δV(x) shares the spatial profile of the driving laser field, i.e.

it is Gaussian in the PP case with the FWHM of the laser, while in the TG geometry it

is both Gaussian and spatially periodic with grating period Λ. In the PP configuration,

the Gaussian of FWHM 60 µm produces a maximal gradient approximately two orders of

magnitude smaller than that generated by the typical grating spacing in the TG geometry

with grating period Λ = 6 µm. The result is an in-plane, spatially periodic electric field

E = −∇δV(x) that serves as the depinning field and drives the phason.

3.4 CDW fluctuation lifetime in cuprates

In this section we discuss how the CDW fluctuation lifetime can be deduced from the

phason lifetime. Figure 3.10a, shows the lifetime τP deduced from the fits as a function

of temperature. It decreases monotonically from τP ∼ 2 ps at 5 K to τP < 500 fs at 100 K.

There are two mechanisms responsible for the lifetime of the phason: intrinsic damping

and the lifetime of the CDW fluctuations. Intrinsic damping occurs owing to the emission

of lower-energy phasons or phonons [88] and yields a damping rate ΓP = 1/τP that has

been shown to scale as T 2 at low temperatures and as T 5 closer to TCDW (refs. [88–90]).

Plotting the value of ΓP obtained from the fits as a function of temperature in fig. 3.10b

on a log-log scale, we observe a crossover from sublinear behavior (ΓP ∝ T 1/4) at low

temperatures (T < 40 K) to linear behavior (ΓP ∝ T ) at higher temperatures (T > 40 K),

in contrast with theoretical predictions.

Moreover, if the lifetime of the phason were to depend on intrinsic damping only then it

should also depend on the wave-vector of the phason since the damping rate of an overdamped

mode is dependent on the wave-vector of that mode. To study this, we carried out the

experiment in the transient grating geometry at Λ = 2.5 µm and found that the TG data

matched with the TG data at Λ = 6 µm (fig. 3.10c). Thus, the lifetime of the detected

phason does not depend on its wave vector for these particular grating spacings.
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Figure 3.10: Analysis of the phason response as a function of temperature and grating spacing.
(a) The CDW fluctuation lifetime decreases with temperature until it becomes immeasurably
short at TCDW . Error bars represent the 95% confidence interval (2 s.d.) in extracting the fitting
parameters τP . (b) A log-log plot of the phason decay rate as a function of temperature does not
show the ΓP ∝ T 2 or ΓP ∝ T 5 behavior expected from intrinsic damping of the phason alone. (c)
TG data at Λ = 2.5 µm and at Λ = 6 µm measured at 5 K

The above findings rule out intrinsic damping as the only source of the lifetime. We

therefore posit that the short lifetime of the phason is due to the disappearance of the

CDW within its lifetime τF . As the charge modulation itself is fluctuating, the elementary

excitations of the fluctuating order cannot persist longer than the order itself. Measurement

of the phason’s temporal evolution thus provides direct access to the temporal evolution

of the fluctuating CDW.

3.5 Coupling between SC and CDW orders

As seen in fig. 3.8c, the magnitude of the amplitudon experiences an increase as the

temperature is lowered into the superconducting region. This is surprising since it suggests

that the CDW order gets stronger as the sample enters the superconducting (SC) phase

which contradicts the competition scenario. This section describes how this curious behavior

can naturally arise within the competition scenario due to the coupling between the SC

and CDW order parameters.
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It is important to note that similar observations were also made by Hinton et al.

[91] on single crystals of the cuprate underdoped YBCO (YBa2Cu3O6.67). Figure 3.11

compares the magnitude of the amplitudon with temperature in both this work and in

[91] as measured using optical pump-probe. The temperature axis is renormalized with

respect to the superconducting transition temperature (Tc). Despite the big differences in

both the stoichiometry and the Tc (26 K in La1.9Sr0.1CuO4 and 67 K in YBa2Cu3O6.67), in

both cases there is a kink in the magnitude of the amplitudon right at Tc. Hinton et al.

[91] were able to describe this odd but uniform behavior by using a Ginzburg-Landau

treatment of coupled order parameters. Within Ginzburg-Landau, the free energy of coupled

order parameters can be written as:

F (Φ,Ψ) = −a|Φ|2 + b

2 |Φ|
4 − α|Ψ|2 + β

2 |Φ|
4 + λ|Φ|2|Ψ|2 (3.1)

where Φ and Ψ are the CDW and SC order parameters, respectively, and λ is a constant

characterizing the coupling strength between the two orders. In the competition scenario

(repulsive interaction), the parameters a, α and λ are all positive. By minimizing the

free energy with respect to the |Φ|, we get the following expression for the equilibrium

value of the CDW order parameter:

|Φeq|2 = a− λ|Ψ|2
b

(3.2)

To see how this effects the magnitude of the amplitudon in the presence of SC order, we con-

sider the initial change in |Φ| following photo-excitation which to first order can be derived as:

δ|Φ| = −|Φ0|
λ

2aδ|Ψ|
2 (3.3)

where Φ0 is the equilibrium value of of the CDW order for λ = 0. Below Tc, due to the

photo-excitation, the SC order is suppressed i.e. δ|Ψ|2 is negative and thus the change in

|Φ| is positive. Due to the DECP mechanism sec. 3.3.1, the magnitude of the amplitudon

is directly related to the initial change in |Φ| which increases across the SC transition

due to photoexcitation which explains the observed kinks in fig. 3.11. Moreover, it is
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Figure 3.11: Normalized magnitude of the measured amplitudon response as a function of T/Tc
in (a) La1.9Sr0.1CuO4 and (b) YBa2Cu3O6.67. The data in (b) is extracted from [91]. For both
cases, the magnitude at each temperature is normalized with respect to the magnitude at the
superconducting transition temperature Tc. Blue lines are guides to the eye. In both cases, a kink
is seen at Tc

known [92] that below Tc, the photoinduced decrease in the SC order is proportional

to |Ψ|2. Thus, the magnitude of the CDW amplitudon is directly proportional to the

SC order parameter. This explains the continuous increase in the amplitudon strength

for decreasing temperatures below Tc.

In summary, we have used ultrafast pump-probe and transient grating methods to

observe the presence of fluctuating charge order in thin films of La1.9Sr0.1CuO4 via the

amplitudon and phason of the CDW. The amplitudon is observable through an oscillation in

the PP reflectivity transients ∆R(t)/R, while the phason is manifested through an additional

relaxation component in the TG channel. Our data indicate that TCDW ∼ 100 K and

that the fluctuating CDW lifetime varies from τF ∼ 2 ps at 5 K to τF < 500 fs at 100 K.

These experiments provide the first direct dynamical measurement of modulated charge

in cuprates and establish ultrafast spectroscopies as a valuable probe of fluctuating CDW

order. Absence of these modes in the optimally doped sample (with a higher Tc) strongly

suggests that fluctuating CDW competes with HTS.
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3.6 Supplementary: Fitting procedures

To extract information about the lifetime and frequency of the amplitudon, we fit the data

in the pump-probe (PP) geometry to the DECP functional form:

Ae−t/τA sin(2πfAt) +B(1− Ae−t/τA cos(2πfAt)) + C

tτth
+Dδ(t) + E (3.4)

This function was convolved with the Gaussian shape of the laser pulse: y = e−((t−t0)/τpu),

where τpu is the duration of the laser pulse. The first term in eq. (3.4) represents the

response of the amplitudon with A as its amplitude, τA as its lifetime and fA. In our fits

B = 0 and we only use the term in A in the analysis above. The third term is used to

model the electronic decay above and below Tc. The fourth term is used to isolate the

initial fast spike we observe in our data at all temperatures. The last term is a constant

used to model any long-lived change in reflectivity.

This fitting equation ensures that we can separate out the amplitudon response from the

electronic decay. All of our analysis of the amplitudon is based on the first term in eq. (3.4);

the term in C is used only as a phenomenological function to eliminate the background so

that we could isolate the oscillating component. We found that the term ∝ C provides a

better fit to our data than an exponential function. The choice of this function does not affect

the measured amplitudon life-time and frequency as their time scales are much different.

To extract information about the phason, we first fit the PP response for 100 K using the

phenomenological fit in the second term in eq. (3.4). The resulting fit was then subtracted

from the raw TG data (fig. 3.9a) so we could study the TG response independent of the

unchanging normal component observed by the PP transients. The resulting TG − PP data

is then the response from the overdamped phason and is fitted to a single exponential P e−t/τP .



“The difficulty really is psychological and exists in the
perpetual torment that results from your saying to
yourself, "But how can it be like that?" which is a
reflection of uncontrolled but utterly vain desire to
see it in terms of something familiar.”

— Richard Feynman
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The valley pseudospin in monolayer transition metal dichalcogenides (TMDs) has been

proposed as a new way to manipulate information in various optoelectronic devices. This

relies on a valley polarization that remains stable over long timescales (hundreds of ns).

However, time resolved measurements report valley lifetimes of only a few ps. This has been

attributed to mechanisms such as phonon-mediated inter-valley scattering and a precession

of the valley psedospin through electron-hole exchange. In this chapter we use transient

spin grating to directly measure the valley depolarization lifetime in monolayer MoSe2. We

find a fast valley decay rate that scales linearly with the excitation density at different

85
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Figure 4.1: The honeycomb lattice structure of monolayer MoSe2, the TMD used in this work.
The two sublattice sites are occupied by one Mo and two Se atoms respectively which are arranged
in a trigonal prismatic structure. Spatial inversion symmetry is explicitly broken.

temperatures. This establishes the presence of strong exciton-exciton Coulomb exchange

interactions enhancing the valley depolarization. Our work highlights the microscopic

processes inhibiting the efficient use of the exciton valley pseudospin in monolayer TMDs.

4.1 Monolayer transition metal dichalcogenides (TMDs)

Monolayer transition metal dichalcogenides (TMDs) are direct-gap semiconductors of the

form MX2 where M is a transition metal atom (typically Mo or W) and X is a chalcogen

atom (S, Se or Te). Monolayer TMDs MX2 consist of a single layer of M atoms sandwiched

between two layers of X atoms to form a 2D hexagonal lattice structure as shown in fig. 4.1.

Within this hexagonal lattice, inversion symmetry is broken because the two sublattices

are occupied by different type of atoms: one M atom on one sublattice and two X atoms

on the other sublattice. The two X atoms are slightly out of the plane of M atoms. In

these monolayers, the conduction band (CB) minimum and the valence band maximum

(VB) are located at the corners of the hexagonal Brillouin zone (i.e. the K and K’ points)

(fig. 4.2a). This leads to direct optical transitions in the visible range.

The CB and VB at the K point are mostly composed of d-orbitals (l = 2) of the transition

metal (M) with ml = 0 for the CB and ml = 2 for the VB. The sign of ml for the VB at

the K’ point is reversed since K and K’ are related to each other by time-reversal. Because

of broken inversion symmetry, strong spin orbit coupling (SOC) can split the valence band
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Figure 4.2: Schematic of the band structure of monolayer MoSe2 at the K and K’ points in the
Brillouin zone (lower left). (a) The conduction and valence bands are labeled by the z-component
of their total angular momentum (mj). The valence band is split due to spin-orbit coupling. The
valley and spin degrees of freedom become coupled. The band gap in monolayer MoSe2 is about
1.6 eV. (b) Optical selection rules for the A optical transition at the K and K’ valleys for circularly
polarized light.

ranging from 160 meV in MoS2 to 400 meV in WSe2. Because of the opposite ml at opposite

valleys, the mlSz component of the SOC gives a valley dependent splitting of the VB as

shown in fig. 4.2a. On the other hand, since the CB is made up of d-orbitals with ml = 0,

to first order it remains degenerate. A simple way to describe monolayer TMDs is to use

a massive Dirac fermion Hamiltonian with SOC [93]:

H = at(τkxσ̂x + kyσ̂y) + ∆
2 σ̂z − λτ

σ̂z − 1
2 ŝz (4.1)

where a is the lattice constant, t the effective hopping integral, and ∆ the energy gap.

τ = ±1 is the valley index. The Pauli matrices σ̂ are defined in a basis consisting of the

two d-orbitals of the M atom, with m = 0 and m = 2τ . 2λ is the spin-splitting at the

valence band top cased by the SOC and ŝz is the Pauli matrix for spin. The τ dependence in

eq. (4.1) results in the carrier spin index becoming locked to its valley index or polarization.

This leads to a valley-dependent selection rule for optical excitation with circularly polarized

light: left circularly polarized (σ−) and right circularly polarized (σ+) excite carriers at

opposite K or K’ valleys respectively (fig. 4.2b). This valley selective optical transition is

similar to the well-known spin optical selection rule in GaAs.
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Due to the 2D nature of monolayer TMDs, strong electron-hole interactions give rise

to the formation of A and B excitons [94] with very strong binding energies with the A

exciton corresponding to the lowest energy transition. In addition, other electron-hole bound

quasi-particles such as trions, biexcitons can also exist. It is important to note that the

valley selective optical transitions also carry over for these bound particles since the selection

rules are nearly exact over a large region around the K and K’ valleys [95]. In this way, the

valley polarization of excitonic quasi-particles (excitons, trions etc.) can be manipulated

to process information in the emerging field of “valleytronics” [15].

The feasibility of these monolayer materials for this field is primarily determined by

the valley polarization or inter-valley scattering lifetime i.e. how long it takes particles

excited in the K valley to scatter to the K’ valley and vice versa. Since this requires a

simultaneous spin flip, the valley depolarization time was predicted to be quite long (∼

a few ns) by various photoluminescence (PL) measurements [96–98]. However, a number

of time-domain experiments such as transient Faraday [99] and Kerr rotation[100], time-

resolved photoluminescence (TRPL) [101–103] and transient reflection and transmission

spectroscopy [99, 104–106] have revealed valley polarization lifetimes orders of magnitude

shorter (∼ a few ps) than predicted. While there exist several theoretical proposals [107–109]

to explain this discrepancy, a consensus has yet to emerge on the exact mechanisms for the

fast valley depolarization. An understanding of these is crucial for engineering devices

based on valleytronics.

4.1.1 Spin decay mechanisms in semiconductors

Two commonly discussed mechanisms to explain spin relaxation in metals and semiconductors

are known as Elliot-Yafet (EY) and the D’yakonov-Perel (DP) [110]. In addition, the Maialle-

Silve-Sham (MSS) mechanism has been invoked to describe exciton spin/valley relaxation

in monolayer TMDs [109]. Below we describe each of these mechanisms.

Elliot-Yafet (EY) mechanism: In the EY mechanism [111, 112], carriers can relax

their spin via momentum scattering from phonons and impurities. If the scatter induces
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Figure 4.3: Schematic of the Elliot-Yafet and D’yakonov-Perel spin relaxation mechanisms. (a)
The Elliot-Yafet mechanism. Top: the electron wavefunction becomes a mixture of opposite spin
states upon momentum scattering. Bottom: the spin-relaxation rate is directly proportional to the
momentum scattering rate. (b) The D’yakonov-Perel mechanism.Top: The electron spin precesses
with frequency Ω1 which changes to a random frequency of Ω2 upon momentum scattering. Bottom:
the spin-relaxation rate is inversely proportional to the momentum scattering rate.

spin-orbit coupling in the electron wavefunction then the wavefunction acquires a mixture of

opposite spin states. This can be seen from the spin-orbit interaction due to the lattice ions:

Vso ∝ OVsc × p̂ · σ̂ (4.2)

where Vsc is the scalar periodic lattice potential, p̂ is the linear momentum operator and σ̂

are the Pauli matrices. Thus, single-electron wavefunctions are now a mixture of spin-up and

spin-down states rather than exact eigenstates of σ̂z. The spin can relax at every momentum

scattering event and so the spin-relaxation rate (Γs) is directly proportional to the momentum

scattering rate (Γk) i.e. Γs ∝ Γk. The EY mechanism is illustrated in fig. 4.3a. In the context

of monolayer TMDs, the EY mechanism has been considered by Ochoa et al. [113] to explain

the spin/valley relaxation. However, this is predicted to lead to valley decay times in the

order of ns [107, 113] rather than the ps time scale observed by time-resolved experiments.

D’yakonov-Perel (DP) mechanism: The DP mechanism [114, 115] is used to describe

spin relaxation in semiconductors that lack inversion symmetry and have strong spin-orbit

coupling. This splits the spin-up and down levels in the conduction band. The resulting

splitting acts on the carriers as if an internal, ~k-dependent magnetic field would be present
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around which the electron spin can precess with a Larmor frequency of Ω(~k). Spin relaxation

then occurs based on momentum scattering of the electrons as described below.

Here we can consider two limiting cases. In case (i), the electron spin precesses many times

before its momentum gets scattered i.e. Ωavτk � 1 where τk is the momentum scattering

time. In this case, spin information is lost at every random momentum scattering event

and so like the EY mechanism, the spin-relaxation rate (Γs) is directly proportional to

the momentum scattering rate (Γk = 1/τk).

On the other hand, in case (ii) Ωavτk � 1. In this case, the electron spin rotates by a

small angle about the internal magnetic field before the electron changes its momentum

and experiences another field and starts to rotate with another frequency and/or direction.

Here, the electron can be thought of as precessing about fluctuating magnetic fields that

change randomly within an average time of τk, the momentum scattering time. The electron

spin thus follows a random walk and the spin relaxation rate can be written as Γs = |Ω2
av |

Γk

[110]. This case is what is usually referred to as the DP mechanism and is illustrated

in fig. 4.3b. Note that unlike EY, Γs ∝ 1/Γk. This is extremely useful in distinguishing

the two mechanisms in experiments.

Since monolayer TMDs lack inversion symmetry and have strong spin-orbit coupling,

the DP mechanism was theorized to play a dominant role in the spin/valley relaxation

[113]. However, this is again predicted to lead to decay times in the ns [113], orders of

magnitude greater than what is observed.

Maialle-Silve-Sham (MSS) mechanism: Both the EY and DP mechanisms consid-

ered above describe the spin of an individual carrier (electron or hole) and do not take into

account strong excitonic effects that are present in monolayer TMDs. One mechanism to

describe the overall spin relaxation of excitons is known as the Maialle-Silve-Sham (MSS)

mechanism [116]. Here the exchange interaction between electrons and holes in an exciton

provides a ~K-dependent magnetic field Ω( ~K) around which the overall spin of the exciton

can precess. Excitons with different center-of-mass momentums ~K precess with different

frequencies and/or directions. Note that this is similar to the DP mechanism but we are
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now considering the overall spin of the exciton and the precession frequency of this spin is

determined by the Coulomb exchange interaction between the electron and the hole in an

exciton. Like the DP mechanism, we can consider two cases. In case (i) or weak scattering

Ωτk � 1 and so the exciton spin relaxation Γs ∝ Γk. In case (ii) or strong scattering

Ωτk � 1 and so Γs ∝ 1/Γk. Yu et al. [109] considered the MSS mechanism to describe

the fast spin/valley decay of valley polarized excitons in monolayer TMDs. We discuss

this mechanism in the context of our results in sec. 4.4.1.

4.2 Experimental methods: transient spin grating

To measure the valley depolarization lifetime we perform transient spin grating (TSG) on

monolayer MoSe2. TSG has been applied to a number of spin-split electronic systems to

reveal spin relaxation times in quantum dots [117, 118] and GaAs quantum wells [119], spin

helical modes [120] and spin-diffusion [121] in semiconductor quantum wells. The TSG

measurement of spin relaxation in randomly oriented colloidal suspensions of quantum dots

[122] demonstrates its unique ability to measure valley relaxation times in CVD-grown

monolayer TMDs which inherently have disoriented µm [123] size domains.

In the TSG technique, two linearly cross polarized pump laser beams with an angle θ

between them interfere on the sample surface to generate a spatially modulated circularly

polarized intensity across the excitation spot as detailed in sec. 2.2.3 and in fig. 2.7. Since

opposite helicities of light excite particles with opposite valley indices, this generates a

spatially modulated valley density of wavelength Λ which is referred here as the "valley

grating". The decay of this grating directly corresponds to a decrease in the local imbalance

between the two opposite polarized valley excitations. This can happen either through

valley depolarization (i.e. the K polarized excitations scatter to the K’ valley), or through

spatial diffusion of the initially spatially separated K and K’ excitations. Thus, the valley

grating decay rate can be written as [121]:

Γ = Dvq
2 + Γv (4.3)
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Figure 4.4: Transient spin grating (TSG) data on CVD-grown monolayer MoSe2. (a) Intensity
of the diffracted probe due to the valley grating as a function of the pump-probe delay time at
both 290 K and 4 K. (b) TSG signal at 290 K for three different grating spacings Λ. Inset: signal
at 4 K for two different Λs.

where Dv is the diffusion constant for valley polarized excitations, q is the modulus of the

grating wave vector (q = 2π/Λ) and Γv is the intrinsic valley depolarization rate. To measure

the grating decay, a time delayed probe beam with linear polarization impinges on the valley

grating as shown in fig. 2.8. The probe beam diffracts of this grating and the intensity of

this diffracted beam is detected with time Iv(t) using heterodyne detection fig. 2.8b. In

our measurements both the pump and probe beams are set to an energy resonant with

the A-exciton transition (∼ 1.6 eV) in monolayer MoSe2 [124]. The temporal width of each

pulse is ∼ 60 ps. Full details of the setup can be found in chap. 2.

4.3 Valley grating decay in monolayer MoSe2

Figure 4.4a shows the valley grating signal Iv(t) as a function of the time delay (t) between

the pump and the probe at both 290 K and at 4 K. t = 0 refers to the time when the two

pump pulses excite the valley grating. The diffracted signal is zero for t < 0 but acquires

a finite positive value at t = 0. The signal then decays back to zero as the valley grating

disappears. The overall decay time increases from a few ps at 290 K to tens of ps at 4 K. At

both temperatures, the grating decay is much faster than the initially reported ns lifetime for
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Figure 4.5: Effect of excitation density on the valley depolarization. (a) TSG signal at different
pump fluences. Inset: Fractional change in reflectivity (∆R/R) of mono-layer MoSe2 for various
pump fluences. The data is obtained simultaneously as the TSG signal using a heterodyne detection
scheme (chap. 2). (b) Grating decay rate as a function of the pump fluence. The rate at each
fluence is obtained from fitting the initial slope of the TSG signal in (a). Error bars represent the
95% confidence interval (2 s.d.) in the fitting parameters. Red line is a linear best fit to the data
points. Inset: Schematic illustrating the bimolecular process involved in the valley depolarization.

valley polarized excitons using steady-state photoluminescence (PL) measurements [96–98]. It

does, however, match the few ps lifetime reported by various time-resolved techniques [99–106]

The larger valley grating lifetime at 4 K when compared with the lifetime at 290 K could

either be due to decrease in the diffusion constant Dv with decreasing temperature or a

decrease in the valley depolarization rate. To separate out the effects of diffusion and valley

relaxation we measured Iv(t) for various values of the grating wavelength Λ (fig. 4.4a).

As can be seen, Iv(t) is independent of Λ at both 290 K and at 4 K indicating that the

first term in eq. (4.3) can be neglected. This is not surprising; since the carrier mobility

in CVD-grown films of TMDs is typically quite small due to the presence of traps [125,

126], the diffusion rate is expected to be negligible when compared to the valley relaxation

rate. Therefore by eq. (4.3), the decay rate of the valley grating Γ is a measure of the

valley depolarization rate in monolayer MoSe2 (Γv).
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4.3.1 Effect of exciton density on valley depolarization

Having established that the TSG technique measures the relaxation of valley polarization

in monolayer MoSe2, we now proceed to study this relaxation as a function of the initial

pump fluence i.e. on the initially excited particle density. While some studies on monolayer

TMDs suggest an increase in the depolarization rate with increasing excitation density

[99], others report a negligible dependence [100]. Figure 4.5a shows Iv(t) for various pump

fluences (F) ranging from ∼ 0.24 µJ/cm2 to ∼ 4 µJ/cm2. This corresponds to an exciton

density varying from 2.64× 1010 cm−2 to 4.1× 1011 cm−2 (sec. 4.5). With decreasing F ,

i.e. decreasing initial exciton concentration, the transient signal slows down suggesting

that the valley depolarization rate (Γv) decreases with initial exciton concentration. To

determine whether the fluence dependence is intrinsic to the valley relaxation of the excitons

instead of exciton recombination, we plot the optical pump-probe transient reflectivity

∆R/R (sec. 2.1) of the MoSe2 monolayer for the same pump fluences and energy as the

TSG experiment (inset of fig. 4.5a). Transient reflection/transmission of monolayer TMDs

in an ultra-fast pump-probe experiments is known to encode the population dynamics of

excitons [127–129]. As shown in the inset of fig. 4.5a, ∆R/R turns out to be independent

of the pump fluence indicating that the overall excitation relaxation is independent of

the initial density. This signifies that the fluence dependence seen in the TSG signal is

intrinsic to the valley degree of freedom, suggesting a valley depolarization mechanism

that depends on the initial exciton concentration.

In order to study this further, we extract the initial valley grating decay rate Γ and plot

it as a function of the pump fluence F (fig. 4.5b). Remarkably, Γ scales linearly with F .

This type of linear dependence is typically seen in quasi-particle recombination in high-Tc

superconductors ([19] and appendix A) as well as in exciton-exciton annihilation in various

semiconductors including monolayer MoS2 [128]. In such bimolecular processes, two exited

particles interact with each other to induce a decay in their overall population. Thus, for

valley polarized excitons in MoSe2, Γ being proportional to F suggests that two excitons with
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Figure 4.6: Effect of temperature on the valley depolarization. (a) Grating decay rate as a
function of pump fluence for various temperatures. Straight colored lines are linear best fits to the
data at each temperature. (b) Density independent rate Γ(v, 0), obtained from the y-intercept of
the linear best fits in (a) as a function of temperature. Error bars represent the 95% confidence
interval (2 s.d.) in the fitting parameters. Pink line is a guide to the eye. Dashed blue line is a fit
to Γv,0 = A+ B

exp(Ep/kBT )−1 with the fitting parameter Ep = 37± 9 meV ∼ 300 cm−1.

the valley index (K) interact with each other to produces two excitons with the opposite valley

index (K’) (inset fig. 4.5b). This establishes the presence of a valley depolarization mechanism

in monolayer MoSe2 that depends linearly on the valley polarized exciton concentration.

4.3.2 Effect of temperature on valley depolarization

As seen in fig. 4.5b, the Γ vs F plot has a positive non-zero intercept. This also points to

a valley depolarization decay process that is independent of the excitation density. Based

on this, the valley depolarization rate in fig. 4.5b can be written as:

Γv = Γv,0 + βn (4.4)

where Γv,0 is the density independent rate, β is a phenomenological constant and n is the

valley polarized exciton concentration. Γv,0 is simply given by the y-intercept of the straight

line in fig. 4.5. Previous studies e.g. [100] have reported this density-independent valley

depolarization rate increasing linearly with temperature.
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To compare our work with such studies, we took TSG data on monolayer MoSe2 at

various different temperatures between 4 K and 290 K. We extract the initial depolarization

rate and plot it as a function of pump fluence in fig. 4.6a. The rate scales linearly with

fluence for all temperatures with very little change in the slope β. Γv,0 is then extracted

from the y-intercept for each trace and the resulting values are plotted as a function of

temperature on fig. 4.6b. The density-independent rate is constant at low temperature and

increases roughly linearly with temperature for T > 130 K. We discuss below (sec. 4.4) the

possible origin for this particular temperature behavior in terms of the MSS mechanism.

Here we note that the observed temperature dependence for the valley depolarization can

also be described in terms of a phonon-mediated process. For this, we fit the temperature

dependence in fig. 4.6b to the following model for phonon occupation:

Γv,0 = A+ B

exp(Ep/kBT )− 1 (4.5)

where Ep is the presumed phonon energy and kB is the Boltzmann constant. We obtain

Ep = 37± 9 meV which interestingly is quite close to the measured energies of the optical

A1g (29.8 meV) and E1
2g (35.3 meV) phonons in monolayer MoSe2 [130]. This suggests that

zone edge phonons might be involved in our observed valley depolarization similar to the

decay of pseudospin of resident holes in monolayer WSe2 [131]. We compare this phonon

mediated process with the MSS mechanism in the discussion below.

4.4 Discussion: mechanisms for fast valley decay

Our experimental results point to three key observations:

1. Fast valley decay in the order of a few tens of ps rather than ns.

2. Density-dependent valley depolarization rate that scales linearly with the excitation

density.

3. Density-independent rate that is constant with temperature at low T but increases

somewhat linearly with temperature at high T.
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Below we discuss these observations in the context of the Maialle-Silve-Sham (MSS) mecha-

nism.

4.4.1 Maialle-Silve-Sham (MSS) mechanism

The Maialle-Silve-Sham (MSS) mechanism is described in sec. 4.1.1 and has been proposed

by Yu et al. [109] to explain the efficient valley depolarization in monolayer TMDs. In

this mechanism excitons with opposite valley polarizations are assigned opposite valley

pseudospins. The electron-hole exchange interaction within an exciton provides a momentum

dependent magnetic field Ω(~k) around which the valley pseudospin can precess. Excitons

with different center-of-mass precess with different frequencies. Thus any random momentum

scattering of the excitons will influence the overall valley depolarization rate. Based on the

typically large impurity concentration in CVD grown TMD samples (sec. 4.5), we conclude

that our system is in the strong scattering regime i.e. the momentum scattering rate τ−1
k

is much greater than the precession frequency i.e. τ−1
k �

〈
|Ω(~k)|

〉
. In this regime, the

momentum of an exciton changes continuously due to various scatterers (e.g. impurities,

phonons, excitons) before the valley pseudospin can complete a full precession. Thus, similar

to electron spin decay via the D’yakonov-Perel (DP) mechanism [114, 115], the valley

depolarization rate scales inversely with the momentum scattering rate:

τ−1
v ∝ 〈Ω2(~k)〉τk (4.6)

While this mechanism correctly predicts a fast valley polarization decay (ps instead of

ns) [109], it does not fully explain our observed fluence-dependent valley depolarization. In

fact, according to eq. (4.6), with an increase in exciton density i.e. an increase in momentum

scattering due to exciton-exciton collisions, one would naively expect a decrease in the valley

depolarization rate. However, we observe the exact opposite (fig. 4.5a). Moreover, given

that the estimated impurity concentration (∼ 1014 cm−2) (sec. 4.5) is much greater than the

exciton density (∼ 1011 cm−2), the momentum of an exciton is more likely to change due
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Figure 4.7: Electron-hole exchange processes due to Coulomb interactions (a) within an exciton
and (b) between two excitons. τ denotes the valley index.

scattering with an impurity rather than through exciton-exciton scattering. Thus, eq. 4.6

cannot account for our observed fluence dependence.

To explain this discrepancy, we note that previous literature on the MSS mechanism has

only considered e-h exchange interaction within an exciton. This leads to an annihilation of

a K-exciton to yield a K’-exciton as illustrated in fig. 4.7a. However, we can also consider

the interaction between two K-polarized excitons which will then lead to the annihilation

of two K-excitons to generate two K’-excitons as shown in fig. 4.7b. This exciton-exciton

interaction mediated valley depolarization scales linearly with the exciton density and thus

is a probable explanation for our observed fluence dependence.

To explain the density-independent rate, we note that previous studies e.g. [100] have

reported this density-independent valley depolarization as originating from e-h exchange

interaction within an exciton as noted above. The observed temperature dependence of

this rate can also be explained in terms of the MSS mechanism. If the homogenous or

collisional broadening of excitons is greater than their average thermal energy (~/τk > kBT ),

then the valley depolarization rate should be independent of temperature [100, 108]. Here

τk is the average momentum scattering time. This, the low temperature behavior of the

valley depolarization is determined by the collisional broadening of the A-exciton. As the

temperature increases, the thermal energy becomes comparable to collisional broadening
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(~/τk ∼ kBT ) and the resulting thermal variation in th effective magnetic field scales linearly

with the temperature i.e. 〈Ω2(~k)〉T ∝ T . This causes thermal fluctuations in the precession

frequency of the valley pseudospin and thus the valley depolarization rate Γv,0 ∝ T at

high temperatures which is consistent with the data.

As noted in fig. 4.6b, the observed temperature dependence can also be described by a

phonon-activated process which would suggest that A1g and E1
2g phonons might mediate

the observed valley depolarization. This conclusion was reached by Hsu et al. [131] in

experiments on monolayer WSe2. However, here we observe a very fast depolarization time

on the order of a few tens of ps rather than the ns timescale measured by Hsu et al. [131].

Indeed, theory [107, 109] predicts that phonon-mediated intervalley scattering would yield

valley lifetimes much longer than what we observe.

Based on the above we conclude that e-h Coulomb exchange interaction both within

and between excitons is a likely explanation for our observed valley depolarization, with the

latter significantly increasing the valley decay with increasing exciton density.

4.5 Supplementary information

Extracting decay rates from the TSG data

To extract the valley grating decay rates we use two different methods. The first method

involves fitting the data to a sum of two exponentials:

y = Ae−t/τfast +Be−t/τslow (4.7)

This function is convolved with the Gaussian shape of the laser pulse: ypu = e−((t−t0)/τpu),

where τpu is the duration of the laser pulse. The first term is the fast component in the

valley decay while the second term is the slow component. The results of this fit for the

data at T = 290 K are shown in fig. 4.8a. The fast (Γfast = τ−1
fast) and slow (Γslow = τ−1

slow)

rates are extracted and plotted in fig. 4.8b. As can be seen, the fast rate scales linearly with

pump fluence while the slow rate is fluence-independent (inset of fig. 4.8b).
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Figure 4.8: Double-exponential fits to the TSG data & extraction of fast & slow rates. (a) The
raw data in fig. 4.5b is fitted to a sum of two exponentials convolved with the Gaussian shape of
the pulse width. The raw data is in blue while the fit is in red. (b) The fast (green dots) and
slow (blue dots) rates extracted from the fits in (a) are plotted as a function of pump fluence. The
fast rate extracted from the derivative of the raw data in fig. 4.5b is also plotted (red dots). Inset:
zoomed in axis showing that the slow rate is independent of the pump fluence.

The second method simply differentiates the observed normalized TSG signal with time

to get the fast rate. Since the TSG signal at all temperatures and fluences consist of a

fast, fluence-dependent decay and a slow, fluence-independent decay, differentiation is an

easy way to extract the fast rate. We plot the fast rate extracted in this way on top of

the rate extracted from exponential fits in fig. 4.8b. As can be seen, there is very good

agreement between the two methods. The rates presented in fig. 4.5 and in fig. 4.6 above

are extracted from the differentiation method.

Estimation of exciton density

To estimate the density of excitons generated by the pump pulse, we take into account

the sample absorbance (A) which is estimated to be 5% [132] for free standing monolayer

MoSe2. In addition, interference from the sapphire substrate further reduces the effective

pump intensity experienced by the monolayer sample by a factor of 4/(1 + ns)2 where

ns = 1.7609 is the refractive index of sapphire at the pump energy of 1.6 eV. As ns > 1,

at the sapphire substrate surface the reflected beam has a phase shit of 180° with respect
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to the incident beam leading to destructive interference between the incident and reflected

beams and thus, a decrease in the effective pump intensity.

Taking the above into account, the exciton density is estimated as:

nex = F
1.6 eV ×

4
(1 + ns)2 × A (4.8)

where F is the measured pump fluence in µJ/cm2. This gives an exciton density of

2.64× 1010 cm−2 to 4.1× 1011 cm−2 for pump fluences between 0.24 µJ/cm2 and 4 µJ/cm2.

Estimation of impurity concentration In this work, the term “impurity” refers to any

static disorder that scatters the momentum of an exciton. Such defects include charged

or neutral impurities and structural defects such as vacancies, dislocations and traps. The

average impurity concentration nimp can be estimated from the typical mean free path l

of carriers and the scattering cross-section σ as:

nimp = 1
lσ

(4.9)

In 2D, σ = πd where d is the typical diameter of the scattering center which we take to

be on the order of the lattice constant i.e. d ∼ 0.5 nm. To determine l, we rely on the

typical mobility µ for n-type CVD grown monolayer MoSe2 samples. This has been measured

to be up to 60 cm2 s/V for films grown under similar conditions [126]. Other works also

report similar values for the mobility of CVD grown TMD samples [123, 125, 133]. The

mobility µ can be related to the mean free path by:

l = µvavm
∗/q (4.10)

where vav, m∗ and q are the average velocity, effective mass and charge of the carriers

respectively. For n-type MoSe2, we take m∗ to be 0.38 × 9.11× 10−31 kg [134] and q =

1.602× 10−19 C. vav ∼ vT where vT is the average thermal velocity of the carriers. Using

kinetic theory in 2D, the average thermal velocity is simply given by: vT ∼
√

2kBT/m∗ ∼

107 cm/s at T = 300 K. Thus, l ∼ 1 nm.

Taking the above estimates into account in eq. (4.9), we conclude that the impurity

concentration in our sample is nimp ∼ 1014 cm−2 � nex ∼ 1011 cm−2.
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“It turns out that an eerie type of chaos can lurk just
behind a facade of order - and yet, deep inside the
chaos lurks an even eerier type of order.”

— Douglas R. Hofstadter, Metamagical Themas:
Questing for the Essence of Mind and Pattern
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In this chapter, we use optical pump-probe and transient grating spectroscopy to

observe binding of charged single-particle excitations (SE) in the magnetically frustrated

Mott insulator Na2IrO3. Above the antiferromagnetic ordering temperature (TN) the

system response is due to both Hubbard excitons (HE) and their constituent unpaired

SE. The SE response becomes strongly suppressed immediately below TN . We argue this

increase in binding energy is due to a unique interplay between the frustrated Kitaev

and the weak Heisenberg-type ordering term in the Hamiltonian, mediating an effective
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Figure 5.1: Electronic structure of iridate-oxides. (a) In the Ir-O octahedra, each iridium atoms
is surrounded by 6 oxygen atoms such that the Ir d-orbitals hybridize with O p-orbitals. Crystal
field (CF) splitting lifts the degeneracy of the Ir 5d states into an empty eg and (b) a wide partially
filled t2g band. (c) Spin-orbit coupling (SOC) splits the wide t2g into a filled Jeff = 3/2 band and
a narrow half-filled Jeff = 1/2 band. λSOC indicates the strength of SOC. (d) Coulomb repulsion
U splits the Jeff = 1/2 band into a filled lower Hubbard band (LHB) and an empty upper Hubbard
band (UHB). This splitting is ∼ 350 meV in Na2IrO3.

interaction between the spin-singlet SE. This interaction grows with distance causing the

SE to become trapped in the HE, similar to quark confinement inside hadrons. This

binding of charged particles, induced by magnetic ordering, is a result of a confinement-

deconfinement transition of spin excitations.

5.1 Iridate oxides: spin-orbit assisted Mott insulators

Spin-orbit coupling (SOC), the interaction between the orbital angular momentum (L) and

spin angular momentum (S) of an electron, can give rise to a highly non-trivial electronic

structure. Notable examples are topological insulators which have a topologically non-trivial

band structure due to strong SOC ([135, 136]. In this case, the bulk band gap is determined

by SOC and electron-electron Coulomb interactions are ignored. Topological insulators will

be the main focus of chap. 8 and will be discussed in detail therein. Here we will focus on

materials which have both strong SOC and strong electron-electron interactions.

Prime examples of such materials are the 5d iridate oxides that belong to a general class of
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transition metal oxides (TMOs). In these oxides, the transition metal (TM) atom is usually

surrounded by oxygen ions (O2−) in an octahedral cage (fig. 5.1a). Hybridization between

the TM d-orbitals and oxygen p-orbitals lifts the five-fold degeneracy of the d-orbitals. This

is known as crystal field (CF) splitting and it results in higher energy, two-fold degenerate eg

states and lower energy, three-fold degenerate t2g states (fig. 5.1a). In the case of iridate oxides,

the Ir valence is 5d5 as the iridium atom transfers its two 6s electrons and two 5d electrons to

oxygen 2p states. In this presence of CF splitting, the 5 valence electrons will partially fill the

three-fold degenerate t2g states leaving one hole in the t2g band (fig. 5.1b).The large SOC of

iridium then splits the t2g band into a fully filled Jeff = 3/2 band and a half-filled Jeff = 1/2

band (fig. 5.1c). As a result, this iridate-oxide should be metallic. However, a number of

iridate oxides such as Sr2IrO4 ([137] and Na2IrO3 [138] have been found to be insulating.

To explain this we have to consider on-site electron-electron Coulomb repulsion U . In

general a gap opens up if the bandwidth W of the valence band is smaller than U even if the

valence band is partially filled. This is the case for Mott insulators [9] which are typically

realized in 3d TMOs. Here W for the t2g bands is smaller than U . This is not the case

for 5d states as they are more delocalized which lowers U and increases W . This should

make 5d TMOs metallic. However, as discussed above SOC splits the t2g bands to produce a

Jeff = 1/2 valence band which has a much narrower bandwidth that turns out to be smaller

than U . Thus, a Mott gap opens up which splits the Jeff = 1/2 band into a fully filled lower

Hubbard band (LHB) and an empty upper Hubbard band (UHB) (fig. 5.1d). Thus, the

insulating state in 5d iridate oxides is Mott like but mediated by spin-orbit coupling. Such a

state was first reported by [139] in Sr2IrO4 in which the Ir-O octahedra form a square lattice

similar to the CuO2 plane in cuprates (fig. 3.1). Here we note that in these iridate insulators

the Ir-O octahedra have an effective magnetic moment of Jeff = 1/2 which can interact to

produce non-trivial frustrated magnetic systems as is the case for Na2IrO3 discussed below.
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Figure 5.2: Crystal structure of Na2IrO3. (Left) The structure along the ab-plane. (Right) View
of the NaIr2O6 along the c-axis. Drawn using Ref. [43] with crystal parameters from [140].

5.1.1 Na2IrO3: crystal, electronic & magnetic structure

Crystal structure: Na2IrO3 has a monoclinic structure with a C2/m space group ([140])

as shown in fig. 5.2. The quasi-2D structure consists of alternating stacking of a Na-layer

and a NaIr2O6 layer. In the NaIr2O6 layer edge sharing IrO6 octahedra are arranged in a

honeycomb pattern with a Na atom at the center of the honeycomb. Each IrO6 octahedra

are connected with three other neighboring octahedra. We will primarily be concerned

with this honeycomb arrangement of the IrO6 octahedra.

Electronic structure: A number of studies (e.g. [138, 141]) have confirmed that Na2IrO3,

like Sr2IrO4, is a spin-orbit assisted Mott insulator as described above. The gap between the

LHB and UHB has been found to ∼ 350 meV by ARPES measurements ([141]).

Magnetic structure: As discussed above, the interplay between spin-orbit interactions,

crystal field splitting and Coulomb repulsion of 5d electrons in Na2IrO3 can lead to a

formation of effective magnetic moments with Jeff = 1/2 on every IrO6 octahedron. The

nearest neighbor coupling of these moments is highly anisotropic. Because of this and, given

its layered quasi-2D honeycomb lattice structure, Na2IrO3 was proposed [138, 142–144] to

be a solid state realization of the Kitaev model [145] of a spin liquid.
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Figure 5.3: Sketch representing the zigzag ordered low temperature magnetic ground state in
Na2IrO3. Each site represents the magnetic moment of a IrO6 octahedron. Red bonds connect
Kitaev partners while grey bonds have a spin configuration that minimizes the Heisenberg energy.

However, it was soon realized that Na2IrO3 is not a spin-liquid as neutron studies [140, 146,

147] have revealed an antiferromagnetic ground state of ‘zigzag’ type (fig. 5.3) with the Néel

temperature of TN = 15.3 K. A minimal Hamiltonian within the framework of a modified

Kitaev model that can give such a ground state consists of an antiferromagnetic Kitaev

term and a ferromagnetic Heisenberg term [143, 144, 148, 149]. The Kitaev-Heisenberg

(KH) Hamiltonian can be written as [148]:

HKH = JK
∑
〈ij〉

SliS
l
j + JH

∑
〈ij〉

~Si · ~Sj (5.1)

where the first term in JK ≈ 10 meV is the strongly frustrated Kitaev term (TΘ = −125 K),

which by itself has a degenerate ground state. The system is unable to choose a particular

configuration causing it to stay frustrated. However, after introducing a Heisenberg term

(second term in eq. (5.1)) the degeneracy is lifted and the system ‘freezes’ into an ordered

state below temperature TN . In the zigzag order every spin finds its ‘Kitaev partner’ and

anti-aligns itself with the spin of its partner in the direction determined by the orientation of

the connecting bond. The much smaller Heisenberg term (TN = 15.3 K) tries to minimize its

energy under the condition that every spin has a Kitaev partner. As can be seen in fig. 5.3,

zigzag order satisfies this condition for all bonds except those that connect Kitaev partners.
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Although Na2IrO3 is not a quantum spin liquid, the fact that the ordering temperature

TN = 15.3 K is considerably smaller than both Curie-Weiss temperature TΘ = −125 K) [144]

and the spin wave energy Esw ∼ 5 meV [140], implies that the degree of frustration is still

quite strong and the Kitaev term should dominate the low energy physics.

5.2 Experimental methods: optical phase separation

We use standard optical pump-probe (OPP) as well as transient grating (TG) spectroscopy

to study excitations in Na2IrO3. As will be discussed below, a 1.55 eV pump beam pulse

generates a meta-stable state in Na2IrO3 with excited electrons in the UHB and equal

number of holes in the LHB. This states causes a long-lived transient change in the sample

reflectivity (δr̃) which can then be tracked using OPP. Given that Na2IrO3 is insulating,

the sample response using TG spectroscopy (δη) is expected to be the same as δr̃. This

indeed turns out to be the case from the measured data (fig. 5.7). We can thus use TG

spectroscopy for optical phase separation as detailed in sec. 2.2.2.

This method, unlike OPP, can distinguish between components of δr̃ with different

physical origins. We use the ‘2-point/shaker’ scheme (sec. 2.3.4) to isolate the component

in eq. (2.10) that depends on the optical phase ψ between the probe and local-oscillator.

ψ is varied by controlling the angle ϕ of a glass cover-slip place in the path of the local-

oscillator. The time dependence, δr̃(t), of a multi-component system response obtained

this way, changes as a function of ϕ eq. (2.12) whereas that of a single-component system

just scales proportionally to cos(ϕ) i.e. I ∝ |δr̃1| cos(φ1 − ϕ).

5.3 Photo-induced reflectivity change of Na2IrO3

In this section we present measurements of the transient reflectivity of Na2IrO3 using standard

OPP as well as optical phase separation. Given the band structure of Na2IrO3 (sec. 5.1)

[141, 150, 151], the absorption of a pump photon with energy 1.55 eV causes an electron to

transition from a Jeff = 3/2 band into the upper Hubbard band (UHB) (fig. 5.4a). This is
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Figure 5.4: Photo-excitation of Na2IrO3 (a) Sketch of the band structure of Na2IrO3 at t = 0
illustrating the relevant processes during the photo-excitation with 1.55 eV light. (b) Excitation at
t > 0. The holes in the Jeff = 3/2 band are filled with electrons from the LHB leaving a metastable
excited state. (c) real space representation of the state in (b) with double occupancies (doublons)
and holes.

possible since this is only accessible level for electrons to transition into at this phonon energy.

The holes in the Jeff = 3/2 band are then quickly filled with electrons relaxing from the UHB

and the lower Hubbard band (LHB). This results in some amount of excitations in the UHB

and an equal number of holes in the LHB (fig. 5.4b). In real space, this corresponds to double

occupancies or ‘doublons’ at some sites and an equal number of holes on other sites (fig. 5.4c).

This excited state is metastable as the optical dipole transitions within the Hubbard band

are prohibited by selection rules (∆J = 0 transition). One way this state can relax is by

emission of magnons. However, the energy of the magnons (ε ≈ 5− 10 meV ∼ kBTΘ) [140] is

much less than the Hubbard gap (U ∼ 350 meV) which is the energy needed to be dissipated

during the doublon-hole recombination process. This makes the lifetime of this metastable

stable exponentially large in U/ε [152]. Thus, we can consider holes and doublons as stable

quasi-particles for the timescales relevant to our experiments (∼ 100 ps).

Figures 5.5a and 5.5b show reflectivity transients (∆R(t)/R) taken using heterodyne
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Figure 5.5: Reflectivity transients of Na2IrO3 taken using transient grating for selected values
of the cover-slip angle ϕ (see text) at a pump fluence of 9.5 µJ/cm2 at (a) 295 K and (b) at 25 K.
Note the multi-component behavior of the traces as a function of ϕ and the relative weakening of
the initial spike (orange arrow) associated with single-particle excitations (SE) at lower temperature
and the relative strengthening of the slow component (green arrow) associated with Hubbard
excitons (HE).

detection at a pump fluence of 9.5 µJ/cm2 for various values of the cover slip angle ϕ at

295 K and 25 K respectively. At each temperature the shape of ∆R(t)/R with time changes

as ϕ is varied indicating that there is more than one component in the system response. One

component appears to be in the form of a sharp spike which decays quickly (orange arrow).

The other component has a slow rise and a slow decay(green arrow). The possible presence

of two different excitations is in agreement with earlier Resonant Inelastic X-ray Scattering

(RIXS) studies [150, 153] which demonstrated that the low energy excitations of Na2IrO3

are single particle (doublons and holes) excitations (SE) and their bound state known as a

Hubbard exciton (HE) [154]. Figure 5.5 demonstrates that the fast spike component near

t = 0 is clearly stronger at room temperature than at 25 K, allowing us to identify it with SE

as HE will thermally disassociate into SE with increasing temperature. This is similar with

the results of studies of photo-excited Mott insulators in other systems [154] where the ∆R/R

component with an initial fast spike was shown to be due to SE whereas the slow component
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without the fast spike due to HE. It should also be noted that both components (SE and HE)

are long lived and thus they both contribute to the long time composition of the total signal.

5.3.1 Extraction of Hubbard exciton binding energy

To further confirm the nature of the constituent components of the transient response,

we analyze their relative strength as a function of temperature. In the long-time limit, a

quasi-thermal equilibrium is established between SE and HE and thus their population ratio

should be given by the Boltzmann factor exp(−∆/kBT ) where ∆ is the HE binding energy.

In this regime, the net optical phase φ of the signal response reaches an asymptotic value

which is directly related to the quasi-equilibrium population ratio of SE and HE. By net

optical phase, we mean the phase of the transient reflectivity (r̃) with respect to the static

reflectivity (r̃0) as detailed in sec. 2.2.1. By studying this value as function of temperature it

is possible to deduce the dependence of the SE/HE population ratio on temperature and

check if it is actually following the Boltzmann activation law above. This also allows us

to extract the numerical value of the exciton binding energy.

The time dependence of the total phase of the signal φ at different temperatures is shown

in fig. 5.6a. As can be seen, the initial (t→ 0) phase at different temperatures is roughly

the same. This is consistent with the conclusion that immediately after the pump pulse the

excitations are mostly overheated SE particles which later cool down and form Hubbard

excitons. Another observation is that the φ approaches an asymptotic value at long times.

The temperature dependence of this asymptotic phases relative to the initial value is shown

in fig. 5.6b. In the zero-temperature limit, the signal should exclusively be due to excitons

which allows us to determine the phase of the excitonic component at higher temperatures.

In our case, this turns out be roughly −π/2 (fig. 5.6a). This is the value we adopted for

further fitting to keep the expressions simpler. Following the phasor diagram for the total

signal in the inset to fig. 5.6b we can express the phase φ of the signal in terms of strengths
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Figure 5.6: (a) Optical phase of the reflectivity transients φ(t) of Na2IrO3 at temperatures from
17 K to 125 K. (b) φ of the total signal at t ≈ 50 ps in the quasi-equilibrium state as a function
of temperature. Error bars represent the 95% confidence interval (2 s.d.) in extracting the phase.
Solid red line is a fit to the data based on the Boltzmann distribution of SE and Hubbard exciton
(HE) populations, SE/HE ∝ exp(−∆/kBT ). The fit equation is given by eq. (5.2). Inset: phasor
diagram representing quasi-equilibrium δr̃ (black phasor) due to SE and HE.

and phases of individual components assuming the phase of HE component is equal to −π/2:

tanφ = tan β − HE
SE

1
cos β (5.2)

where β is a fitting parameter and is the phase of the SE component in thermal equilibrium.

The ratio HE/SE denotes the population ratio between Hubbard excitons and single-particle

excitations which is simply given by the Boltzmann factor exp(−∆/kBT ). By fitting the

data in fig. 5.6b to this equation we can extract ∆, the HE binding energy. The fits

gives ∆ ≈ 4.6 ± 0.8 meV and β ≈ π/3. Note that in the above analysis we assumed that

the optical phase of the individual components (i.e. π/2 for HE and β for SE) does not
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change with temperature. The total phase of the signal changes with temperature due to

a changes in the relative populations of HE and SE. The extracted value of ∆ is within

the bounds set by RIXS measurements [150] and confirms that the component featuring

a fast spike at t = 0 is indeed due to SE.

5.3.2 Disappearance of single-particle excitations below TN

Having confirmed that our response is sensitive to both SE anf HE, we now study how

the response changes across the magnetic ordering temperature (TN = 15.3 K) in Na2IrO3.

Figure 5.7a and 5.7b show the reflectivity transients with different cover-slip angles ϕ

taken for a very low pump fluence of value of 9.5 nJ/cm2 at temperatures above and below

TN respectively. Similar to the higher fluence data, the low fluence response above TN

(fig. 5.7a) clearly features more than one component indicating the presence of both SE

and HE. On the other hand, the low fluence response below TN (fig. 5.7b), strikingly,

scales proportionally to cos(ϕ) implying a single component behavior which, as discussed

above, is due to Hubbard excitons.

We now switch to standard OPP measurements to study this disappearance of SE as a

function of temperature. We limit to low excitation densities to minimize heating effects.

Figure 5.7d shows reflectivity transients for various temperatures below TN for two different

pump fluences. As can be seen, the normalized system response in this regime is independent

of temperature and also of pump fluence demonstrating that the single component behavior

(HE) observed at T = 5 K (fig. 5.7b) persists up to TN . This indicates that SE are suppressed

throughout the magnetically ordered phase. On the contrary, reflectivity transients right

above TN (fig. 5.7c) strongly depend on temperature, which combined with the room

temperature data (fig. 5.5a), indicate the formation and strengthening of the component due

to SE. Moreover, above TN , the normalized transients at each temperature are independent

of pump fluence (fig. 5.7c) demonstrating that the relative composition of the signal (ratio

between SE and HE populations) is constant as a function of pump fluence in this low
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Figure 5.7: (a) Representative ∆R/R taken with transient grating (TG) at T = 17 K for two
different cover-slip angles ϕ at a pump fluence of 30 nJ/cm2. The traces exhibit qualitatively
different shapes indicating the presence of both SE and HE. Note the fast spike around t = 0 for
the purple curve. This is a signature of SE (see fig. 5.5). (b) TG data at T = 5 K for 19 different
values of ϕ at a pump fluence of 30 nJ/cm2, scaled to emphasize the single component (HE) nature
of the response; inset: unscaled TG traces. (c) Scaled ∆R/R traces for temperatures above TN
(T = 17 K, 25 K and 35 K) at different fluences: 100 nJ/cm2 (filled markers) and 50 nJ/cm2 (open
markers). This data is taken using standard optical pump-probe. Note the strong temperature
dependence and the lack of fluence dependence in this limit. (d) ∆R/R traces for temperatures
below TN , scaled to emphasize the universal behavior of transient traces. Upper curve: 50 nJ/cm2,
lower curve: 30 nJ/cm2. Curves at different fluence values are shifted for better clarity.
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excitation density regime. This sudden disappearance of SE below TN suggests a sharp

increase in the HE binding energy associated with the onset of a magnetic order.

5.3.3 Fluence dependence in the vicinity of TN

The observed suppression of SE could also be due to a simple thermal suppression governed

by the Boltzmann factor exp(−∆/kBT ) rather than a sudden increase in the HE binding

energy. This Boltzmann temperature dependence exhibits a strong exponential rise in

the excitation population which can be mistaken for a phase transition if not studied

right in the vicinity of the transition temperature. To resolve this issue we compare the

fluence dependence of the OPP signal in the vicinity of TN = 15.3 K. We picked two

temperatures: T = 14.5 K (fig. 5.8a), which is slightly below the transition temperature,

and T = 17.3 K (fig. 5.8b), which is slightly above.

Immediately after t = 0, the system is at a higher temperature than equilibrium due

to laser-induced heating. If the reported change in the pump-probe transients with rising

temperature is solely due to the thermal dissociation of excitons then the effects of laser

heating should be similar at temperatures slightly above and below TN . In fact, the effects

of laser heating should be more pronounced at T = 17.3 K since the derivative of the

expression e−∆/kBT with respect to temperature is a monotonically growing function of T .

Moreover, the heat capacity at T = 14.5 K is known to be larger than that at T = 17.3 K

(due to the closer vicinity of the former to TN) [138].

However, the observed behavior of the pump-probe transients in the vicinity of TN is

quite different. As shown in fig. 5.8b, at sufficiently low fluences, the T = 17.3 K data does

not show any dependence on pump fluence. While for the same pump fluence values, the

T = 14.5 K data (fig. 5.8a) exhibits a clear transition behavior: It changes from the high

temperature non-monotonic regime at higher fluences towards a monotonic regime associated

with the ordered phase in the limit of low fluences. Moreover, it should be noted that for low

temperatures when the ordering is strong enough there is no fluence dependence (fig. 5.7d)

indicating that the effects of laser heating are only noticeable around TN in the low fluence
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Figure 5.8: Comparison of the fluence dependences of the OPP traces for the temperatures
slightly (a) below TN (at T = 14.5 K) and slightly (b) above TN (at T = 17.3 K). Strong fluence
dependence at temperatures below and close to TN indicates the presence of a phase transition
rather than a simple thermal suppression of single particle excitations.

regime. This further confirms that, instead of a simple thermal suppression of the SE, an

abrupt increase in the HE binding energy is taking place at TN .

5.4 Discussion: confinement-deconfinement transition

The key observation from our experiments is a complete disappearance of single-particle

excitations (SE) in favor of Hubbard excitons (HE) right at the onset of magnetic order

in Na2IrO3. This implies a sudden increase in the HE binding energy due to the order.

This section discusses possible reasons for this increase.

In general an increase in binding energy of an exciton can be either due to an enhancement

of the attracting potential of its constituents or due to a ‘slowing down’ of the overall dynamics.

Slowing down can occur if the effective mass of the constituent doublon and/or holes is

increased. Indeed, the effective mass of a single hole in a Mott insulator can be enhanced due

to the emission of magnons, but this should happens in both the ordered and disordered phases

[155] i.e. both above and below TN . More importantly, it is known that the bandwidth of SE
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Figure 5.9: (a) Schematic view of an excited sample. Green dots correspond to doublons while
the white dots represent holes. The shaded red area marks the region where the spins are affected
by the reconstruction i.e. the ‘string’. (b) Simplified representation of the restructured state with
singlet defects (hole or doublon). The Heisenberg energy along the bonds highlighted by purple
ovals is not minimal anymore. The string composed of such bonds must begin and end on a defect.
(c) Cartoon of a phase diagram of modified Kitaev model with a first-order quantum critical point
and a phase boundary between confined (CF) and deconfined (DC).

in Na2IrO3 is & 100 meV ([150]) which is much greater the Heisenberg coupling responsible

for magnetic ordering (∼ kBTN ≈ 1 meV). Thus, it is unlikely that the SE ‘slows down’ due

to the onset of magnetic order. Based on this, we conclude that the binding energy of HE

is a result of enhancement in attraction between single-particle excitations.

Here we present a simple intuitive picture based on the Kitaev-Heisenberg model

(sec. 5.1.1) to describe the increase in the effective attraction between single-particle

excitations. As discussed earlier (fig. 5.3), in zigzag order every spin finds its ‘Kitaev

partner’ and anti-aligns itself with the spin of its partner in the direction determined by

the orientation of the connecting bond. This situation changes drastically when spinless

defects such as doublons or holes are introduced into the system. The spins that have lost

their Kitaev partners reorganize the surrounding spin order at the expense of Heisenberg

energy (fig. 5.9). Re-oriented spins form a string terminating on the other defect. The
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energy cost of this configuration is proportional to the number of broken Heisenberg links

which in turn is proportional to the length of the string connecting the two defects. This

prohibits the long range separation of the defects which, in the case of low excitation density,

will predominantly be of opposite charges (doublon-hole), leading to an enhanced binding

between them in addition to Coulomb attraction. This is similar to the picture of the quark

confinement in high energy physics [156]: separation of defects produces a string of perturbed

vacuum between them with an energy proportional to its length. However, since breaking

of this string in our case produces a pair of electrically neutral unpaired ‘dangling’ spins

(which are confined), the binding energy between doublons and holes is limited by the cost

of breaking a Kitaev pair, which is of the order of Kitaev coupling JK ≈ 10 meV in case

of Na2IrO3. Based on the above discussion, we interpret our observations as an effective

confinement-deconfinement transition of single-particle excitations.

This interpretation is consistent with previous theoretical works on Kitaev-Heisenberg

model where it was observed that for sufficiently weak perturbations the Kitaev spin liquid

state persists but as the extra term (Heisenberg) gets stronger the system enters an ordered

state [142, 143, 157]. Formulated in terms of spinons this corresponds to the transition from

a deconfined state (spin liquid) to a confined state (magnetically ordered) [157, 158]. Strictly

speaking, a confinement-deconfinement is studied at T = 0 by tuning the strength (λ) of

the Heisenberg perturbing term across a critical value λc [157, 158]. However, we note that

the transition from a deconfined state to a confined state is a first order phase transition

[157, 158] and thus the two phases are separated by a simple boundary at finite T and at

λ > λc [159] (fig. 5.9c). Therefore, the confinement-deconfinement transition can also be

observed by going across the ordering temperature (TN) for a fixed λ > λc. In the confined

phase, all fractional excitations such as holons, doublons and spinons are bound to each

other, and conversely, can move independently in the deconfined phase [160].

In conclusion, we performed an optical pump probe study of Na2IrO3, a material proposed

to be a realization of the Kitaev model. We observed that photo-induced charged excitations

display drastically different behavior below and above the Néel ordering temperature. Namely
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the binding energy of the excitons that these particles form undergoes a sharp increase

upon entering the ordered phase. Based on earlier theoretical studies on doped Mott

insulators, we conjecture that this is due to an effective attraction brought about by the

antiferromagnetic order rather than because of increase in effective mass of quasiparticles.

We argue that this attraction is a manifestation of confinement of spin excitations anticipated

in the ordered phase of the Kitaev-Heisenberg model.
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“Well, as it turns out, that’s the world. All these
incredibly complex, inscrutably intertwined Rube
Goldberg machines that can only be seen in retrospect
when something happens.”

— Adam Felber, Schrödinger’s Ball
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6.1 ARPES: overview & basic theory

This section gives a brief overview of angle-resolved photoemission spectroscopy (ARPES)

which is a common technique to investigate the band structure of solids i.e. the relationship

between energy E and momentum k of electrons inside the solid. In general, ARPES is

based on the photoelectric effect and consists of photo-emitting electrons from a sample

121
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with light of energy ~ω > φ where φ is the work function of the sample. By energy

conservation, the kinetic energy Ek of a photo-emitted electron can be written in terms

of the binding energy EB it had inside the solid:

Ek = ~ω − φ− EB (6.1)

here EB is typically defined with respect to the sample Fermi level EF i.e. EB = EF − E,

which at T = 0 K is equal to the chemical potential. In this work we use the two terms

interchangeably for simplicity. Figure 6.1a illustrates a schematic of the kinetic energy

spectrum that is typically measured in terms of the electron energy distribution inside the

solid. Once φ is known, the energy spectrum of the solid can be worked out. For most metals,

φ is between 4 eV and 5 eV, necessitating that UV light is used in ARPES experiments. The

greater the energy of the light, the greater the binding energy that can be probed.

The electron momentum inside the solid is determined by measuring both the azimuthal ϕ

and polar θ angle at which the electron is photo-emitted as illustrated in fig. 6.1b. During the

photo-emission process, the in-plane electron momentum (k‖) is conserved since translational

symmetry is not broken in the direction parallel to the surface. This implies that the

measured in-plane electron momentum is the same as the in-plane electron momentum

inside the sample. Thus, k‖ is given by:

k‖ =
√

2m
~

√
Ek sin θ (6.2)

The coefficient
√

2m
~ = 0.512Å−1eV−1/2. From here, kx = k‖ cosϕ and ky = k‖ sinϕ. On the

other hand, the out-of-plane momentum kz is not conserved since translational symmetry is

broken in a direction perpendicular to the sample. Relating kz to the measured out-of-plane

momentum kz,m =
√

2m
~
√
Ek cos θ is non-trivial and relies on varying the incident photon

energy. Determining kz is beyond the scope of this thesis since we are mainly concerned

with determining the dispersion of surface states which have kz ∼ 0.
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Figure 6.1: (a) Schematic of the density of states N(E) of electrons inside the solid (left) and
as measured by the detector (right). Ev, EF and EB denote the vacuum level, the Fermi level
and the binding energy of electrons inside the solid respectively. φ = Ev − EF is the sample
work-function. Only occupied states are accessible. Figure adapted from [161]. (b) The electron
in-plane momentum is determined by measuring the azimuthal ϕ and polar θ angle at which the
electron is photo-emitted.

An ARPES experiment measures the intensity distribution of electrons at various values

of k‖ and energy E. In the absence of interactions, this distribution can be written as:

I(k‖, E) ∝ I0(k‖, E,A)f(E)⊗R(∆k,∆E) (6.3)

where I0 is known as the matrix-element term and describes the transitions between initial and

final states of photoemission as discussed below. f(E) is simply the Fermi-Dirac distribution

i.e. f(E) = 1/(eE/kBT + 1), where E is with respect to the Fermi-level. R(∆k,∆E) is the

overall momentum and energy resolution as detailed in sec. 7.1.3. A good review paper

for the ARPES intensity for interacting systems is [161].

As is obvious from the equation above, the Fermi-Dirac distribution cuts-off the ARPES

spectrum such that only the occupied part of the band structure is visible. This is a key
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Figure 6.2: Illustration of the three-step model in photoemission. A photon with energy ~ω
excites an electron from an initial bound state in the solid to a final free electron-like state (right).
The electron travels to the surface and gets transmitted into vacuum (left).

limitation of traditional ARPES. One way to overcome this is to symmetrize the intensity

distribution across the Fermi-level [45] although that assumes that particle-hole symmetry

is obeyed. As will be seen below Tr-ARPES is a novel way to overcome this limitation

to map out the unoccupied band structure of a sample.

6.1.1 Three-step model & matrix-element effects

The matrix-element term I0 in the measured ARPES intensity describes transitions between

initial and final states of photoemission. This can be interpreted in the so-called three-step

model (fig. 6.2) which consists of the following three processes: (1) The incident photon

excites an electron from bound states in the bulk to final states near the surface. (2)

The excited electron travels to the surface and (3) gets emitted from the sample surface.

Thus, the matrix-element term can be written as:

I0 = |
〈
Ψf | ~A · ~p|Ψi

〉
|2 (6.4)

where Ψi and Ψf are the initial and final electron wavefunctions. ~p is the electron momentum

and ~A is the vector potential of the photo-emitting beam. To explicitly calculate I0 requires
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knowledge of the electron wavefunction and crystal potential near the surface of the solid.

In practice, the final states are taken to be time-reversed LEED (Low Energy Electron

Diffraction) free electron-like states and occur in the continuum ([162]). Matrix elements

also become important in samples with strong spin-orbit coupling. In this case the probe

polarization couples to the spin of the initial state to effect of the overall spectra. Symmetry

arguments can be used to quantify such matrix-elements without microscopic details as is

done for ARPES spectra obtained on topological insulators (sec. 8.4.4).

6.1.2 Laser based ARPES

The light source for ARPES measurements is typically a large synchrotron facility which

provides high photon energy and photon flux. Typically the photon energies are in the

ultra-violet i.e. (~ω < 100 eV). Another source is a He gas discharge lamp with a photon

energy of 21.2 eV. Such sources are usually quasi-continuous and cannot be used for time-

resolved measurements. Another key drawback at such energies is the limited probing depth

of photoelectrons. As shown in fig. 6.3 the photonelectron mean free path in solids as a

function of its kinetic energy exhibits a minimum at about 5Å between 20 eV and 100 eV.

Thus, the measured intensity will predominately reflect only the topmost surface layer. In

contrast, the protected topological surface state (TSS) in topological insulators such as

Bi2Se3 extends several layers deep into the bulk (about 2-3 nm) [163] and so an accurate

measurement of the TSS requires a greater probing depth. This can be extended using

photon energies beyond 100 eV (fig. 6.3). However, in addition to being costly, higher energy

also degrades momentum resolution. This can easily be seen from eq. (6.2). Neglecting

effects of energy resolution, ∆k‖ ∝
√
Ek(cos θ)δθ. Thus, the greater the Ek of photoemitted

electrons, the worse the momentum resolution. Similarly, using a higher photon energy will

result in electrons from bulk like bands with high binding energies dominating the ARPES

signal since the TSS is known to lie only within a few 100 meV from the Fermi level [164].

Instead of synchrotron facilities, we rely on laser-based ARPES to study topological

insulators in this work. This is a tabletop setup (see chap. 7 for details) which provides us
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Figure 6.3: Universal curve of escape depth of a photoemitted electron as a function of its kinetic
energy. Data extracted from [165].

with a photon energy of ∼ 6 eV. This not only enhances the sensitivity of the signal to the

TSS but also enhances the momentum resolution so as to clearly identify the surface state

Dirac cone. Moreover, the light source can be pulsed with temporal widths down to 100 fs to

enable time resolved measurements as will be discussed below. However, a draw back of 6 eV

ARPES is the limited momentum space available to study. From eq. (6.2), the maximum

k‖ that can be measured (for a θ of 22° and Ek of 2 eV) is only 0.27Å−1. The value of 22°

chosen here corresponds to the maximum polar angle that can accurately be measured by

our detector (chap. 7). While this maximum k‖ is nearly twice the typical kf for TSS, it is

smaller then the typical position of the nodal points in cuprate superconductors and the

K and K’ points in graphene and hexagonal TMDs.This limits the materials that can be

studied with 6 eV laser-based ARPES. Ways to extend the photon energy and thus the

available momentum space while maintaining good time resolution for Tr-ARPES include

high-harmonic generation (HHG) and a free electron laser (FEL).
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6.1.3 Hemispherical analyzer vs Time-of-Flight detection

Conventional ARPES setups utilize a hemispherical analyzer to map out the energy and

momentum distribution of the photoemitted electrons. As shown in fig. 6.4a, this type of

analyzer consists of two concentric hemispheres with different radii and a potential difference

across them. Electrons within a narrow kinetic energy pass between the two hemispheres

which deflect the electrons based on their kinetic energies. The electrons are imaged on a

positive-sensitive 2D detector with the position along one axis corresponding to the electron

kinetic energy. The electron position along the other axis corresponds to its angle of emission

and thus its in-plane momentum along a given direction. A narrow slit at the entrance of

the analyzer selects electrons within a certain momentum range. In this way, a 2D image of

the electron energy vs in-plane momentum is obtained. It is important to note that for a

given sample orientation a hemispherical analyzer is able to resolve the band structure only

along one momentum direction. To obtain a complete mapping with all directions of in-plane

momentum, the samples have to be continuously rotated which is a time consuming process.

Figure 6.4b shows a representative ARPES trace on the topological insulator Bi2Se3 taken

with a hemispherical analyzer. The energy along only one momentum direction is obtained.

In contrast, we use an angle-resolved time-of-flight (ARTOF) analyzer which consist of

a long tube that collects all electrons emitted within a 3D cone (fig. 6.5a). The electrons

are focused onto a 2D grid-like detector. Each position on the grid corresponds to a unique

polar (θ) and azimuthal (ϕ) angle. In this way, both components of the in-plane momentum

(kx, ky) are determined. The kinetic energy of photoemitted electrons is calculated from

the time it takes the electrons to travel the meter long lens tube. Thus, the ARTOF

detector determines the solid band-structure along both directions of the in-plane momentum

without rotating the sample or the detector. Figure 6.5b shows a representative ARPES

trace on the Bi2Se3 taken with our ARTOF detector. The full 3D Dirac cone is obtained

without any sample rotation. Cuts along arbitrary directions can be taken to study a

specific momentum dependence (fig. 6.5c,d). This capability of an ARTOF analyzer is
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Figure 6.4: Hemispherical ARPES analyzer and representative spectra on Bi2Se3. (a) Schematic
showing the workings of a hemispherical analyzer. Photoemitted electrons travel through a narrow
slit in-between two concentric spheres with a voltage difference between them. The electron is
imaged onto a detector with one axis corresponding to its energy and another to its in-plane
momentum along a given direction. Figure reprinted from [161]. (b) ARPES spectra (binding
energy vs. momentum) on the topological insulator Bi2Se3 taken using a hemispherical analyzer.
Figure taken from [164]

invaluable for Tr-ARPES experiments as it allows study of pump-induced changes in the

band structure along different momentum directions without changing the experimental

geometry. This feature is utilized in studying the mixing between Floquet-Bloch and Volkov

states in sec. 8.4. These are both photo-induced states and the mixing between them depends

on the electron-momentum direction. ARTOF allows us to separate this mixing without

rotating the sample as would be the case for a hemispherical analyzer.

Here we note that the energy resolution of the ARTOF analyzer is determined by how

accurately it can measure the flight-time of the electron. Our particular analyzer has an

uncertainty of ∆tf = 100 ps in the measurement of this flight-time. The energy resolution

of the detector(∆Ed) can be written in terms of this time-uncertainty as:

|∆Ed| = 2
√

2
meL2E

3/2|∆tf | (6.5)

where E is the kinetic energy of the electron, me = 9.11× 10−31 kg and L = 1 m the

length of the flight-tube. Thus, for a measured E = 2 eV the detector energy resolution is
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Figure 6.5: Angle-resolved time-of-flight (ARTOF) ARPES analyzer and representative spectra
on Bi2Se3 (a) Schematic showing the workings of an ARTOF analyzer. Details of each component
are discussed in chap. 7. Figure reprinted from [166]. (b) Intensity distribution of photoemitted
electrons from Bi2Se3 as a function of energy relative to the Fermi-level (E−Ef ) and both directions
of in-plane electron momentum (kx and ky). The full 3D Dirac cone is resolved. Cuts along kx and
ky are shown in (c) and (d) respectively.
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|∆Ed| ∼ 0.34 meV. As we will discuss in sec. 7.1.3, this is much less than the resolution set

by the finite pulse width of the laser. Thus, for experiments discussed in this work, the finite

energy resolution of the ARTOF detector does not play a significant role.

6.2 Tr-ARPES: overview

Time-resolved ARPES (Tr-ARPES) is a pump-probe based variation of conventional ARPES

and allows access to the non-equilibrium band structure of a solid. It is similar to the optical

pump-probe technique discussed in chap. 2 but resolves the photo-induced dynamics of a

sample in terms of the energy and momentum of its photoemitted electrons. Like optical

pump-probe, the laser beam is split into two parts: pump and the probe. The first part, the

pump beam, is used to excite a non-equilibrium distribution of electrons inside the sample.

The energy of the pump can be varied from the mid-IR (∼ 100 meV) to the optical (∼ 3 eV)

spectrum. The probe part of the laser beam impinges on the sample a certain time delay ∆t

after the pump pulse. The probe has energy in the UV range in order to photo-emit electrons

from the sample which are then collected by an ARPES spectrometer to resolve their energy

and momentum as detailed above. In this way, Tr-ARPES can map out the spectrum both

above and below the Fermi-level. By acquiring the energy-momentum spectra at various

values of ∆t, Tr-ARPES can study the evolution of the photo-excited band structure.

Figure 6.6 illustrates the Tr-ARPES technique on a typical semi-conductor using a pump

beam with energy greater than the bulk-band gap. At negative time delays (∆t < 0), the

probe hits the sample before the pump pulse and measures the equilibrium band-structure.

Only occupied states, i.e. states below the Fermi-level, are accessible (bottom panel in fig. 6.6).

At ∆t = 0, the pump and the probe pulse overlap in time and measured ARPES spectra

has intensity both above and below the Fermi-level as the pump photo-excites electrons

from the valence band to bands above the Fermi-level. Spectra taken at ∆t > 0 then probe

the resulting dynamics of these photo-excited electrons as they relax to the bottom of the

conduction band and then back to the valence band (bottom panel in fig. 6.6).
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Figure 6.6: Stages in the time-resolved ARPES technique at different delay times ∆t between the
pump and probe. (a) At negative ∆t the probe pulse arrives before the pump and the equilibrium
band structure is measured i.e. only occupied states below the Fermi-level (EF ) (bottom panel) (b)
At ∆t = 0, the pump and probe pulses overlap in time and the spectra can resolve states above EF .
(c) Subsequent spectra taken at ∆t > 0 measure the relaxation of electrons excited by the pump.

6.2.1 What can Tr-ARPES do?

Depending on the sample and the energy of the pump pulse, various types information about

a material can be obtained from a Tr-ARPES experiment as detailed below:

1. Energy and momentum-resolved electronic & lattice temperature relax-

ation pathways: As discussed in sec. 2.1 and in fig. 2.1b, a pump pulse in the optical

spectrum initially excites electrons into a non-Fermi distribution. The excited electrons

inelastically scatter among themselves to return to a thermal distribution with a much

greater electronic temperature (Tel) then that at equilibrium. Tr-ARPES can directly

measure this non-Fermi distribution function and its subsequent evolution which gives

clues into electron-electron interactions in the sample. This was initially achieved using
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time-resolved photoemission (no momentum resolution) in metallic tungsten [167] and

gold [168]. Subsequent advances allowed access to electron thermalization on the fs

time scale in graphite [169–171].

The heated electronic system then transfers some of its energy to the lattice through

electron-phonon coupling to raise the lattice temperature Tlat. The subsequent dynamics

are then described by the two-temperature model (sec. 2.1). While Tr-ARPES does

not have direct access to Tlat, the dynamic behavior of Tel with both energy and

momentum can give important insights into electron-phonon coupling. Here Tel can

be directly obtained as a function of time by fitting the energy distribution of the

ARPES intensity I(E, t) to a Fermi-Dirac function. This can also be used to separate

out cooling mechanisms for electrons in bulk and surface states as was done for

topological insulators excited with an optical ∼ 1.5 eV pump pulse [172–174]. Recently

Tr-ARPES was also used to study the dynamics of non-equilibrium photo-excited

electron distribution in graphene [175].

2. Momentum-resolved quasi-particle recombination and collective mode dy-

namics: This refers to the generation of quasi-particles by an optical pulses in materials

with a small gap at the Fermi-level such as in a superconductor. As seen in chap. 2,

optical pump-probe spectroscopy (measuring change in the refelctivity) can resolve the

subsequent recombination dynamics of these quasi-particles however it averages over

all momentum. This obscures useful information especially for superconductors with

an anisotropic gap such as the d-wave gap in cuprate superconductors. Tr-ARPES can

resolve the momentum dependence of quasi-particle relaxation to give insights into the

binding boson in high-temperature superconductors [20, 176].

Tr-ARPES can also be used to observed recombination dynamics and collective modes

of the order parameter in systems with anti-ferromagnetic (AFM) or charge-density

wave (CDW) ordering. Similar to excitation across the SC gap, an optical pulse can
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excite quasi-particles across the gap opened up by the reconstruction of the Fermi-

surface due to AFM or CDW ordering. For high enough pump intensities, the order

can be completely melted. Tr-ARPES then probes the subsequent recovery of the

order parameter. Moreover, amplitude modes of the order parameter can also be

excited. Tr-ARPES can directly access these as oscillations in the magnitude of the

gap. Examples of such studies include [71, 72, 177–179].

3. Map unoccupied band structure: As discussed above, a major limitation of

ARPES is its inability to probe states above the Fermi-level. Such states can be

useful to understand macroscopic properties of various materials such as conductivity

and optical absorption. There are predictions for the presence of electron and hole

pockets in cuprate superconductors above the Fermi-level and so far these have been

inferred only using thermally activated population of such states. Tr-ARPES naturally

overcomes this limitation by re-distributing electrons into these unoccupied states and

then measuring the resulting spectra. Examples include mapping a second un-occupied

Dirac surface state in the topological insulator Bi2Se3 [180] and our work of mapping

the unoccupied surface state and bulk conduction band in BSTS [181] (sec. 6.2.2).

4. Band structure of periodically driven systems: This is particularly important

for this thesis. As will be discussed in sec. 8.1, there has been significant interest in

realizing exotic phases using a strong periodic drive. One example is the possible

enhancement of the superconducting Tc in cuprate superconductors [23, 24] and in

K3C60 [182] in which THz photons first excite a coherent phonon mode in the system

which then couples to the electronic system. Tr-ARPES is ideally suited to study this

transient state as a THz pump can be used to excite the system and the resulting

change in the spectrum (e.g. whether a SC gap opens up or not) can then be probed

with the photoemitting beam.

Another example involves directly coupling photons to the electronic system in a solid

to generate Floquet-Bloch bands (chap. 8). In this way, a trivial insulator can be
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Figure 6.7: ARPES spectra on the topological insulator BSTS taken at (a) t = −2 ps i.e. before
the pump pulse hits the sample and at (b) t = 1.5 ps. SS, BVB and BCB denote the Dirac surface
states, the bulk valence band and bulk conduction band respectively.

manipulated with light to realize exotic topological phases (sec. 8.1.1). Tr-ARPES

provides an ideal opportunity both to generate such states using a high intensity

pump-beam and to probe the transient band structure. This application of Tr-ARPES

will be discussed in detail in chap. 8.

6.2.2 Example: Mapping unoccupied states in BSTS

This section demonstrates how Tr-ARPES can be used to map the unoccupied band

structure of a solid. The sample under study is the topological insulator Bi1.5Sb0.5Te1.7Se1.3

(BSTS) which consists of protected Dirac-like surface states in between the bulk valence

and conduction band. The physics of topological insulators is outlined in sec. 8.2. Here we

focus on the Tr-ARPES spectra taken on BSTS using a 1.55 eV pump pulse. Figure 6.7a

shows ARPES spectrum at negative time delay (i.e. before the pump pulse hits the sample).

This spectra corresponds to the equilibrium band structure of BSTS. As seen, the chemical

potential is located inside the bulk conduction band. The Dirac point and the valence

band maximum are also observed.
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Information about the band gap and conduction band can be obtained from Tr-ARPES

which measures unoccupied states above the chemical potential. Figure 6.7b shows the

Tr-ARPES spectra taken at 1.5 ps after the pump pulse hits the sample. The sample is still

in its excited state and the conduction band along with the surface states above the chemical

potential are clearly visible. This allows us to extract the bulk band gap, the surface state

dispersion and the conduction band effective mass [181]. These parameters are used to

understand electronic transport measurements on nanodevices made from BSTS. The results

are published as part of collaboration with the Jarillo-Herrero group at MIT [181].

6.2.3 Example: Excitation & relaxation of Dirac fermions in Bi2Te3

This section demonstrates how Tr-ARPES can provide momentum-resolved information

about mechanisms involved in the relaxation of heated electrons in a solid. This information

is inaccessible to optical pump probe methods discussed in chap. 2. The sample under study

here is the topological insulator Bi2Te3. We have already seen the transient reflectivity of the

topological insulator Bi2Se3 when it is excited with an optical pump (fig. 2.2). There it was

impossible to determine whether the signal originated from the bulk or the surface states.

Figure 6.8 shows the Tr-ARPES signal on Bi2Te3 when it is excited with a 1.55 eV pump

pulse. Here the time-resolved population of the bulk conduction band (BCB) and the excited

Dirac surface states (SS) are obtained separately by integrating over them in momentum

space. As can be seen, the decay of SS excited population is much slower than that of the

BCB. In fact, the decay time (∼ 10 ps) of the BCB is close to decay of the OPP signal in

fig. 2.2 which confirms that OPP is primarily a bulk probe of the electron dynamics.

In contrast, Tr-ARPES is able to isolate the SS transient population which is characterized

by an unusually long lifetime of > 50 ps. Similar results using this technique on Bi2Te3 were

obtained by [183] and attributed to electron-hole asymmetry in the Dirac cone as a carrier

recombination bottleneck. Here surface band bending spatially separates excess electrons and

holes. For an initially p-type semi-conductor as the one used here, band bending induces a

flow of photo-excited holes towards the bulk while the photo-excited electrons become trapped
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Figure 6.8: Relaxation of Dirac fermions in Bi2Te3. (a) ARPES spectra on the topological
insulator Bi2Te3 taken at t = 1.5 ps. SS and BCB denote the Dirac surface states and bulk
conduction band respectively. Orange dotted line indicates the equilibrium Fermi level. Red and
blue regions indicate the regions over which the intensity is integrated over for the time-resolved
traces. (b) Normalized change in the Tr-ARPES intensity as a function of the delay time for the
SS and BCB.

at the surface. This carrier asymmetry at the surface results in a extremely long lifetime for

photoexcited Dirac electrons as there are not enough holes for them to recombine with.

6.2.4 Strong laser electric-field induced emission

This section discusses field-emission induced by the strong laser electric-fields used in Tr-

ARPES. In general field-emission refers to the tunneling of surface electrons into vacuum by a

strong electric-field altering their confining potential. Both photo-emission and field-emission

are depicted in fig. 6.9. As illustrated, photoemission requires the absorption of a photon

with energy greater than the sample work-function φ. On the other hand, a strong static

or quasi-static electric field changes the potential barrier experienced by surface electrons

allowing them to tunnel out into vacuum without overcoming the work-function. The

presence of low energy photons (~ω � φ) further enhances the field emission as shown

in fig. 6.9b. This effect is referred to as optical field emission and is used to generate

electron pulses from nano-structures [184–186].
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Figure 6.9: Photoemission vs field-emission of electrons (a) In photoemission, a photon with
energy greater than the work-function φ of the solid causes an electron to overcome the confining
potential V . (b) In field-emission a strong quasi-static electric-field (Ep) alters the confining
potential of electrons causing them to tunnel out into vacuum.

Field emission becomes quite important for low frequency, high intensity and short pump

pulses used in Tr-ARPES. The short duration of the pump pulse leads to very high peak

electric fields in vacuum in the range of 107 V/m to 108 V/m (sec. 7.1.4). This field is further

enhanced at the edges of the sample or around sharp defects or impurities on the sample

surface where the curvature is higher. This ‘lightning rod’ effect can enhance the electric

field by a factor of up to 50 around sharp protrusions in metallic samples [187]. In our case

this can lead to surface potential gradients greater than 1 GV/m. For low-frequency pulses,

electrons experience a quasi-static field and can thus tunnel into vacuum. This emission is

further increased through multi-photon absorption of the pump pulses as well.

The electrons generated through the pump pulse field emission accelerate into the ARTOF

detector and register as a background signal even in the absence of the photo-emitting probe

beam. This background is highly susceptible to the sample surface quality necessitating the

use of flat surfaces devoid of sharp edges or defects. Field emission can also worsen the energy

and momentum resolution of the signal through space-charge effects as discussed in sec. 7.1.3.
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“Sometimes I’ll start a sentence, and I don’t even know
where it’s going. I just hope I find it along the way.
Like an improv conversation. An improversation.”

— Michael Scott, The Office, 2009
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Tr-ARPES is implemented in the Gedik lab by combining a Ti:Sapphire amplified laser

system with a Angle-Resolved-Time-of-Flight (ARTOF) detector. The main components

are the optical setup and the ARTOF system combined with Ultra-High-Vacuum (UHV)

chambers and electronics for data acquisition.

The optical setup generates and characterizes both the pump and the photo-emitting

probe beam. As detailed in the sections below, the energy of the pump beam can be varied

between ∼ 100 meV and 3 eV while the photo-emitting probe beam’s energy is set to ∼ 6.2 eV

139



140 7.1. Optical components

via fourth harmonic generation (FHG) of the fundamental ∼ 1.55 eV laser beam. A delay

stage is used to control the time delay between the pump and probe beams. The beams are

focused and spatially overlapped with each other at the sample in a UHV chamber. The

sample is mounted on a 6-axis goniometer and is cleaved in-situ typically at a pressure <

2× 10−10 Torr. The energy and momentum of the photo-emitted electrons are measured

using a commercial VG scienta TOF detector system (ARTOF).

Below we present details of each of these components in order to guide future researchers

working with the Tr-ARPES setup in the Gedik lab. We also present a few limitations

of the setup along with alignment and optimization tricks.

7.1 Optical components

Figure 7.1 shows the optical components and the complete beam path for the Tr-ARPES

system. The laser is a KM Labs Wyvern 500 regenerative amplified system which gives

ultra-short pulses centered at ∼ 1.55 eV with duration ∼ 150 fs. The repetition rate can be

varied between 10 kHz to 200 kHz though the experiments in this work are typically done

at 30 kHz with pulse energies of > 250 µJ. A telescopic beam reducer is used to reduce

the spot size at the output of the laser to match specifications for the Optical Parametric

Amplifier (OPA), the ‘Tripler’ and the ‘Quadrupler’ (see below). The laser beam is then

split into two using a half-wave plate and a thin-film polarizer combination. The thin-

film polarizer reflects light polarized vertically with respect to plane of incidence while

transmitting horizontal polarization. In this way the power can be continuously adjusted

between the OPA and the rest of the setup.

The vertically polarized reflected beam from the thin-film polarizer is fed into the OPA

which uses a combination of non-linear processes to generate the variable energy (100 meV to

3 eV) pump-beam for the Tr-ARPES system. This ‘OPA pump’ beam is filtered, collimated

and elevated using a periscope to be focused into the UHV chamber with a silver or gold-
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Figure 7.1: Optics setup for Tr-ARPES showing the complete beam path from the Wyvern laser
to the sample inside the UHV detector. See text for a detailed description of the beam path and the
indivindual components. A few abbreviations are as follows: λ/2: half-wave plate, PBS: polarizing
beam splitter, ND: neutral-density Ir: Iris. Drawings of individual optical components are adapted
from [42].
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coated concave mirror. Various wave-plates (quarter and half) along with polarizers can be

placed in the path of the OPA beam to adjust the polarization and fluence of the ‘OPA pump’.

The horizontally polarized transmitted beam from the thin-film polarizer is further split

into two using another half-wave plate and polarizing beam splitter. One part acts as

the pump beam which is quite useful in Tr-ARPES experiments that need a pump energy

of 1.55 eV since this path circumvents the complicated OPA stage. Neutral density (ND)

filters can be used to alter the pump fluence. This 1.55 eV pump beam eventually follows

the same path as the ‘OPA pump’ mentioned above.

The other part is fed into a ‘Tripler’ which generates the third harmonic (3ω) of the

fundamental frequency ω of the laser beam using non-linear optics. The third-harmonic and

fundamental beams are summed together in a ‘Quadrupler’ to generate the fourth-harmonic

4ω. This has an energy of ∼ 6.2 eV and is used as the photo-emitting probe pulse. The

Quadrupler outputs beams at ω, 3ω and 4ω which are separated using a prism pair which

also compresses the 4ω beam temporally. The probe beam then passes through a delay stage

to adjust the time delay between the pump and probe pulses for time resolved experiments.

The probe is then elevated with a persciope and focused into the chamber at the same spot

as the pump beam. A ‘Berek’ compensator can be used to control the polarization of the

probe. Below are the details of the physics of each component in the optical setup.

7.1.1 Laser system

The laser system consists of a KM labs Wyvern 500 regenerative amplifier. In general,

for efficient Tr-ARPES experiments, a laser system needs to be pulsed and have the

following specifications:

1. Pulse duration: This sets the time-resolution of the system so the shorter the pulse

duration, the better the resolution. However, there is a trade-off between the time and

energy resolution due to the uncertainty principle:

σtσE ≥
~
2 =⇒ ∆t∆E ≥ 1.82 meV.ps (7.1)
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where σt,E are the RMS widths for Gaussian pulses and ∆t,∆E correspond to their

FWHM which we use to define the resolution of our setup. Here we have used the

relationship FWHM = 2
√

2ln2σ. This implies that a 150 fs pulse will have an energy

resolution > 12 meV. The pulse duration of the Wyvern can be adjusted by modifying

the stretcher (see below). We typically use pulses with duration 100 fs to 200 fs.

2. Pulse energy: This refers to the total amount of energy within a single pulse. In a

Tr-ARPES experiment, sufficient pulse energy is needed to both drive the system out

of equilibrium and generate the photo-emitting probe. In our case, high pulse energies

are also needed for the OPA. In the Wyvern system, the pulse energy is typically

> 250 µJ at a repetition rate of 30 kHz.

3. Repetition rate: This refers to the number of pulses per unit time at the output

of the laser system. The repetition rate sets the electron count-rate (Ne) since our

ARTOF detector uses a delay line that can at most count one electron per laser

pulse. The greater the repetition rate, the faster the data acquisition since we get a

better signal-to-noise ratio (SNR∼
√
Ne). This is especially important for Tr-ARPES

experiments as the change due to the pump pulse is typically quite small and the sample

surface degrades over time (a few hours to a day) after cleaving which intrinsically

broadens the ARPES spectra. However, there are two main limitations preventing a

high laser repetition rate. Firstly, at higher repetition rates, the pulse energy of the

Wyvern decreases which reduces the efficiency of the non-linear processes in the OPA.

This reduces the available pump-energy needed to perturb the system. Secondly, a

higher electron flux (Ne per unit area) degrades the sensitivity of the multi-channel-

plate (MCP) in the ARTOF detector necessitating frequent replacement of the MCP,

an expensive and time-consuming process. We typically use a laser repetition rate

of 30 kHz and adjust the photon flux to keep the electron count rate below 20,000

counts/sec (see below). This repetition rate also ensures optimum operation of the

OPA.
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Figure 7.2: Stages of the Wyvern laser system. The oscillator outputs a < 100 fs short pulse ‘seed’
which gets elongated in time in the stretcher to reduce its peak intensity. The stretched seed pulse
is trapped in the regenerative cavity using a pockels-cell (PC) to gain energy from the cavity which
was stored in it using a high-energy 532 nm pump pulse. The high-energy pulse from the cavity is
then compressed back to yield an ultra-short amplified output at 800 nm.

The various stages of the Wyvern laser system relevant for the day-to-day operation

are illustrated in fig. 7.2 and outlined as follows:

Oscillator: The laser system starts with an oscillator which is simply an optical cavity

that provides a ‘seed’ pulse that is amplified. The working principles behind an oscillator are

detailed in sec. 2.3.1. The Wyvern oscillator outputs a short pulse with a duration < 100 fs.

Stretcher: The ultra-short seed pulse is then fed into a ‘stretcher’ which broadens the

time duration of the pulse so as to reduce its peak intensity. This is to prevent damage

to the gain medium in the amplification stage. The ‘stretcher’ is a pair of diffraction

gratings that order the frequencies of the ultrashort pulse in time e.g. lower frequency

components arrive earlier. The position of these gratings and hence the broadening of

the pulse can be controlled by an external knob which is a convenient way to adjust the

temporal pulse width of the amplifier output. The stretched seed pulses are then fed into

the regenerative amplifier cavity to be amplified.

Regenerative cavity: Regenerative amplification consists of a resonator and a gain

medium that is pumped externally to accumulate sufficient energy. A seed pulse is then

trapped inside the gain medium to undergo many resonator round trips as it extracts all the

energy stored in the gain medium. The resulting high energy pulse is then opto-electronically
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released from the cavity. The amplifier cavity in the Wyvern consists of a Ti:sapphire

crystal in a vacuum chamber that is cryogenically cooled to below 100 K to prevent heating

and damaging the crystal. The external pump lasers (Photonics industries) excite that

Ti:Sapphire crystal with a wavelength of ∼ 532 nm and a repetition rate typically set to

30 kHz. The pump lasers excite the crystal to create population inversion which can then lead

to stimulated emission at the wavelength of the seed pulses as they pass through the crystal.

In this way the seed photons trapped in the regenerative cavity become amplified. For

optimum amplification, the seed beam has to be spatially overlapped with the pump beams.

Pockels cell: The trapping and release of the pulses in the cavity is achieved using a

Pockels cell (PC) which is a crystal whose birefringence (i.e. polarization dependent refractive

index) can be controlled by applying a voltage pulse. The incoming seed pulse (horizontally

polarized) passes through a thin-film polarizer and a λ
4 wave-plate and into the PC after

which it is retro-reflected back. If the PC is off (i.e. no voltage is applied), the seed pulse will

become vertically polarized and thus reflected into the cavity by the thin-film polarizer. At

this point the PC is turned on making it act like an additional λ4 wave-plate. This prevents

any rotation of the pulse polarization from the PC-λ4 wave-plate combination and thus traps

the seed pulse inside the cavity in addition to preventing additional seed pulses from entering

the cavity. After amplification is complete the PC is turned off and the high-energy pulse is

released from the cavity. The timing of the PC can be adjusted such that the first pass of the

seed pulse occurs at the falling edge of the pump pulse. This ensures that sufficient energy

has been built into the amplifier cavity before the seed pulse passes through it. The amplified

pulse is then directed to a compressor where a pair of gratings compress the stretched pulse to

between 100 fs and 200 fs. The principles behind pulse compression are detailed in sec. 2.3.1.

The two most commonly encountered issues with the Wyvern laser system are loss of

oscillator mode-locking and a decrease in the amplified power. These are typically encountered

after the laser-system has been running continuously for a couple of weeks. The oscillator

usually suffers due to dust accumulated in its optics that can prevent phase-locking of the

longitudinal modes. Thorough cleaning of the optics usually fixes this issue. Similarly, the
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decrease in the amplified power is a consequence of worsening pressure in the regenerative

cavity which compromises the efficiency of the Ti:sapphire crystal. Initially, the Wyvern

average power would drop from 10 W to about 7 W within a few days and the cavity had to

be pumped out regularly. One improvement was the installation of an ion pump continuously

pumping the cavity to keep it at a pressure of ∼ 1× 10−9 Torr. This allows the regenerative

cavity to remain stable for a few weeks. A quick way to optimize the amplifier output

is to adjust the ∼ 532 nm pump beam steering mirrors for better spatial overlap between

the pump beams and the seed pulse. It is recommended that the Wyvern laser system is

optimized before a Tr-ARPES experiment to ensure continuous and stable operation.

7.1.2 Photo-emitting probe beam: generation & characterization

For photoemission, the photon energy must be greater than the work function (φ) of the

sample. For most metals, φ > 4 eV necessitating a photon energy greater than the third

harmonic of the fundamental light generated by the Wyvern. In addition by eq. 6.2 the

greater the photon energy the larger the momentum space that can be measured. Here we

use non-linear optics in a β-Barium Borate (BBO) crystal to generate the fourth harmonic

of the 1.55 eV beam to get pulses at 6.2 eV for photoemission. Any harmonic greater than

this cannot be generated in a BBO crystal as it cannot transmit wavelengths less than

∼ 190 nm. Harmonic conversion in the BBO crystal is done using frequency mixing. To

understand this we can write the optical response (induced polarization P (t)) of the crystal

as a power series in the applied electric field E(t) strength:

P (t) = χ(1)E(t) + χ(2)E2(t) + χ(3)E3(t) + ... (7.2)

where χ(2) and χ(3) are the second-and third-order nonlinear optical susceptibilities. χ(2)

is the leading term that allows non-linear interactions and is non-zero only in materials

that lack inversion symmetry such as BBO. As an example of harmonic conversion consider

a laser beam with frequency ω. For simplicity, the time-varying electric field can be

written as E(t) = E0 cos(ωt). The second order polarization in eq. (7.2) becomes P (2) ∝
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Figure 7.3: Harmonic generation & phase matching. (a) Energy conservation in second harmonic
generation (SHG). Two photons with frequency ω are absorbed into a virtual state to emit one
photon with frequency 2ω. (b) Tiny regions in a non-centrosymmetric crystal radiate SHG but
with random phases with respect to each other due to the difference in dispersion for waves at ω and
at 2ω i.e. nω 6= n2ω. As a result, the SHG waves destructively interfere. (c) If the phase-matching
condition is met (i.e. nω = n2ω), all the source radiate at the same phase and constructively
interfere.

χ(2)E2
0 + χ(2)E2

0 cos(2ωt). The second term contains a contribution at 2ω which can lead to

the generation of radiation at the second-harmonic frequency. This process is referred to

as second harmonic generation (SHG) and can be visualized as two photons of frequency

ω being simultaneously destroyed to generate a photon at 2ω (fig. 7.3a). Similarly, if the

electric field contains two distinct frequency components i.e. E(t) = E1 cos(ω1t)+E1 cos(ω2t),

then the induced second-order polarization will contain frequency components at 2ω1, 2ω2,

ω1 + ω2 and ω1 − ω2. The ω1 + ω2 process is appropriately called sum frequency generation

(SFG) while the ω1 − ω2 is called difference frequency generation (DFG).

From the discussion above its clear that the intense electric field of an ultra-short pulse

can induce second-order polarization in a non-centrosymmetric crystal. However, for the

whole crystal to radiate nonlinearly, the waves emitted by the elementary sources need to

constructively interfere. This process is called ‘phase matching’. For example consider the

microscopics of SHG in a BBO crystal (fig. 7.3b). Here different tiny regions of the crystal will

emit wavelets at 2ω in all directions. Since the refractive index for the source (fundamental

beam at ω) is in general different then for the SHG wavelets (nω 6= n2ω), the wavelets emitted
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from different regions of the crystal will have different phases and interfere destructively.

This can be avoided in a birefringent crystal where the index of refraction is different along

different crystallographic axes. The crystal is cut and oriented in such a way that perfect

phase matching (nω = n2ω) is achieved for different polarization of the ω and 2ω beams.

In our lab harmonic conversion is achieved in a commercial Minioptic ‘Tripler’ and

‘Quadrupler’ system. The Tripler consists of two BBO crystals. The first generates SHG

while the second uses SFG to combine ω and 2ω into 3ω. External knobs allow fine tuning

of the angle of orientation of the BBO crystals for efficient phase matching. The Quadrupler

uses another BBO to combine 3ω with ω to give 4ω = 6.2 eV at a few milliwatts of power.

The output of the Quadrupler is then sent into a fused silica prism pair where different

harmonics are separated and the 6.2 eV ‘probe’ pulses are compressed. The principles behind

pulse compression using a prism pair are detailed in sec. 2.3.1.

After compression the probe pulses pass through a motorized translation stage (fig. 7.1)

to adjust their timing with respect to the pump pulses. The delay stage (Newport) allows a

scanning range of > 1 ns. The probe beam is then directed and focused onto the sample in

the UHV chamber using a focusing lens mounted on a translation stage. This allows us to

adjust the spot size of the probe beam onto the sample which is important for optimizing

the energy/momentum resolution of the ARPES spectra as discussed below.

7.1.3 Energy & momentum resolution

To take into account the finite energy and momentum resolution of the setup, the intensity

measured in an ARPES experiment is convolved with a Gaussian ellipsoid with energy

width ∆E and momentum width ∆k (eq. 6.3). ∆E is primarily affected by the finite

bandwidth (∆Eb) of the probe pulse, the energy resolution (∆Ed) of the detector and

space-charge (∆Esc). Assuming each of these broaden the measured energy with a Gaussian

distribution, ∆E can be written as:

(∆E)2 = (∆Eb)2 + (∆Ed)2 + (∆Esc)2 (7.3)
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Figure 7.4: Schematic of the photoemission process illustrating space-charge & finite spot size
effects on ARPES energy and momentum resolution. (a) Effect of space-charge. The probe
beam impinges on the sample over an area with width d0 resulting in a cloud of N electrons
being photo-emitted. 2PPE (two-photon photoemission) denotes electrons emitted through the
simultaneous absorption of two probe photons. After propagation towards the detector, the electron
cloud expands due to mutual Coulomb repulsion between electrons resulting in a broadened energy
distribution as show on the right. (b) Effect of finite spot size. Two electrons with the same k‖ are
emitted at an angle θ from opposite edges of the finite spot-size probe (Fig. 7.4b). They are imaged
at the detector at different points. The detector interprets these electrons as having different k‖
and that difference sets the momentum resolution ∆k.

As discussed above, the short time duration of the probe pulse sets a lower bound on the pulse

bandwidth due to the uncertainty principle. A 150 fs pulse will have an energy bandwidth

∆Eb > 12 meV. As specified by VG Scienta and in sec. 6.1.3 the detector has a resolution

∆Ed < 0.34 meV and thus can be neglected in eq. (7.3). On the other hand space-charge

can play a significant role in broadening the energy resolution.

Space-charge effects: Space-charge [188–190] refers to the repulsive Coulomb forces

that photo-emitted electrons exert on each other as they travel between the sample and the

detector. As shown in fig. 7.4a this lowers the kinetic energy for the lowest-energy photo-

electrons while increasing the kinetic energy for the highest energy electrons i.e. effectively

broadening the electron distribution and thus smearing the measured intensity. Space-charge

can affect the energy resolution by as much as 10 meV [188] in ARPES experiments. Many
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studies (e.g. [189–191]) have shown that the space-charge induced energy broadening ∆Esc
scales directly with the number of electrons (Ne) in the cloud and inversely with the pulse

spot size on the sample (d0). This is apparent since the repulsive Coulomb interaction will

scale directly with the density of electrons in the electron cloud outside the sample. In our

setup, the detector is capable of only measuring up to one electron per pulse. Thus, the

probe photon flux (no. of photons per unit area) is adjusted so that we count less than one

electron per pulse. Here it is important to note that detector count rate corresponds to

the number of electrons measured within the energy window specified for the experiment

(sec. 7.2). Even if the detector is measuring < 1 electron per pulse, significantly more than

one electron can be photoemitted at the sample for every probe pulse. For example, there

might be low energy photo-emitted electrons outside the energy window of the spectrometer.

Another major source of electrons outside the detector energy window is 2 photon-photo-

emission (2-PPE) which refers to two photons being coherently absorbed by the sample

to emit a single electron with kinetic energy Ek = 2~ω − φ. 2-PPE can also broaden ∆E

(fig. 7.4a) especially at high probe intensities as the number of 2-PPE electrons scales as the

square of probe intensity. Thus, it is important to work with low probe beam intensities

that do not smear out the ARPES distribution.

Finite spot-size effects: Similarly, ∆Esc can be minimized by using a larger probe spot

size (d0) at the sample as that reduces the photon flux as well as the density of electrons in

the photo-emitted cloud. However, increasing d0 can adversely affect the angular/momentum

resolution ∆k (fig. 7.4b). As explained in sec. 7.2.1, the ARTOF detector determines the

momentum of an electron by recording the position at which the electron hits a 2D grid.

Each point on the grid corresponds to a unique angle at which the electron is emitted from

the sample and thus a unique in-plane momentum (k‖). Now consider two electrons emitted

from opposite edges of the finite spot-size probe (fig. 7.4b). Both electrons have the same k‖
and are emitted at the same angle θ with respect to the sample but they are imaged at the

detector at different points. The detector interprets these electrons as having different k‖
and that difference sets ∆k. For a probe spot size of 100 µm, ∆k ∼ 0.001Å−1 for a measured
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Figure 7.5: Sample edge effects on ARPES resolution. Data show the intensity distribution of
photo-emitted electrons as a function of energy (E − Ef ) and momentum (k) for a Bi2Se3 sample.
In (a), the probe beam is positioned near the edge of the sample while it is centered on the sample
in (b). Broadening of the surface states is more apparent in (a).

kinetic energy of ∼ 2 eV. Momentum resolution can also be affected by space-charge effects.

Here two electrons emitted at the same angle repel each other to increase the uncertainty

in their measured angle. Based on the above, it is clear that there is a trade-off in terms

of the optimum probe size. A large probe beam reduces space-charge but broadens the

measured momentum. We find that a probe size of ∼ 100 µm at the sample optimizes both

energy and momentum resolution. This was determined by adjusting the probe focusing

lens right before the chamber and taking spectra at various positions.

Sample edge effects: As discussed in sec. 6.2.4, the strong electric field of an ultrashort

pulse can lead to field emission from a metallic surface by altering the confining potential of

surface electrons. The electric field of both the pump and probe beams can be significantly

enhanced at the edges of the sample or around sharp defects or impurities on the sample

surface. Electrons emitted through field emission will be accelerated into the lens tube and

onto the detector as background noise. In addition they will also affect photo-emitted electrons

through space-charge repulsion and thus worsen the energy and momentum resolution. The

edge of the sample is also more likely to contain micro-sized domains possibly at different
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angles with respect to the sample plane. Electrons with the same in-plane momentum but

emitted from different domains will focus onto the detector at different points broadening

the momentum resolution. To illustrate edge effects, we took ARPES spectra on Bi2Se3 at

both the center of the sample and near the edge (fig. 7.5). As seen, the spectra at the center

is much sharper than that on the edge. To minimize such edge-effects it is important to get

a good cleave on the sample and work with relatively large samples (> 1 mm in diameter).

7.1.4 Pump beam: generation & characterization

There are two ways to pump the sample under study in our time resolved experiments. The

simpler way is to split part of the laser beam before the harmonic conversion to excite the

sample with 1.55 eV light. This pump beam can easily be guided to the chamber as it is visible

with a standard white card. Similarly, it can be imaged on the sample holder making it easier

to be spatially overlapped with the 6 eV probe (see sec. 7.4). Motorized ND filters can be used

to adjust the fluence of the 1.55 eV pump. Finding spatial and temporal overlap between the

1.55 eV pump and the probe beams is typically the first step in time resolved experiments.

The second way is to use an Optical Parameteric Amplifier (OPA) which allows tuning

the pump wavelength between 18 µm and 400 nm (corresponding to energies between 69 meV

and 3 eV)) though the available energy in the pump pulse decreases significantly with

increasing wavelength beyond ∼ 3 µm. We use a Palitra OPA that is optimized at an

input power of ∼ 7.2 W at 30 kHz. The OPA uses a number of non-linear process and

as such is highly sensitive to small changes in the laser pointing, bandwidth and peak

power. It is recommended that the OPA be aligned and calibrated before any Tr-ARPES

experiment for optimal performance.

In general, an OPA has three main stages as illustrated in fig. 7.6. In the first stage a

single photon interacts with crystal with non-zero second-order susceptibility (χ(2)) to create

two photons of lower and different energies. By conservation of energy: ~ω = ~ωs + ~ωi,

where ω is the frequency of the incoming photon while the subscripts s and i refer to the

new photons that are created. They are typically known as the ‘signal’ and ‘idler’ with the
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Figure 7.6: Stages of optical parametric amplification. OPG refers to optical parametric generation
while DFG is difference frequency generation.

former referring to the photon with the higher(lower) energy(wavelength). Phase matching,

as discussed above, determines which particular wavelengths are created. Phase matching

is controlled by adjusting the angle of the non-linear crystal. In practice, a ‘white-light’

supercontinuum is used to ‘seed’ the first stage [192].

In the second stage (parametric amplification), the signal beam is amplified by an intense

‘fundamental’ beam with energy ~ω. The fundamental photons are converted into the lower-

energy signal photons and an equal number of idler photons by temporally and spatially

overlapping the fundamental with the signal. In this way either the signal or the idler beam

can be used to perturb (pump) the sample in Tr-ARPES experiments with a wavelength

between ∼ 1 µm and ∼ 3.4 µm. SHG and SFG of either the fundamental, signal and/or idler

can extend this wavelength range down to ∼ 400 nm. In the third stage, also known as the IR

stage, Difference Frequency Generation (DFG) is used to generate a photon with frequency

at the difference between the signal and idler frequencies. Thus, the pump wavelength for

Tr-ARPES can be extended all the way to 18 µm. For an IR-pump wavelength of 10 µm,

the average power at the output of the OPA is ∼ 25 mW. Filters placed outside the OPA

can be used to block the fundamental, signal and/or idler as needed.

Aligning the mid-IR pump beam is significantly harder than the 1.55 eV pump beam

because of its low power and high divergence. For a beam with a spatially Gaussian profile,

the divergence scales linearly with the pump wavelength Θ ∼ λ. The diameter of a mid-IR

beam with λ = 10 µm and beam waist ∼ 0.5 mm at the OPA output expands to nearly

an inch after 4 m of propagation. The OPA beam needs to be guided through a distance
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of nearly 7 m from the OPA to the sample in a UHV chamber without significant power

loss. This is done with the use of 2” diameter gold mirrors to guide the beam. Similarly,

the beam is collimated right out of the OPA and its path is then made collinear with the

1.55 eV pump using a flip mirror (see fig. 7.1). This makes it possible to spatially overlap

the invisible mid-IR pump beam with the probe beam.

Determining pump fluence & peak electric field: Both the 1.55 eV pump beam

and the mid-IR pump beam are focused onto the sample using a spherical mirror. Since the

sample is in UHV, in order to determine the pump beam radius at the focus, a flip mirror is

used to pick-off the pump beam right before the UHV chamber. The beam radius at the focus

is determined using a horizontal slit and measuring the power after the slit as it is closed. By

fitting the measured power with the open slit width to error functions, the Gaussian beam

spatial parameters (FWHM, 1/e2 width) can be obtained. For the mid-IR OPA beam, there

is typically a 50% drop in power in the beam between the OPA output and UHV chamber

window. The loss is due to the mirrors, waveplates and the collimating lens. We also take

into account 95% transmission through the ZeSe UHV window. For an average measured

power of P , the pump fluence at the sample (energy per pulse per unit area) is determined as:

F = 0.95× P × 10−3

frep × 106 × (π/4)d2 × 10−8 × 106 (7.4)

where F is the fluence in µJ/cm2, P is the average power in mW, frep is the repetition rate

in MHz and d is the beam diameter in µm. There are two common ways of defining the

Gaussian beam diameter for fluence calculations. We can either take d to be the FWHM or

the 1/e2 width of the Gaussian where the latter is 1.699 times the FWHM value.

Since the intensity of a propagating Gaussian beam is related to the local electric field

as I = cε0
2 |E|

2, the peak electric field for the pump can be written as:

|E0|2 = 4
cε0

√
ln2
π

F × 10−2

τ × 10−15 (7.5)

where E0 is in V/m, τ is the FWHM pulse duration of the pump pulse (see below) in

fs, F is the fluence calculated from eq. (7.4), c = 3× 108 m/s and ε0 = 8.85× 10−12 F/m.
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Figure 7.7: Geometry for computing the pump electric field inside & outside the sample for the
case of P-polarized pump. n is the sample refractive index. Ei, Er and Et are the electric fields for
the incident, reflected and transmitted beams respectively. θi and θt are the angles of incidence
and transmission respectively.

We note here that this is the peak electric field of the beam in free space. To determine

the peak field experienced by the sample, we need to take into account the sample’s

refractive index n to compute the reflected and transmitted fields using Fresnel equations.

This is described as follows for the case when the pump electric field is parallel to the

plane of incidence i.e. P-polarization.

Consider a P-polarized pump beam incident on the sample at an angle of θi as shown

in fig. 7.6. By Fresnel equations, the reflection (rP ) and transmission (tP ) coefficients are given

by:

rP = n cos θi − cos θt
n cos θi + cos θt

(7.6)

tP = 2 cos θi
n cos θi + cos θt

(7.7)

where n = sin θi
sin θt is the sample refractive index, θi and θt are the angle of the incident

and transmitted beams with respect to the surface normal. Using these, the transmitted

electric field is simply Et = tPEi, where Ei is the incident electric field as computed using

eq. (7.5). Thus, the in-plane (Et,‖) and out-of-plane components (Et,⊥) of the electric

field experienced right inside the surface of the solid are given by: Et,‖ = Et cos θt and

Et,⊥ = Et sin θt. Similarly, the electric field right outside the sample along the surface

normal is given by: Ez = Ei sin θi + Er sin θr, where Er = rPEi. In Tr-ARPES experiments,
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these relationships are quite useful in determining the pump electric fields experienced by

electrons both inside and outside the sample surface.

As an example consider a mid-IR ∼ 160 meV pump beam incident a Bi2Se3 sample as

discussed in chap. 8. From [193], the reflectance (R = |r|2) of Bi2Se3 is 45% at this energy

for normal incidence. This corresponds to a refractive index n = 5.1. Using eq. (7.6),

for an incidence angle of θi = 45°, rP = 0.57 and tP = 0.31. The average measured

power of the pump beam is 11.5 mW at a repetition rate of 30 kHz, FWHM of 270 µm and

pulse duration 250 fs. From eq. (7.4), eq. (7.5) and the corresponding relationships, we get

Et,‖ = 4.15× 107 V/m taking d as the FWHM, and Et,‖ = 2.45× 107 V/m taking d as the

1/e2 width of the Gaussian. We therefore use the average value as the best estimate i.e.

Et,‖ = 3.3× 107 V/m. Similarly, the out-of-plane electric field right outside the surface can

be computed using the above relations as Ez = 11.6× 107 V/m.

Duration of the pump pulse: The pulse duration of the ∼ 1.55 eV pump beam can

be determined relatively easily using a commercially available autocorrelator. Here the pump

beam is split into two parts and then recombined in a BBO crystal for SHG. Scanning

the time-delay between the two parts gives the SHG intensity as a function of time from

which the temporal profile of the input can be determined. On the other hand, it is not

straightforward to determine the temporal profile of the mid-IR pump from the OPA. One

approach is to use the rising edge of a Tr-ARPES trace. This edge can then be symmetrized

around t = 0 to give the pump profile assuming that it is indeed symmetric.

Yet another way is to use the rising edge of the dynamics of image potential states

(IPS) generated in some Tr-ARPES experiments. In general, an electron at a distance z

in front of a conducting surface can become trapped in the potential well formed by the

Coulomb-like attractitive potential V (z) = −e2/4z of its positive image charge. Analogous to

the Rydberg series of a hydrogen atom, the energies En of the resulting states are quantized

and given by En = −0.85eV/n2 with n = 1, 2, 3... [194]. The dispersion of these states is

free electron-like with respect to the surface in-plane momentum. As shown in fig. 7.8a,

these states can be resolved in a time resolved experiment. An initial photon, in this case
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Figure 7.8: Image potential states (IPS) in a Tr-ARPES experiment. (a) Schematic of the IPS
relative to the vacuum level Ev and occupied states below the Fermi level EF in a topological
insulator. Due to the particular pump and probe energies, the IPS are measured overlapping with
the Dirac-like surface states (SS). (b) Tr-ARPES spectra on Bi2Se3 taken with mid-IR pump
(160 meV) at t = −0.3 ps. Parabolic bands corresponding to n = 3 and n = 4 IPS are identified
using guides to the eye. (c) Change in the Tr-ARPES intensity with time, integrated over the
yellow boxed region in (b). Red trace indicates a Gaussian pulse obtained by fitting the right side
of the IPS time profile (i.e. t > 0).

the photo-emitting 6 eV photon, first populates the IPS. A second pulse, in this case the

mid-IR pulse, causes the electron to escape to vacuum. The resulting IPS is then resolved

as parabolic bands that overlap with the equilibrium band-structure of the solid (fig. 7.8a

& 7.8b). More importantly, in the generation of IPS, the role of the mid-IR pump and

the photo-emitting probe are reversed. Thus, the profile of the IPS is time-reversed with

respect to the time-profile of bound electronic states below EF i.e. t→ −t (fig. 7.8c). The

rising edge of the IPS state time-profile (for t > 0) can then be symmetrized about t = 0

to give the temporal profile of the pump pulse as shown in fig. 7.8c.
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7.2 ARTOF system

We use an angle-resolved time-of-flight (ARTOF) spectrometer from VG Scienta to measure

the kinetic energy (Ek) and momentum (k) of photoemitted electrons. As outlined in

sec. 6.1.3, ARTOF works quite differently then a hemispherical spectrometer. Instead of

passing electrons through a narrow slit, ARTOF collects all electrons photoemitted within

a certain angle into an electron lens tube (fig. 7.9a). The tube uses a combination of 4

electrostatic lenses to focus the electrons onto a 2D detector. The detector measures the

electron momentum by determining the position at which it his the 2D grid. Each point

on the grid corresponds to a unique angle of emission and hence a unique kx, ky. The

kinetic energy of electrons is measured from the time it takes the electrons to travel the

meter long lens tube. In this way, both directions of the in-plane momentum and the

kinetic energy are determined without rotating the sample or the detector. Below we detail

each of the components of the ARTOF spectrometer:

Electrostatic lens tube: The lens tube has a maximum acceptance angle of ±22° which

corresponds to a maximum in-plane momentum |k‖| ≈ 0.27Å−1 for maximum Ek = 2 eV.

The most common configuration of the lens tube typically accepts electrons with emission

angles within ±15° corresponding to |k‖| < 0.19Å−1. Each of the four electrostatic lenses

in the tube has a preset high voltage applied to it as calibrated by VG Scienta. In a given

voltage configuration (lens mode), the lens tube is able to focus electrons accurately within

a particular energy range (window). The energy window is typically a certain percentage

of the center kinetic energy of electrons being measured (fig. 7.9c). For example, the most

commonly used lens mode has an energy window 50% of the center energy. If we measure

an electron intensity distribution centered at 2 eV, then the detector is able to accurately

measure electrons with kinetic energies between 1.5 eV and 2.5 eV. Measuring electrons

outside this range would necessitate changing the center energy which results in different

voltages applied to the lenses. It’s important to match the lens mode being used with the

corresponding electrical connections on the high-voltage supply.
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Figure 7.9: ARTOF lens tube, detector & energy window. (a) Schematic of the ARTOF lens
tube and the path of a photo-emitted electron. Electrons emitted within a 22° cone can be collected
into the tube which consists of four electro-static lenses. Pre-set voltages are applied to these
to control the trajectory of the electron. (b) The detector stack consists of the DBIAS mesh to
which a high bias voltage can be applied to filter out low-energy electrons. The multi-channel plate
(MCP) amplifies the electron signal onto the delay line detector (DLD). (c) Energy-window for the
most commonly used lens mode. Here the ARTOF lens tube is able to resolve the energy of and
momentum of electrons emitted with energy within 50% of the desired center energy, in this case
2 eV

DBIAS mesh plate: The mesh plate is an extremely thin wire grid in front of the

detector while DBIAS refers to detector bias. Applying a positive voltage to the mesh

plate repels photoemitted electrons from the detector. In this way, the mesh plate acts as

a high-pass filter and can be quite useful if only electrons beyond a certain kinetic energy

need to be detected. This can speed up data acquisition. It is also useful in ensuring

optimum spatial overlap of the pump and probe beams on the sample. We first set the

DBIAS voltage to block all electrons below the Fermi-level and adjust the pump position

on the sample to maximize the electron counts above the Fermi-level.

Multi-channel plate (MCP): This amplifies the incoming electron signal and deter-
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mines the flight time of the electrons. The MCP is a silicon wafer which consists of tiny

micro-channels (∼ 10 µm in diameter). There is typically a high-voltage difference across

the plate (∼ 2000 V). As a result, an electron incident on the front of the MCP generates

more electrons as it bombards the walls of a micro-channel. This ‘avalanche’ effect amplifies

each incoming electron signal which is then used on the delay line detector to determine

the electron position. In practice, two MCPs are stacked on top of each other and rotated

180° with respect to each other such that their micro-channels form a V-shape (chevron

configuration). This optimizes the gain and prevents electron feedback in the MCP. It’s

crucial to preserve this configuration when replacing the MCPs. The MCPs can easily be

damaged if the incoming electron flux is too high. Each MCP stack typically lasts for slightly

more than a year if the count rate is kept less than 20,000 counts/second. Gradually ‘dark’

spots will be developed on the MCP stack with lower sensitivity (gain) and this can produce

artifacts in the ARPES spectra. These artifacts are known as detector inhomogeneities

and should be considered carefully in analyzing the data. The voltage on the MCP can

be increased as well to temporarily increase the gain at the ‘dark’ spots though that will

degrade the MCP faster. To determine flight-time of the electron, the ARTOF electronics

compare each MCP event time (te) with the time at which the laser pulse hits the sample

(tp) as the MCP is triggered by the laser repetition rate. That time difference corresponds

to the electron flight time. To calibrate tp, the ‘photon peak’ is used (see below).

Delay-line detector (DLD): The DLD is situated right after the MCP stack and

measures the angle at which electrons are photoemitted from the sample. It does this by

noting 2D position of the electron pulse amplified by the MCP. The DLD is basically a

2D grid and consists of two perpendicularly thin copper wires looping around a ceramic

block (fig. 7.10). When the amplified electron pulse hits the DLD it generates two counter-

propagating pulses along each wire. The times the two pulses take to travel to the ends of a

wire are recorded and subtracted to determine the exact position at which the electron hit

that particular wire. Each wire corresponds to each spatial dimension. The DLD outputs

4 signals (x1, x2, y1, y2) corresponding to the pulse travel time from the ends of each wire.
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Figure 7.10: Picture and schematics of a the delay line detector (DLD) which consists of two
perpendicularly thin copper wires looping around a ceramic block. When an electron pulse hits the
DLD, two countr-propagating pulses are generated along each wire. The times the two pulses take
to travel to the ends of a wire x1, x2 and y1, y2 are recorded to determine the exact position at
which the electron hit the detector. This spatial position is then used to determine the in-plane
electron momentum.

For a hit to be ‘consistent’, all 4 signals must have a value and the quantities x1 + x2 and

y1 + y2 must be a constant since that corresponds to to the length of each wire. Combined

with the MCP event timing, we thus get three values (t, x = x1 − x2, y = y1 − y2) for each

electron hit. It’s important to note that this way of measuring position prevents the DLD

from distinguishing between different electron hits that occur at the same time. The DLD

electronics trigger from the laser repetition rate. If two or more DLD hits occur within one

trigger event, all the hits are discarded. This explains why the electron count rate is limited

by the laser repetition rate i.e. the DLD can at most measure one electron per laser pulse.

7.2.1 ARTOF alignment & calibration

To determine the energy and momentum accurately from the ARTOF spectrometer proper

beam/sample alignment and calibration of the timing and work function is necessary.

ARTOF alignment: As discussed above, the angle of emission of an electron is

determined by the electron’s position on a 2D grid. Here the detector assumes that the

electron was photoemitted from a position on the sample that is in line with the detector
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Figure 7.11: Examples of misaligned ARPES spectra taken on Bi2Se3 The spectra shown are
constant energy cuts at the Fermi-level. Gray dashed line (right) indicates the detector center
axis. For proper alignment, the probe beam should hit the sample where the gray line meets the
sample-plane. In (a) the photo-emitting probe beam hits the sample away from the detector center
and the sample is parallel to the detector. This results in the circular Fermi-surface being shifted
away from the (kx,y = 0). If the sample is now tilted as shown in (b), the Fermi-surface is centered
but imaged as an ellipse instead of a circle.

center (fig. 7.11). Moreover, for the center of the detector (x, y = 0) to correspond to zero

in-plane momentum, the sample plane has to be parallel with the detector plane. These

alignment issues can result in an inaccurate momentum determination as shown in fig. 7.11.

To ensure proper alignment, we use two guiding HeNe laser beams through opposite

windows in the UHV chamber such that they intersect directly at the center of the chamber.

The sample holder is then moved such that we can image the spatial overlap of the beams.

The ∼ 6.2 eV beam is then made to overlap with these two beams on the sample holder.
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This sets the proper distance between the detector and the sample (1 m) and ensures that

the ∼ 6.2 eV beam meets the sample in-line with the detector center. The other variable is

the tilt of the sample which has to be adjusted to ensure that it is parallel to the detector

(to center spectra at k‖ = 0). This can be especially challenging for rough samples. Even

if the sample holder is parallel to the detector, cleaving the sample in-situ can result in

crystal faces at different angles with respect to the sample holder. One way to get the

correct tilt is to reflect the HeNe guiding beam from one UHV window into its opposite

window. In practice, we adjust the tilt to ensure that the measured spectra corresponds

well with spectra already measured in literature.

Determining photon timing: The flight-time of the electron is the difference between

time at which the the electron leaves the sample and and the time at which it reaches the

detector (determined by the MCP). Since the former is hard to determine, we use the time

at which the photoemitting pulse hits the sample relative to the trigger. This is known as

‘photon timing’. Some of the scattered photons from the sample hit the MCP and cause

photoionization to generate a single ‘photon peak’ in the spectra. This peak precedes all

electron signals. A useful way to detect this peak is to use a high DBIAS voltage which blocks

all photoemitted electrons from reaching the MCP. The ARTOF software determines the

timing of each event with respect to the electronic trigger provided by the Wyvern system.

Determining work function: The ARTOF detector determines the kinetic energy

Ek of a photo-emitted electron by its flight-time. To convert Ek into the binding energy

of an electron EB, we need to determine the sample work-function. From eq. (6.1), it

is clear that the smallest EB that can be measured is simply ~ω − φ, where ~ω is the

energy of the photo-emitting probe beam. This is known as the low energy cut-off and can

be determined by lowering the center energy until the intensity-energy distribution has a

sharp-cutoff within that particular energy window. Here we note that this cut-off is actually

determined by the detector workfunction (φd) rather than the sample workfunction (φs).

Since the sample and the detector share the same electrical ground (through the sample

holder and the electronics), their chemical potentials equilibrate resulting in a potential of
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φs - φd between them. Photoemitted electrons accelerate towards the detector and their

kinetic energy increases by φs - φd i.e. Ek = ~ω − φs − EB + (φs - φd) = ~ω − EB − φd.

For our particular detector φd ≈ 4.2 − 4.3 eV.

7.3 Vacuum system & sample preparation

As discussed in fig. 6.3, the electron escape depth in solids is typically only a few nm for

the electron kinetic energies in ARPES experiments. The electrons measured by ARPES

originate from only a few top-most layers at the surface of the solid. Any impurities or

defects on the sample surface inelastically scatter the electrons as they are photoemitted

and thus, obscure the measured energy-momentum band structure (fig. 7.5). Thus, it is

important to use samples with homogeneous and clean surfaces.

The surface quality can deteriorate quickly as absorbates from the environment deposit

on the surface. This is overcome by performing ARPES experiments in an ultra-high vacuum

(UHV) environment with a pressure < 1× 10−10 Torr. The sample is cleaved in this UHV to

obtain a fresh surface before measurement as discussed below. Nevertheless, any residual gas

in the chamber can still deposit impurities on the surface and so its quality worsens over time.

For example, the worsening surface of a freshly cleaved Bi2Se3 sample starts to broaden the

measured Dirac cone surface states after about 1 day. Eventually by the 3rd day the surface

states are no longer resolvable and only a broad continuum of occupied states is visible.

7.3.1 UHV components

The UHV chamber consists of two parts: the smaller preparation (prep) chamber in which

samples are loaded and stored and the larger main chamber in which measurements are

performed. A gate valve is used to isolate the two chambers. The prep chamber consists

primarily of a sample holder storage unit (‘the garage’) that can hold upto 4 sample holders.

This garage is loaded by opening up a flange in the prep chamber while the gate valve is

closed to preserve the UHV the main chamber. The prep chamber is then baked (see below),
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pumped out and cooled until the pressure reaches UHV. The sample holder is transferred

from the prep chamber to the main chamber using a transfer arm.

The main chamber consists of 6-axis goniometer which holds the sample holder during

measurements. This has three translation axes and three rotation axes and can be cooled

down to 20 K. This chamber also houses the ARTOF lens tube and detector along with

a wobble stick arm that can be used to cleave the samples in-situ. Conflate flanges with

windows provide access for the pump and probe beams onto the sample. The main chamber is

also shielded by two layers of µ-metal sheets inside UHV that expel any stray magnetic fields.

The two chambers are pumped down to a pressure < 1× 10−10 Torr using a combination

of roughing, turbo, ion and titanium sublimation pumps as outlined below.

The roughing/backing pump is a rotary vane pump attached to the prep chamber

through the turbo pump. With both the main chamber and prep chmaber initially at

room pressure, this pump is started to get the pressure down to 1× 10−2 Torr. It does this

in about 30 minutes after which the turbo pump is turned on to reduce the pressure to

1× 10−7 Torr. At this point, the out-gassing rate of the absorbed molecules on the walls

of the UHV chamber equals the pumping speed of the turbo pump and the pressure does

not go down further. To overcome this limitation, the chambers are baked from the outside

to a temperature > 100 K. This increases the out-gassing rate which at first increases the

pressure. Eventually, over the course of a week, the pressure drops down to 1× 10−8 Torr as

absorbed water molecules are removed. The chamber is then cooled to room temperature

which brings the pressure down to high 10−10Torr.

The turbo pump is not able to reduce the pressure any further since its pumping efficiency

is quite low for light molecules such as hydrogen. To remove such gases, an ion pump is used

which ionizes molecules in the chamber and then accelerates them onto an electrode using a

strong electric potential. In addition to this, a titanium sublimation pump (TSP) is also

used to bring the final pressure to < 1× 10−10 Torr. The TSP consists of a thin titanium

filament through which a high current is passed. This sublimates the titanium which then gets

deposited on the chamber walls to form a thin coating. This limits out-gassing of the chamber
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Figure 7.12: (a) Picture of the sample holder for ARPES inside the UHV chamber. (b) Schematic
of the sample holder before cleaving mounted inside the chamber. The sample holder screws onto the
mount on the goniometer. The is mounted between two layers of silver epoxy with a stainless-steel
screw attached on top. This screw is hit with a wobble stick to cleave the sample. A small layer of
silver epoxy is left exposed (left) to see the fluorescence of the 6.2 eV probe beam.

walls and any residual gases in the chamber can react with titanium to form a solid product on

the walls. The TSP is typically turned on for only about 7 minutes after the initial bake-out.

To load samples, the gate valve is closed and the prep-chamber is vented while keeping

the ion pump on in the main chamber. Once samples are loaded, the prep-chamber has to

be baked for about 24 hours so that the pressure inside matches that in the main chamber.

The ion pump is located directly below the ARTOF detector and so it can cause ions to

directly impact the detector which results in background noise in the measured spectra. To

prevent this, we turn off the ion pump during measurement while keeping the gate valve

open so that the turbo pump can preserve the pressure in the main chamber.

7.3.2 Sample preparation & cryogenics

As discussed before, the samples for ARPES measurements need to have uniform surfaces

free from defects. To achieve this, relatively large (> 1 mm × 1 mm) are mounted on the

sample holder. Generally, the larger the samples, the better the cleave. The sample holder

(Fig. 7.12) is made from high thermal conductivity copper to ensure that the sample is in

good thermal contact with the helium cryostat. This holder has a screw like knob that

threads into mounts inside the UHV chamber.

The top of the sample holder is about 1 cm× 1 cm. Samples are cut into roughly square

shapes and ‘glued’ onto the top using conductive silver epoxy to ensure good electrical and
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thermal contact between the holder and the sample. A thin stainless steel screw is then

mounted on top the sample using silver-epoxy (EPO-Tek H20E) to cleave the sample once it

is inside UHV. Torr-seal or ceramic posts can also be used for this purpose however they can

get electro-statically charged and thus affect the energy and momentum of the photoemitted

electrons. One way to prevent this charging is to coat exposed insulating surfaces on the

sample holder with conductive graphite paint. Typically 4 to 5 samples are mounted on

one holder. We also leave some silver paint exposed on a small part of the sample holder

to help achieve spatial overlap between the pump and probe beams (sec. 7.4).

Once inside the main chamber, the sample is cleaved by hitting the stainless steel screw

with the wobble stick. For layered single crystals, the bonding force between the silver

epoxy and the top-most layer is stronger than the van der Waals force between layers.

This results in the top-most layer being removed if the screw is hit. Nevertheless, a good

cleave is not guaranteed even for high-quality crystals like Bi2Se3. A bad cleave results

in laser induced field-emission from the high intensity mid-IR pump beam which obscures

the real signal as discussed in sec. 6.2.4.

The sample holder can be cooled down to ∼ 20 K using a copper braid connected to a

cold finger of an open-cycle liquid helium cryostat. To cool the cryostat, a helium transfer

line is inserted through the goniometer. A hermetically sealed diaphragm pump is used to

pump liquid helium into the cryostat. Previously, the cryostat would get to base temperature

in about 6 hours. This was due to a bad vacuum in the walls of the helium transfer line.

This evaporates the liquid helium in the inner capillary of the transfer line before it reaches

cold finger. To overcome this, the region between the inner capillary and the outer walls is

pumped out using a turbo pump. In this way the cryostat can get to base temperature in

about 2 hours. The helium consumption rate is 2 L/hour at ∼ 20 K and 1 L/hour at ∼ 30 K.
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Figure 7.13: Finding time-zero in Tr-ARPES. The plots show the momentum-integrated intensity
distribution of photo-emitted electrons as a function of E − Ef and delay between the pump
and probe as determined by the position of the stepper-motor stage (see text). This particular
Tr-ARPES scan was taken on Bi2Se3 using a pump energy of ∼ 0.9 eV from the OPA. The sharp
spike corresponds to the stage position when the pump and probe pulses overlap in time at the
sample. This position is known as time-zero. Pink traces in the figure correspond to the change in
intensity at E − Ef = 0.1 eV.

7.4 Tr-ARPES alignment

To get a pump-induced Tr-ARPES signal, the pump and probe beams must be spatially

and temporally overlapped on the sample surface in an iterative process. Spatial overlap

is relatively simpler to achieve for the 1.55 eV pump beam as this is directly visible on the

sample holder. Similarly, the 6.2 eV probe beam causes the silver epoxy on the sample holder

to fluorescence in the UV which also makes it visible. The position of these two beams can

then be imaged onto the sample holder using a camera mounted right outside one of the

windows in the UHV main chamber. The pump beam is then visibly overlapped with the

probe beam on the silver epoxy using steering mirrors outside the chamber. Usually this

is good enough to obtain a small pump-induced signal which can then be optimized. The

sample holder is then moved such that these beams impinge on the sample.

The overlap of the mid-IR pump with the probe is significantly harder as it cannot be

directly imaged. To achieve overlap, the mid-IR pump beam is made collinear with the

1.55 eV pump beam by using a pair of irises near the OPA (I1 and I2 in fig. 7.1). Ideally,
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the mid-IR pump should then follow the same path as the 1.55 eV beam and should be

overlapped with the probe. This is checked by using a flip-mirror right before the main

chamber. Once spatial overlapped is optimized between the 1.55 eV pump and the probe

beam, the flip-mirror picks-off the 1.55 eV pump beam before the chamber and passes it

through a 100 µm pinhole placed at the focus of the last spherical mirror before the chamber.

The position of the pinhole roughly corresponds to the position of the probe beam on the

sample. The mid-IR pump beam is then made to pass through this pinhole. This procedure

is usually sufficient to obtain a rough spatial overlap.

Temporal overlap between the pump and probe pulses is the key to all pump-probe type

experiments. For our case, the time delay between the two is adjusted using a motorized

stepper stage place in the probe beam path. For temporal overlap, initial alignment requires

that the pump pulse hits the sample within the scan range of the delay stage which is about

1 ns ∼ 30 cm. Once a rough spatial overlap is achieved, a Tr-ARPES trace is taken over the full

scan range of the stage to find t = 0. A reasonable step-size to use for this initial trace is 2 ps.

An example of this initial Tr-ARPES trace, integrated over all momenta, is shown in fig. 7.13.

The sharp spike seen in the intensity above EF corresponds to t = 0. Once this is found, scans

with finer time steps are taken to narrow down the exact position of t = 0 to within ±50 fs.

To optimize the spatial overlap, a trace is run at t = 0 and a high enough DBIAS

is applied to block electrons below EF . In this way, the total photoelectron intensity

measured corresponds to the pump induced signal. This intensity is then maximized

by using the pump steering mirror.
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“Lead will play its role until the world has no further
need for lead; and then lead will have to turn itself
to gold.”

— Paulo Coelho, The Alchemist

8
Floquet-Bloch states on the surface of

topological insulators
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The coherent optical manipulation of solids is emerging as a promising way to engineer

novel quantum states of matter. The strong time periodic potential of intense laser light can be

used to generate hybrid photon-electron states. Using time and angle resolved photoemission
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spectroscopy (Tr-ARPES), we demonstrate that mid-infrared photons hybridize with the

surface Dirac fermions of the topological insulator Bi2Se3 to form states that repeat in

both momentum and energy. These Floquet-Bloch states exhibit band gaps at avoided

crossings which are dependent on the incident light polarization and the electron momentum.

Circularly polarized light induces an additional gap at the Dirac point by naturally breaking

time reversal symmetry. We further characterize our findings in terms of the interference

between Floquet-Bloch and Volkov states which are generated by photons interacting with

free electrons near the surface. We find that the coupling between the two strongly depends

on the electron momentum, providing a route to enhance or inhibit it. Moreover, by

controlling the light polarization we can negate Volkov states in order to generate pure

Floquet-Bloch states. The time dynamics of photon-dressed states in Bi2Se3 are also

compared with those in Bi2Te3. Overall, these results establish a systematic path for the

manipulation of electronic states in a solid.

8.1 Periodically driven quantum materials

Periodically driven systems are emerging as promising platforms to realize novel quantum

states of matter. Temporal modulation of a quantum system can be used to generate new

phases via Floquet theory, as has been recently realized in ultra-cold fermions [195] and in

photonic crystals [196]. A prominent example of a driven solid-state system is the likely

enhancement of superconducting-Tc in the certain cuprates in which (e.g. [23, 24]) mid-IR

or THz photons first generate a coherent phonon mode in the system which then couples to

the electronic system. While the mechanism of this enhancement is still under major debate,

the intriguing results have invited comparison to the Kaptiza pendulum [197], implying the

transient stabilization of a generically non-equilibrium phase by electrons coherently coupling

to the generated phonons. Another approach, which will be the main subject of this chapter,

is to directly couple photons to an electronic system to create hybrid electron-photon states.
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In this case, the oscillating electric field of an intense laser pulse causes electrons in a crystal

to experience a time-periodic potential, the effects of which are discussed below.

8.1.1 Electrons in a time-periodic potential

To understand how a time-periodic potential effects electrons, it is useful to review Bloch

wavefunctions for electrons in a periodic solid. From basic solid-state theory, it is well known

that an electron in a crystal experiences a spatially periodic potential i.e. its Hamiltonian is

periodic, H(r + R) = H(r). By Bloch theorem, the electron wave-function can be written as

ψk(r) = eik·ruk(r) (8.1)

where u(r) = u(r + R) is a strictly periodic function and thus can be expressed as a

Fourier series in the reciprocal lattice vector G. In this way, the electron wavefunction

repeats in momentum space with spacing equal to G (fig. 8.1a). This way of expressing

the wavefunction highlights the conjugate relationship between r and k. Moreover, at the

Brillouin zone boundary Bloch wavefunctions mix to open up an energy gap whose magnitude

is characterized by the energy scale of the spatially periodic potential.

The above described Bloch theorem is a solid-state analogue of the Floquet theorem

which can also be used to solve a time-dependent Hamiltonian that is periodic in time i.e.

H(t + T ) = H(t). In this case the Schrödinger equation is:

(H(t)− i~ ∂
∂t

)ψ(t) = 0 (8.2)

Analogous to eq. (8.1) and using the conjugate relationship between energy and time,

the wavefunction can be written as:

ψα(t) = e−iεαt/~φα(t) (8.3)

where φα(t) = φα(t+ T ) are the periodic Floquet modes and εα are the quasienergy levels

being unique up to multiples of ~ω, where ω = 2π/T . From eq. (8.3), we can notice that

the Floquet modes φαn(t) = φα(t)einωt yield identical solutions to eq. (8.2) as eq. (8.3) but
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Figure 8.1: Representatative diagrams of Bloch & Floquet states. (a) Bloch wavefunctions repeat
in momentum space with spacing given by the reciprocal lattice vector G. Green lines indicate
the zone boundaries where gaps with magnitude 2∆ open up. (b) Floquet modes repeat in energy
space with spacing given by the frequency of the driving potential ω. Dynamic gaps open up where
modes with different n intersect.

with shifted quasienergies i.e. εα → εα + n~ω, with n being an integer. Thus, similar to

Bloch wavefunctions, Floquet states repeat in energy with spacing equal to ~ω (fig. 8.1b). In

addition, Floquet modes with different n interact to open up dynamic gaps at quasi-energy

zone edge boundaries. The magnitude of these gaps is dictated by the energy scale of the

time-periodic potential. Evidence for Floquet modes can be seen as hybridized states in

atoms and molecules ([198]) and in photonic systems ([196]).

If electrons in a solid-state system experienced a time-periodic potential, their Hamiltonian

can be separated into spatial and temporal parts i.e. H(r, t) = H(r)+H(t) where H(r+R) =

H(r) and H(t+ T ) = H(t). From the discussion above, it is clear the electron wavefunction

can be written in terms of states that repeat in both energy and momentum. These states

are what we call Floquet-Bloch states and they will be the main subject of this chapter.

In order to detect Floquet-Bloch states in an experiment it is important to drive

the solid coherently with a strong time-periodic potential and simultaneously measure

the resulting band structure. As seen in chap. 6, Tr-ARPES provides a unique way of

measuring the electronic band-structure of a crystal as it is being pumped by a laser
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pulse. Here the oscillating electric field of the pulse naturally provides a time-periodic

perturbation which will result in Floquet-Bloch states separated in energy by ~ω where

ω is the frequency of the pump pulse. This way of detecting Floquet-Bloch states in a

solid was first realized by Wang et al. [27].

Recently, there has been significant theoretical interest in Floquet-Bloch states primarily

in the context of engineering band structures in solid state systems. For example, it has

been proposed that trivial equilibrium bands can be driven by a laser into topological non-

equilibrium Floquet bands [199–210]. Such systems have been termed as Floquet-topological

insulators [202]. There is also interest in using Floquet states to understand non-equilibrium

periodic thermodynamics [211, 212]. Similarly, it is not clear how Floquet modes behave

in interacting systems and how they couple to existing collective excitations in the system

such as phonons [213–216]. In terms of materials systems, theory has primarily focused on

graphene to understand Dirac electronic states driven by a periodic light pulse [199, 203,

204, 206–209, 217]. To understand Floquet-Bloch states, this work will rely on Tr-ARPES

measurements on the surface of a topological insulator, which like graphene, has a Dirac

electronic dispersion which is also protected by time-reversal symmetry.

8.2 Topological insulators

Topological insulators are a class of bulk insulators that are characterized by metallic

edge/surface states protected by time-reversal symmetry (TRS). Recently, there has been

considerable theoretical and experimental progress on these materials and excellent references

to understand them include [135, 136, 218–220]. This section briefly overviews the develop-

ment of key concepts and properties of topological insulators that are relevant to this work.

As outlined in chap. 1, phases of matter have historically been classified according to

the symmetries they break (e.g. broken translation symmetry in charge density wave order

or broken gauge symmetry in superconductors). This changed with the discovery of the

integer quantum Hall (QH) insulator in 1980 [5]. Here electrons confined in two dimensions
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undergo closed cyclotron orbits and form Landau levels under a strong magnetic field. As a

result, the bulk of this two dimensional electron gas (2DEG) is insulating and has an energy

gap. However, at the edges of the 2DEG electrons cannot complete full orbits but instead

‘skip’ along to form 1D longitudinal conduction channels. These metallic edge states arise

because the wave-function of electrons executing a closed orbit in the 2DEG is topologically

distinct [221] from the wave-function of free electrons in vacuum. Thus, as the wave-function

transitions from the 2DEG bulk to vacuum, the gap has to close at the edge in order for the

topology to change leading a linear dispersion for these edge states in momentum space.

Studying the above described QH insulator was challenging as it required low temperatures

and high magnetic fields to observe the quantized phenomena. As discussed in sec. 5.1,

spin-orbit coupling (SOC) can lift the spin degeneracy of electrons and open up an energy

gap in the bulk of a material. It was shown by Kane et al. [12, 222], that strong SOC in

certain insulators can play an analogous role to the external magnetic field in a QH insulator

leading to similarly robust edge states but without a magnetic field. However, in this case

the edge states are spin polarized and spin-up electrons propagate in one direction while

spin-down electrons propagate in the opposite direction. These states are usually called

helical edge states and the resulting class of materials in 2D is referred to as a quantum

spin Hall (QSH) insulator. These were the predicted to exist in HgTe quantum wells by

Bernevig et al. [13] and subsequently discovered by König et al. [14].

In a QSH, the spin-polarized edge states are protected by time-reversal symmetry (TRS).

Since electron states in k and −k have opposite spins, an electron must necessarily flip its spin

in order to back-scatter. This results in spin polarized edge states that are immune to non-

magnetic disorder. In momentum space, these edge states are linearly dispersing similar to the

case for a QH insulator but opposite spin states are mirror images of each other about k = 0.

A useful way to understand these edge states is through Kramers theorem which states

that for any Bloch state ψk,σ there is another state Θψk,σ = ψ
′
−k,−σ which has the same

energy, where Θ is the time-reversal operator. These states are known as the Kramers doublet

and are located at opposite momenta (k and −k). However at k = 0 or at the Brillouin
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Figure 8.2: Real (top) & momentum (bottom) space representations of quantum Hall (QH),
quantum spin Hall (QSH) & 3D topological insulator. (a) QH insulator: a 2D electron gas in a
magnetic field (B) develops cyclotron orbits in the bulk (blue) and longitudinal conduction channels
at the edges (red). A gap corresponding to the cyclotron frequency ωc opens up in the bulk. (b) A
QSH insulator has an insulating bulk in 2D without a magnetic field but spin polarized conducting
1D edge states. Spin-up electrons propagate in one direction while spin-down electrons propagate
in the opposite direction. (c) A 3D TI has an insulating bulk in 3D but a conducting surface with
the spin of the electron locked to its momentum.

zone edge i.e. at k = π, k = −k and the states are double degenerate (one for each spin).

Consider mid-gap states between the conduction and valence bands in an insulator. Away

from k = 0 and k = π, SOC lifts this degeneracy and opposite spins have opposite momenta.

Since energy is a smooth function of k, the mid-gap states at k = 0 and k = π need to be

connected which can be done in two possible ways. In one case or the trivial insulator case,

the two degenerate states at k = 0 are connected to the same Kramers doublet at k = π. In

this case the chemical potential will intersect the mid-gap bands an even number of times.

In fact it is possible to have no edge states at all here (by adiabatically pushing all states out

of the gap). On the other hand, it is also possible to connect the degenerate states at k = 0

to two different Kramers doublets. This is the case for a QSH. Here the number of crossings

will be odd and these edge states are protected in the sense that there will always be edge
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states no matter what the chemical potential. In fact, there is a left moving edge state with

spin up and a right moving edge state with spin down. The crossing point between the two

at k = 0 is known as the Dirac point and as discussed above Kramers degeneracy guarantees

that it is impossible to gap out this point unless time-reversal symmetry (TRS) is broken.

This concept of the 2D QSH can be extended to 3D materials as was realized by Fu

et al. [223], Moore et al. [224], and Roy [225] and subsequently confirmed in experiments on

Bi1−xSbx [226], Bi2Se3 [164] and Bi2Te3 [227, 228]. The protected surface states now

form a Dirac cone in momentum space and the spin of the electron becomes locked

to its momentum.Such materials have been termed 3D topological insulators (TIs) and

their discovery was a significant advance in condensed matter physics since (a) they are

realized at room temperature without magentic field, (b) the protected states reside on

the surface rather than in buried interfaces as is the case for the 2D QSH insulator and

(c) their electronic structure can easily be studied with angle-resolved photoemission

spectroscopy as shown in chap. 6.

In particular, Bi2Se3 has become the prototypical 3D TI as it contains a single Dirac

cone at the Γ point in momentum space (Bi1−xSbx has several Dirac cones) and it has a

relatively large direct bulk band-gap of ∼ 300 meV with the Dirac point in between the

valence and conduction bands. In contrast, Bi2Te3 has an indirect band gap with the Dirac

point below the top of the valence band. This work will primarily focus on Tr-ARPES

experiments on Bi2Se3 with a few results on Bi2Te3 as well.

Two crucial properties of the surface states of 3D TIs that are utilized in this work are

their robustness to non-magnetic disorder and their Dirac-like electronic structure similar to

that in graphene. The first property implies that even when disorder or impurities are added

to the surface, the metallic surface states cannot be localized or gapped. Similar to the 2D

QSH, the Dirac point remains gapless unless TRS is broken. The second property implies that

surface states in a 3D TI have a linear energy-momentum relationship like that of a relativistic

particle. Electrons on these surface states can be described by a 2D Dirac Hamiltonian:

H(~k) = ~vfkxσy − ~vfkyσx (8.4)
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where vf is the Fermi-velocity. The same equation describes electrons that are confined

to a single graphene sheet. However, unlike graphene, a 3D topological insulator has only

one Dirac cone instead of four degenerate ones (two for spin and two for valley). Moreover,

the Dirac cones in graphene occur at the corners (K and K’) of the Brillouin zone rather

than at the zone center as in Bi2Se3. As discussed in chap. 6, it is not possible to access

the zone corners in graphene with our current Tr-ARPES setup. Instead the similarity

between the electronic structures allows us to experimentally study Floquet-Bloch systems,

as theoretically studied in graphene, in surface states of 3D TIs.

8.2.1 Theory of Floquet-Bloch states in a Dirac system

A number of works such as [199, 217, 229–231] have considered the theory of a laser driven

2D Dirac Hamiltonian. This section summarizes some of the findings as they will be relevant

to the discussion later on. Here we consider a mid-IR pump beam interacting with electrons

on the surface of a TI. The unperturbed Hamiltonian H0(~k) is given by eq. (8.4). The

mid-IR pump of frequency ω and electric field amplitude E0 is introduced through the

Peierls’ substitution i.e. vf~k → vf~k+ evf ~A(t), where ~A(t) is the vector potential of the pump

light i.e. ~A(t) = A0g(t) (ax cos(ωt), ay sin(ωt)). A0 = E0/ω is the peak vector potential, g(t)

describes the pump envelope and 0 ≤ ax/y ≤ 1 characterize its polarization. The time-

periodic behavior of the vector potential ~A(t) is responsible for generating Floquet-Bloch

states. In this section we set ~ = 1 and c = 1 for simplicity.

With the Peierls’ substitution, the time-dependent Hamiltonian can be separated as

H(~k, t) = H0(~k) + Hp(t) where H0(~k) is the unperturbed Dirac Hamiltonian and Hp(t)

is the perturbing Hamiltonian:

Hp(~k) = V g(t)[ax cos(ωt)σy − ay sin(ωt)σx] (8.5)

where V = evA0 = evE0/ω is the energy scale of the perturbation. From here it is

easy to see that the perturbation is periodic in time with strength V . This perturbation

leads to the Dirac cone getting replicated in energy with spacing ω. Moreover, bands
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with different Floquet index n cross each other at the quasi-energy zone boundaries where

dynamic gaps can open up, as illustrated in fig. 8.1b. The magnitude of this gap (2∆)

is simply the energy scale of the perturbation V :

2∆ = V = evE0/ω (8.6)

We also define β = evE0/ω
2 as a dimensionless ‘Floquet’ parameter and thus, 2∆ = βω.

Whether an avoided crossing gap opens up or not for any given direction of ~k depends

strictly on the polarization of the pump. We first consider linearly polarized pump with

an electric field along the x-direction i.e. ax = 1 and ay = 0 in eq. (8.5). In this case, the

perturbing HamiltonianHp(t) commutes with the first term ofH0 eq. (8.4) i.e. with the term in

kx and thus, the crossings in the spectrum along kx remain gapless while the spectrum along ky

is gapped at the crossing points with magnitude V . The opposite occurs when the polarization

is along the y-direction i.e. when ax = 0 and ay = 1. Therefore, the crossings in the spectrum

along the direction of the pump polarization are gapless. Evidence for this behavior with

linearly polarized pump light in our Tr-ARPES experiments is presented in sec. 8.3.1.

When the light is circularly polarized i.e. ax, ay = 1/
√

2, avoided crossing gaps open up

along both kx and ky. In addition circularly polarized light naturally breaks time-reversal

symmetry and this coupling to the surface states of a topological insulator can gap out the

Dirac point as first pointed out by Oka et al. [199]. A full theoretical derivation of the size

of this gap is beyond the scope of this thesis but a few excellent references are [199, 231].

The gap at the Dirac point due to circularly polarized light is given by [199] :

2∆circ = ω(
√

4β2 + 1− 1) (8.7)

where β is the ‘Floquet’ parameter defined earlier. Evidence for circularly polarized light

opening up a gap at the Dirac point is presented in sec. 8.3.2.
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Figure 8.3: Geometry of Tr-ARPES setup on Bi2Se3. The pump light is incident onto the sample
at an angle of ∼ 45°. The pump can either be circularly polarized or linearly polarized with
P-polarization having an E-field component out of the sample plane and an in-plane component
along the kx direction whereas S-polarization is purely in the sample plane along the ky direction.

8.3 Observation of Floquet-Bloch states

As discussed in chap. 6, Tr-ARPES on topological insulators using ∼ 1.55 eV pump pulses

results in excitation of electrons from the bulk valence band to the bulk conduction band.

Here any coherent effect of this high energy pump on Dirac electrons is negligible. Instead,

for Dirac electrons to coherently interact with the electric field of the pump, it is important to

minimize direct bulk excitations by pumping the sample with light below the bulk band gap

which for most topological insulators is between 200 meV and 300 meV. As a result we carried

out Tr-ARPES measurements on single crystals of Bi2Se3 using mid-IR 160 meV pulses as

the pump. A time-of-flight analyzer (chap. 7) is used to simultaneously acquire the complete

transient band structure of Bi2Se3 without rotating the sample or the detector ([232]).

Figure 8.3 shows the geometry of the setup. The mid-IR pump beam was incident on

the sample at an angle of ∼ 45° and its polarization could be set to either linear (P or S)

or circular. Here P and S are standard conventions to define the direction of the electric

(E)-field of the light with respect to the plane of incidence. The E-field of the P-polarized

pump is purely in the plane of incidence and thus has a component pointing out of the sample

surface (fig. 8.3). On the other hand the E-field of the S-polarized pump is perpendicular

to the plane of incidence and thus it is parallel to the sample surface.
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Figure 8.4: Tr-ARPES (E − Ef vs ky) spectra on Bi2Se3 using P-polarized mid-IR pump at
various delay times between the pump and the probe. BCB refers to the bulk conduction band
while SS refers to the topological surface state. The nth order sidebands are indicated in the
spectra.

Figure 8.4 shows the Tr-ARPES spectra using P-polarized pump on Bi2Se3 at various

delay times between the pump and probe. Replicas (sidebands) of the original Dirac cone

appear when the pump and probe pulse overlap in time. These replicas are spaced exactly by

the energy of the pump pulse (∼ 160 meV). The index n of a sideband refers to its spacing

(n~ω) from the unperturbed Dirac cone. The intensity of these sidebands is maximized at

t = 0 ps which refers to the maximum E-field of the pump beam coinciding with the maximum

E-field of the probe. Once the dressing field of the pump pulse disappears (t > 500 fs), the

sidebands disappear leaving a heated Dirac cone i.e. an electronic temperature greater than

that in equilibrium. The dynamics of this non-equilibrium heated distribution of electrons

has been discussed in a number of Tr-ARPES experiments [172–174]. Here we will focus on

the Tr-ARPES spectra taken at t = 0 ps to understand the nature of the sidebands.

8.3.1 Avoided crossing gap

If the sidebands observed above are indeed different orders of Floquet-Bloch states, then

at their crossing points they should hybridize and open up dynamic gaps as discussed

in sec. 8.2.1. Figure 8.5a and 8.5c show the Tr-ARPES spectra at t = 0 along the
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Figure 8.5: Tr-ARPES spectra & EDCs on Bi2Se3 at t = 0 for P-polarized mid-IR pump. (a)
Energy (E) relative to the Fermi level (Ef ) vs momentum along the kx direction and (c) along the
ky direction. Red arrows indicate the avoided crossing gaps. Yellow lines indicate the momentum
at which EDCs are taken. The corresponding EDCs (intensity vs E-Ef ), are plotted in (b) (green
plot) and (d) (blue plot). For comparison, EDCs are also taken for the pre-time zero spectra
(t = −0.5 ps)) and plotted in gray in (b) and (d). A gap opens up at the avoided crossing for
momentum along kyas indicated by the double peak structure in (d).

kx and ky directions respectively, taken with linear P-polarized pump with an in-plane

electric field component along kx (fig. 8.3). A number of sidebands are observed along each

momentum direction however avoided crossing gaps are observed only along ky (fig. 8.5c,

red arrows) but not along kx.

To corroborate this further, we take Energy Distribution Curves (EDCs) at kx, ky =

0.035Å−1 which corresponds to the momentum where n0 and n1 sidebands cross (yellow

lines in fig. 8.5a and fig. 8.5c). The EDCs are taken by integrating the spectra over a small

momentum window ∼ 0.003Å−1. The resulting EDCs for both t = 0 and t = −5 ps (i.e.

before the pump pulse hits the sample) are plotted in fig. 8.5b and fig. 8.5d. As seen, for

momentum along kx, the EDC retains its ‘single peak’ nature at the crossing point i.e. there

is only a decrease of intensity at the crossing point due to the application of the pump pulse.

On the other hand for momentum along ky, the EDC develops a ‘double peak’ structure right

at the crossing point (red arrow, fig. 8.5d). This observation is consistent with Floquet-Bloch
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theory on Dirac systems (sec. 8.2.1). Since the pump E-field is along the x-direction (P-

polarized), the perturbing Hamiltonian commutes with the Dirac Hamiltonian corresponding

to electrons with momentum along kx. This leads to a trivial crossing between sidebands

along kx which thus remains gapless. However, along ky, the direction perpendicular to

the E-field, avoided crossing gaps open up as discussed in sec. 8.2.1.

We can extract the magnitude of the observed hybridization gap by fitting the EDC for

momentum along ky with multi-peak Lorentz functions as shown in fig. 8.6a. The choice of

the peak functions does not affect the obtained gap size in any significant way since we are

only interested in the distance between the peaks. The avoided crossing gap is then given by

the separation of the two peaks around energy, E − Ef = −0.2 eV (green peaks in fig. 8.6a).

The resulting gap size for a pump power of 11.5 mW is then 2∆ = 68 meV which is in good

agreement with theoretical predictions for the experimental parameters used here (sec. 8.6),

as 2∆ = βω eq. (8.6) with ω = 160 meV and β = 0.42 i.e. 2∆calc. = 67 meV. To test this

further, we took Tr-ARPES spectra at t = 0 for a range of pump-powers. We extract the

avoided crossing gap (2∆) between the n0 and n1 sidebands for each power and plot the

results in fig. 8.6b on a log-log plot. 2∆ is predicted (sec. 8.2.1) to scale linearly with the

electric field amplitude (E0) and thus 2∆ ∝
√
P where P is the applied average pump power.

As shown in fig. 8.6b, 2∆ indeed scales as the square root of the pump power.

Another way of confirming our conclusions regarding Floquet-Bloch states is to rotate the

polarization of the mid-IR pump. Figure 8.7a and 8.7b show the Tr-ARPES spectra at t = 0

along the kx and ky directions respectively, taken with S-polarized pump oriented along the

ky direction. We first notice a significant decrease in the intensity of the sidebands despite

using a similar intensity for the pump pulse. This is due to the absence of Volkov states

which will be discussed in detail in sec. 8.4. For now we focus on the avoided crossing gaps.

Similar to the P-polarized pump, gaps are apparent (red arrows, fig. 8.7a) at points where

the zeroth and first order sideband corss. However, the gaps are now observed along the kx
direction but not along the ky direction. This is again consistent with Floquet-Bloch theory

on Dirac electrons since the avoided crossing gaps are along the momentum direction (kx)
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Figure 8.6: (a) EDC at ky = 0.035Å−1 through the Tr-ARPES spectra in fig. 8.5c. Blue dots
indicate the raw data. The red line is a multi-peak Lorentzian function to best fit the data. Green
peaks correspond to the peaks from which the avoided crossing gap is extracted. (b) Avoided
crossing gap (2∆) as a function of incident pump power (P ) for P-polarized pump on a log-log plot.
The gap at each pump power is obtained by fitting the EDCs in the ARPES spectra with a pair of
Lorentzians as shown in (a). Power laws (∆ ∼ P η) with η = 0.5 (orange trace) and η = 1 (blue
trace) are plotted as well to determine the analytical behavior of 2∆ with P .

perpendicular to the direction of the E-field (ky). The avoided crossing gap can explicitly be

seen by taking an EDC along the crossing point as shown in fig. 8.7c. We further extract the

magnitude of the gap (2∆) for S-polarized pump and plot it as function of pump power on a

log-log plot (fig. 8.7d). Similar to the case of P-polarized pump, 2∆ scales as the square root

of the pump-power i.e. 2∆ ∝
√
P in agreement with Floquet-Bloch theory on Dirac systems.

These observations unequivocally establish the transient generation of Floquet-Bloch states.

8.3.2 Breaking time-reversal symmetry

As discussed in sec. 8.2, the Dirac point in topological insulators is protected by time-

reversal symmetry (TRS) which can be spontaneously broken when circularly polarized

light couples with the surface states [199, 201, 231]. This should in principle gap out the

Dirac point. Having confirmed that the linearly polarized mid-IR pump photons coherently

couple with the surface states of Bi2Se3, we will now study whether circularly polarized

mid-IR pump couples with these states to break TRS.
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Figure 8.7: Tr-ARPES spectra & EDCs on Bi2Se3 at t = 0 for S-polarized mid-IR pump. (a)
Energy (E) relative to the Fermi level (Ef ) vs momentum along the kx direction and (b) along
the ky direction. Red arrows indicate the avoided crossing gaps. Blue and green lines indicate the
momentum at which EDCs are taken. The corresponding EDCs (intensity vs E-Ef ), are plotted in
(c). A gap open ups at the avoided crossing for momentum along kx as indicated by the double
peak structure. Avoided crossing gaps are absent for momentum along ky. (d) Avoided crossing
gap (2∆) as a function of incident pump power (P ) for S-polarized pump on a log-log plot. Power
laws (∆ ∼ P η) with η = 0.5 (orange trace) and η = 1 (blue trace) are plotted as well.

Figure 8.8c shows the Tr-ARPES spectra at t = 0 along ky for circularly polarized pump.

For comparison we also plot the pre-time zero (unperturbed) ARPES spectra in fig. 8.8a and

the Tr-ARPES spectra at t = 0 for linear P-polarized pump fig. 8.8b. Sidebands and avoided

crossing gaps (yellow arrows) appear for both linear and circularly polarized pump. More

importantly, there seems to a depletion of intensity right at the Dirac point in the cirulary

polarized pump spectra when compared with the P-polarized pump and the pre-time zero

spectra. This strongly indicates the opening up of a gap at the Dirac point.

To confirm this we take EDCs at ky = 0, i.e. through the Γ point, along each of the

spectra in fig. 8.8a-c. As seen in fig. 8.8d, only the EDC (blue) for cirularly polarized

pump has a ‘double peak’ structure right at the Dirac point (i.e. at E − Ef ≈ 0.32 eV)

whereas the EDC (red) for linearly polarized pump closely matches the unperturbed EDC

(green) at the Dirac point. We note here that the asymmetric peak in the EDCs for linear

pump and unperturbed spectra is due to the finite momentum resolution of our setup. By
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Figure 8.8: Photo-induced gap at the Dirac point using circularly polarized mid-IR pump. (a)
Tr-ARPES spectra on Bi2Se3 a t = −2ps i.e. before the pump pulse hits the sample. (b) spectra
taken at t = 0 for linear P-polarized light and (c) circularly polarized light. Yellow arrows indicate
the avoided crossing gaps. Orange circle in (c) is indicates the gapped Dirac point. (d) EDCs at
the Γ point (kx, ky = 0) for the spectra in (a)-(c). A double peak feature is seen only for circularly
polarized pump. (e) The photo-induced gap at the Dirac point is obtained by fitting the cirularly
polarized pump EDC to a multi-peak Lorentzian fit as indicated by the orange line. The separation
between the pair of Lorentzians (green) gives the photo-induced gap.

fitting the circularly polarized pump EDC to multi-peak Lorentz functions (fig. 8.8e) we

can extract the gap at the Dirac point: 2∆circ ≈ 39 meV.

We can compare the measured value of 2∆circ with the theoretically predicted gap as

follows. The average circularly polarized pump power used in this experiment was ∼ 11 mW

which corresponds to a Floquet-parameter β ≈ 0.4 (sec. 8.6). Floquet-Bloch theory as

discussed earlier predicts 2∆circ = ~ω(
√

4β2 + 1 − 1) ≈ 45 meV eq. (8.7). This value is

relatively close to the 39 meV gap obtained in fig. 8.8e. We attribute the small discrepancy
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between the measured and calculated values of 2∆circ to possible ellipticity in the mid-IR

pump i.e. the pump beam is not purely circular but has an additional linear component

as well resulting in an elliptically polarized beam. Since we measure the total power of

the pump beam, it is possible that slightly less then the measured power couples to the

Dirac point directly owing to the ellipticity in the beam.

From the above discussion, it is clear that circularly polarized pump photons hybridize

with the surface Dirac Hamiltonian in a topological insulator to break TRS and photoinduce

a gap at the Dirac point. As pointed out by [201], the above described problem of shining

circularly polarized light onto a 2D Dirac system can be mapped onto the Haldane model

[233]. The Haldane model considers a honeycomb lattice in which current loops within a

unit cell break TRS locally while keeping the total magnetization zero. It turns out that

the Haldane Hamiltonian at the valley points of the honeycomb lattice is the same as that

of a circularly polarized photon coupled to a Dirac cone. As is well known, a realization of

the Haldane model results in a quantum anomalous Hall effect (QAHE) without Landau

levels. This suggests that our transient photo-generated state on Bi2Se3 with circularly

polarized pump should display evidence of QAHE in conductivity measurements as has

been shown for magnetically doped topological insulators [234].

8.4 Scattering between Floquet-Bloch & Volkov states

In the discussion so far we have established that the interaction of light with a solid can lead

to hybrid photon-electron states known as Floquet-Bloch states inside the solid. These states

are essential in realizing new photo-induced quantum phases [201, 202, 210]. Similar to

Floquet-Bloch states, the dressing of free electron states near the surface of a solid generates

Volkov states which are used to study non-linear optics in atoms and semiconductors [235].

The interaction of these two dynamic states with each other remains an open experimental

problem. In this section we use Tr-ARPES to selectively study the transition between these

two states on the surface of the topological insulator Bi2Se3. We find that the coupling
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between the two strongly depends on the electron momentum, providing a route to enhance

or inhibit it. Moreover, by controlling the light polarization we can negate Volkov states

in order to generate pure Floquet-Bloch states.

8.4.1 Volkov states

As mentioned earlier, the sideband intensity observed for S-polarized pump (fig. 8.7) was

significantly less than that for P-polarized pump (fig. 8.5) despite similar pump powers. This

difference is attributed to the absence of Volkov states in S-polarizd pump. To understand

this, it is important to consider the measured intensity in an ARPES experiment. As

outlined in sec. 6.1, an ARPES experiment is typically modeled as an excitation of a bound

electron in the bulk to a free electron-like state near the surface as illustrated in fig. 8.9a.

The measured unperturbed intensity is thus given by:

I0 = |
〈
Ψf | ~A · ~p|Ψi

〉
|2 (8.8)

where Ψf and Ψi are the final and initial electron wavefunctions. ~p is the electron momentum

and ~A is the vector potential of the photo-emitting probe.

So far, we have only considered dressing of Ψi due to pump photons (fig. 8.9b). However,

pump light can also dress free electron states Ψf near the surface of a solid (fig. 8.9c) since the

surface can provide the momentum conservation necessary for a photon to interact with a free

electron. This dressing was has been observed in time resolved photoemission experiments

([236, 237]) and is referred to as Laser Assisted Photoemission (LAPE). LAPE is typically

understood [238–240] by invoking the Volkov solution which is an exact solution of the time

dependent Schrodinger equation for a free electron interacting with a plane electromagnetic

wave [241]. LAPE bands can thus be thought of as Volkov states in vacuum that electrons can

transition into from initial Bloch states inside the solid (fig. 8.9c). In a Tr-ARPES experiment,

the final state of photoemission is typically free electron-like and dressing of these final states

generates Volkov states that, similar to Floquet-Bloch states, appear in the spectra as band
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Figure 8.9: Schematic illustrating dressed initial and final electron states in a Tr-ARPES
experiment (a) In the unperturbed case or before time zero, electrons transition from initial bound
states Ψi to final free electron-like states Ψf . (b) Dressing of the bound states results in Floquet
states (nF) separated by the drive photon energy ~ω whereas (c) dressing of the free electron-like
states results in Volkov states (nV).(d) If both the initial and final states are dressed, the (nth)
order sideband in the Tr-ARPES spectra is given by all transitions such that n = nF + nV.

replicas separated by the driving photon energy. In this work we will refer to the dressing of

initial states as Floquet-Bloch states and the dressing of the final states as Volkov states.

Both these dressed states cause band replicas in the Tr-ARPES spectra which appear at

the same energy and momentum regardless of whether they originate from Floquet-Bloch

or Volkov states, making it difficult to distinguish them. Moreover, due to the coherent

nature of both processes, electrons can scatter directly from Floquet-Bloch states into Volkov

states [242] as shown in fig. 8.9d. In order to study the various exotic affects predicted

by Floquet theory on solid-state systems, it is important to experimentally characterize

and separate out Floquet-Bloch and Volkov states in a controlled way. Furthermore, the

interaction between Volkov and Floquet-Bloch states can provide novel insights in using

semi-conductors for non-linear optics [235].

8.4.2 Mixing between Floquet-Bloch & Volkov states

An interesting observation in the P-polarized pump Tr-ARPES spectra along kx (fig. 8.5a) is

the asymmetry in the intensity of Floquet sidebands about kx = 0. This asymmetry allows us
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to establish scattering between Floquet-Bloch and Volkov states. As seen in fig. 8.5a, the first

order sideband (n1) is not an exact replica of the original band (n0). Rather, the replication

of the Dirac cone is asymmetric between the +kx and −kx directions. It is important to

distinguish this from the asymmetry in the intensity of the Dirac cone that arises in the

unperturbed ARPES spectra. Due to the coupling of the photo-emitting 6.2 eV probe beam

to the spin texture of the Dirac cone, there is a natural asymmetry between the +kx and −kx
direction since the incident plane of the photo-emitting probe is along the kx direction. This

matrix element (spin-probe) effect has been well understood in other ARPES measurements

on similar systems [232]. Here, we will study the additional asymmetry that is present in the

replica of the original Dirac cone. This asymmetry is more evident in constant energy cuts

separated by the driving photon energy (fig. 8.10a,b). These constant energy cuts are taken

at E− Ef = −0.12 eV and at E− Ef = 0.04 eV (black dashed lines in fig. 8.5a). I0 and I1

correspond to the intensities of the n0 and n1 constant energy surfaces respectively. In order

to minimize the effects of spin-texture as well as detector non-linearities, we divide these

constant energy cuts (I1/I0) and plot the result in fig. 8.10c. If the n1 sideband were an

exact replica of the n0 sideband, then I1/I0 would be constant as a function of the electron

momentum. However, as can be seen in fig. 8.10c and in the angular distribution in fig. 8.10d,

I1/I0 is stronger along the −kx direction than along the +kx direction indicating that the

dressed bands strongly depend on the direction of the electron momentum.

To explain this, we model our Tr-ARPES spectra by including the effects of both

Floquet-Bloch and Volkov states. We start with the Dirac Hamiltonian describing the

surface states of a topological insulator (sec. 8.4.4). As discussed before, the mid-IR laser

pump is introduced through the Peierls’ substitution i.e. vf~k → vf~k + evf ~A, where ~A is

the vector potential of the pump light and vf is the Fermi-velocity. The dimensionless

parameter β = evfA/ω characterizes the strength of the Floquet interaction where ω is the

frequency of the mid-IR laser pump. The resulting Tr-ARPES intensity can be obtained

[243] by using the non-equilibrium two time correlation function of the driven electrons

(sec. 8.4.4). Without including the effects of Volkov states (LAPE), this results in the
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Figure 8.10: Asymmetry in the Tr-ARPES spectra for P-polarized mid-IR pump. (a) Constant
energy cut at E− Ef = −0.12 eV, i.e. along dashed line ‘Cut 1’ in fig. 8.5a. The electric field ( ~E)
is along the kx direction (red arrow). I0 indicates the surface state contour for the zeroth order
band i.e. the original Dirac cone. (b) Constant energy cut at E− Ef = 0.04 eV, i.e. along dashed
line ‘Cut 2’ in fig. 8.5a. The two constant energy cuts are separated in energy by the driving
pump energy of 160 meV. I1 indicates the surface state contour for the first order side band. (c)
The constant energy cut in (b) is divided by the cut in (a) and the result is displayed as a color
plot. (d) Distribution of I1/I0 as a function of angle (θ) measured from the +kx direction. The
distribution is obtained by radially integrating the surface state contours in (a) and (b) over a ’k’
space window of width ∼ 0.013Å−1. (e) Calculated angular distribution of I1/I0 for P-polarized
pump at different values of the LAPE parameter (α) and the Floquet parameter (β). Red trace:
α = 0 and β = 0.5. Green trace: α = 1.38 and β = 0. Blue trace: α = 1.38 and β = 0.5.
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following expression for the photo-emitted intensity for the case of electron momentum

along the linearly polarized pump direction (i.e. along kx):

I(kx, E) ∝
∑
n

{
δE,~vfkx+n~ω + δE,−~vfkx+n~ω

}
Jn (β)2 , (8.9)

Therefore, the n-th Floquet-Bloch sideband has an intensity ∼ Jn(β)2 and is symmetric

for ±kx. The situation becomes different when the effect of Volkov states is included. The

corresponding Hamiltonian is HLAPE = ~e~v0 · ~A, where v0 is the free photoelectron velocity,

obtained by conserving energy and in-plane momentum in the photoemission process. The

dimensionless parameter α = ev0A/ω characterizes the strength between light and the final

states of photoemission. The photo-emitted intensity (along kx) now becomes (sec. 8.4.4):

I(kx, E) ∝
∑
n

{
δE,~vfkx+n~ωJn (β − α)2 + δE,−~vfkx+n~ωJn (β + α)2

}
(8.10)

The dependence on both α and β is due to the interference between Floquet-Bloch and

Volkov states. The observed n-th order sideband is now a combination of different Fourier

pairs of Floquet-Bloch (nF) and Volkov (nV) modes such that nF + nV = n (fig. 8.9d). In

order to explain the data fully, we have also included the spin-probe effect that describes the

coupling of the photo-emitting probe to the spin texture of the Dirac cone (sec. 8.4.4).

Figure 8.10e shows the results of this calculation for three different cases: (i) α = 0

and β = 0.5 (Floquet only), (ii) α = 1.38 and β = 0 (Volkov only) and (iii) α = 1.38 and

β = 0.5 (Floquet & Volkov). The non-zero values used for α and β agree quite well with the

measured experimental parameters (vf , v0, A and ω) of the setup (sec. 8.6). In case i (red

trace) electrons scatter from dressed states in the solid (Floquet-Bloch) into unperturbed free

electron states. The two-fold rotational symmetry is understood by noting that the electrons

scatter preferentially when their momentum is along the direction of the light polarization (in

this case along kx). Case ii (green trace) refers to the situation when only the final states are

dressed (Volkov). Here it is important to note that in the photoemission process only the in-

plane momentum is conserved whereas the electrons acquire a large out-of-plane momentum

(kz) due to the excess photon energy. Since the pump pulse is P-polarized, the electric field in



194 8.4. Scattering between Floquet-Bloch & Volkov states

Figure 8.11: Angular distribution of the second-order sideband intensity. (a) Measured and (b)
calculated angular distributions of I1/I0 and I2/I0 for P-polarized pump. I1/I0 is the same as in
fig. 8.10d. I2/I0 is obtained by integrating over a constant energy cut across the second order
sideband (i.e. ∆E = ~ωpump = +160meV from Cut 2 indicated in fig. 8.5a). The relative intensities
in (b) are numerically calculated using α = 1.38 and β = 0.5.

the z-direction strongly couples to free electron states with a large vz leading to a dressing of

these final states that predominately depends on the out-of-plane momentum. The intensity

of the sidebands is thus isotropic as a function of in-plane momentum (green trace).

Case iii (blue trace) includes the dressing of both the initial and final states and, as

can be seen, this trace closely matches the observed angular dependence in the intensity of

the first order sideband (fig. 8.10d). The calculation also captures the strong asymmetry

in I1/I0 between +kx and −kx, which would not be present for pure Floquet-Bloch (case

i) or pure Volkov states (case ii). To test this further, we also extract I2/I0 for the P-

polarized pump data and compare it with the numerically calculated I2/I0 using the same

parameters as were used to calculate I1/I0 i.e. α = 1.38 and β = 0.5. As shown in

fig. 8.11 there is relatively good agreement between the measured and calculated I2/I0

which further confirms the validity of our analysis.

These results not only imply the presence of both Floquet-Bloch and Volkov states but

also point to selective transitions between the two. For example, as the electron momentum

is varied between −kx and +kx, there is an increase and then decrease in the scattering

intensity as recorded by Tr-ARPES. As discussed above, eq. (8.10) implies that for electron

momentum along the light polarization direction (i.e. along kx), the photo-emitted intensity
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can be written as ∝ Jn(β ∓ α)2 for ±kx. Thus, by varying the electron momentum, we can

control the scattering between Floquet-Bloch and Volkov states. We point out that these

selective transitions are a direct consequence of Volkov states being generated primarily due

to the out-of-plane E-field for P-polarized pump. This is because the out-of-plane velocity

vz is much greater than the in-plane velocity v‖ for free electron states i.e. (vz � v‖) as

outlined in sec. 8.6. Moreover, the out-of-plane field Ez is nearly 4 times greated than the

in-plane-field E‖. This significantly enhances the effect of Volkov states for an out-of-plane

electric field as is present for P-polarized pump.

8.4.3 Generating pure Floquet-Bloch states

The aforementioned results suggest a way to reduce the effect of Volkov states: eliminating

the out-of-plane electric field. This can be achieved by perturbing the system with S-polarized

light instead which has an electric field purely along the sample plane (fig. 8.3). As pointed

out in fig. 8.7, the measured intensity of sidebands generated from S-polarized mid-IR pump

is significantly smaller then that for P-polarized pump (fig. 8.7). To understand this we take

the ratio of the intensities of the first and zero order sidebands (I1/I0) for the S-polarized

pump spectra in fig. 8.7 and plot it as a function of the electron momentum direction

(fig. 8.12a). This ratio is almost 10 times less than what is observed for P-polarized pump.

Since S-polarization has negligible out-of-plane E-field, this small sideband intensity could

likely be due to an absence of Volkov states. We test this by numerically calculating the

sideband intensities for the presence of Floquet-Bloch states only (α = 0 and β = 0.5) using

S-polarized pump. As can be seen fig. 8.12b, the calculation for Floquet states only (red

trace) agrees quite well with the observed angular dependence of I1/I0.

It is possible that an in-plane electric field can also generate Volkov states by coupling to

the in-plane free electron velocity v‖. However, as pointed out before, this effect is negligible

when compared with the out-of-plane component. In fact the Volkov parameter α = 0.05

if we only consider the in-plane components. To rule out any noticeable effect of Volkov

states in the observed angular distribution for S-polarized pump, we also calculate I1/I0
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Figure 8.12: Angular distribution of sideband relative intensities for S-polarized pump. (a) Ratio
of the first order side band intensity I1 to the zeroth order intensity I1 as a function of angle (θ)
measured from the +kx direction, for both P and S-polarized pump. I1/I0 for S-polarized pump is
obtained from fig. 8.7 in the same way as that for P-polarized pump. (b) I1/I0 for S-polarized
pump (blue trace) along with the calculated angular distribution of I1/I0 for S-polarized pump
using: α = 0 and β = 0.5 (red trace). The discrepancy between the calculated (red trace) and
measured (blue dots) values is likely due to instrument limitations in measuring the extremely
small intensity of the n1 sideband for S-polarized pump. Green trace represents the calculated
I1/I0 for the case of α = 0.05 and β = 0. These values correspond to Volkov states being generated
by the in-plane electric field only. Note: I1/I0 for the green trace has been multiplied by 20 for
better visual representation on this axis scale.

using α = 0.05 and β = 0 (green trace fig. 8.12b). This ‘Volkov only’ I1/I0 is significantly

smaller than what is actually measured (blue trace). Thus, perturbing the system with

S-polarized mid-IR pump results in the generation and observation of pure Floquet-Bloch

states. Moreover, by controlling the light polarization, we can enhance or completely inhibit

the transition between Floquet-Bloch and Volkov states.

We note here that the angular dependence of the measured I1/I0 in fig. 8.12b shows an

asymmetry between +ky and −ky that is not captured by the numerically calculated I1/I0.

This asymmetry is primarily due to limitations in our Tr-ARPES experimental setup in

accurately determining small pump induced changes. As seen in fig. 8.7b, the intensities of

the sidebands for the S-polarized pump are extremely small. As such, any error in accurately

measuring photo-emitted electrons is more noticeable. We suggest two common Tr-ARPES

measurement errors that can likely cause an asymmetry between −y and +y in our data.
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(1) Pump electric field induced emission: As discussed in sec. 6.2.4, in a Tr-ARPES

experiment, the electric field of the pump can be enhanced around sharp defects or impurities

on the sample surface. For sufficiently high pump intensities (such as the ones used in our

experiment), this enhancement can cause field emission from the sample surface by altering

the confining potential of surface electrons. This can lead to electrons being photo-generated

by the pump pulse even in the absence of the photo-emitting probe beam. These electrons

then appear as a background error in the Tr-ARPES spectra. The energy and momentum

distribution Ib(E,~k) of these background electrons strongly depends on the details of surface

defects and imperfections and as such is non-uniform over E and ~k and is also highly

uncontrollable. Moreover, it can also depend on the pump polarization and thus can be

different for P and S polarized pump. Therefore, it is likely that an asymmetry in Ib(E,~k)

between −ky and −ky gives us the asymmetry in the data in fig. 8.12b.

(2) Small misalignment between the electron detector and the sample plane: As discussed

in sec. 7.2.1, in our ARPES setup, photo-emitted electrons travel through an electrostatic

lens tube and are then imaged onto a 2D detector to determine their in-plane momentum

(kx and ky). In order to accurately determine ARPES spectra centered at the Γ point, it is

important that the sample surface and the 2D detector are parallel to each other. A small

tilt in the sample surface plane can skew the measured ARPES spectra along a particular

direction leading to an asymmetry across the Γ point. Thus, this can also be a probable

cause for the small asymmetry between −ky and −ky in fig. 8.12b.

8.4.4 Full theoretical details

In this section, we provide details of theoretical calculations that lead to the Tr-ARPES

intensities discussed above. We consider the Floquet-Bloch states generated by the mid-IR

pump, the spin-probe effect on the photoemission matrix elements, and the influence

of Volkov states (LAPE).
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The effective Hamiltonian describing the unperturbed surface states of a 3D topo-

logical insulator is given by:

H =
∑

k=kx,ky

(
c†k,↑ c†k,↓

)( 0 ~vf (−ikx − ky)
~vf (ikx − ky) 0

)(
ck,↑
ck,↓

)
, (8.11)

where c†k,σ creates a bare electron with momentum k and pseudospin σ. Diagonalizing the

Hamiltonian would give the canonical linear dispersion of surface states, i.e. ε±(~k) = ±~vf |~k|.

The mid-IR pump is introduced through the Peierls’ substitution: vf~k → vf~k + evf ~A(t),

with ~A(t) = A0g(t) (ax cos(ωt), ay sin(ωt)). A0 is the peak vector potential, g(t) describes

the Gaussian pump envelope and 0 ≤ ax/y ≤ 1 characterize its polarizations. We use

β = evfA0/ω as the dimensionless Floquet parameter.

Tr-ARPES intensity: As discussed by Freericks et al. [243], the intensity measured

in Tr-ARPES experiments can be written in terms of photoelectron correlations:

I(~k,E) =
∫ tf
ti dt

∫ tf−t
0 dτs(t)s(t+ τ)∑σ1,σ2,σf M

∗
k (σf , σ1)Mk(σf , σ2)2 Re

[
〈c†k,σ1(t+ τ)ck,σ2(t)〉e−iEτ/~

]
, (8.12)

caused by a probe field with a normalized Gaussian envelope s(t), an initial time ti and a

final time tf . The expectation value is taken with respect to the wavefunction of the driven

system. This expression describes a virtual process where an electron is photoexcited at time

t and then returns at time t+ τ . The matrix elements Mk(σ′, σ) correspond to transitions

from spin σ to σ′ and depend on the details of system-probe interactions. In the absence of

spin-probe coupling, we have Mk(σ′, σ) ∝ δσ,σ′ and the Tr-ARPES intensity becomes:

I0(~k,E) ∝
∫ tf

ti
dt
∫ tf−t

0
dτs(t)s(t+ τ)

∑
σ

2 Re
[
〈c†k,σ(t+ τ)ck,σ(t)〉e−iEτ/~

]
. (8.13)

To solve this we use the equations of motion for the two-time correlation functions as fol-

lows:

d

dτ
〈c†k,↑(t+ τ)ck,↑/↓(t)〉 = (−Kx(t+ τ)− iKy(t+ τ))〈c†k,↓(t+ τ)ck,↑/↓(t)〉,
d

dτ
〈c†k,↓(t+ τ)ck,↑/↓(t)〉 = (Kx(t+ τ)− iKy(t+ τ))〈c†k,↑(t+ τ)ck,↑/↓(t)〉. (8.14)
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The initial condition at τ = 0 is determined by the equal-time correlations 〈c†k,σ(t)ck,σ′(t)〉.

Generally speaking, the initial condition 〈c†k,σ(t)ck,σ′(t)〉 depends on t due to the non-

equilibrium nature of the problem. However, here we are mostly interested in the cases

of |~k| ≤ kF , where both the lower and upper band of the unperturbed Dirac cone are

filled so that no vertical transition is allowed by the drive. In this regime, we have

〈c†k,σ(t)ck,σ′(t)〉 = 〈c†k,σ(0)ck,σ′(0)〉 = δσ,σ′ .

Spin-probe effect: When the photoemitting probe couples to the spin, one has to

compute the matrix elements Mk(f, i) = 〈f |~Pk · ~Aprobe(t)|i〉 [232]. In accordance with our

experimental setup, we consider a p-polarized probe such that ~Aprobe = (Ax, 0, Az). In general,
~Pk is some generalized momentum and depends on the system details and spin-orbit couplings.

However, by considering the mirror reflection symmetry and the three-fold rotational

symmetry [232], one can simplify the matrix elements to (in the basis of spin up and down):

Mk = i

(
bkAz

akAx
2

−akAx
2 bkAz

)
, (8.15)

where ak and bk are real coefficients. Using these matrix elements, eq. (8.12) becomes:

I(~k,E) ∝ I0(~k,E) + cSP
∫ tf
ti dt

∫ tf−t
0 dτs(t)s(t+ τ)2 Re

[
e−iEτ/~〈−ic†k,↑(t+ τ)ck,↓(t) + ic†k,↓(t+ τ)ck,↑(t)〉

]
, (8.16)

where the parameter cSP = [iakbkA∗zAx + c.c.]/[a2
k|Ax|2/2 + 2b2

k|Az|2] characterizes the spin-

probe effect. Note that the spin-probe effect only couples to the Sy component in this

setting of a p-polarized probe. Because of the spin-momentum locking, we have Sy ∼ cos θ

and thus the spin-probe effect is most prominent at θ = 0, π, i.e. along the kx direction.

For a probe with a general polarization, the Sx and Sz components can also be involved

(Sx couples to Ay,z and Sz couples to Ax,y).

Volkov states (LAPE): As discussed earlier, Volkov states (LAPE) is caused dressing

of the final free electron-like states with the pump pulse. The corresponding Hamiltonian is

HLAPE = ~e~v0 · ~A(t), where ~v0 is the free electron velocity. Consequentially, the two-time
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correlation function in the Tr-ARPES intensity (eq. (8.12)) picks up an additional phase:

eiΘ(αk,t,τ) = e−i
∫ t+τ
t

dt′HLAPE(t′)/~

= e−i(αkx+αkz )[sinω(t+τ)−sinωt]+iαky [cosω(t+τ)−cosωt], (8.17)

where αki = ev0,iApump,i/ω. Note that, unlike Floquet states, the pump field can give

an out-of-plane (z) component contribution to Volkov states. In fact, for the p-polarized

pump experiment, we have αkz � αkx/ky , since the pump E-field has a larger z-component

and |v0,z| ∼ vf � |v0,x/y| (sec.8.6). Thus, we set αkz = α and αkx/ky = 0 for calcu-

lations for p-polarized pump.

Complete expression for Tr-ARPES intensity: Based on the above, the net Tr-

ARPES intensity, including the spin-probe (cSP ) and Volkov state (αk) effects, is given by:

I(~k, E) ∝
∫ tf
ti dt

∫ tf−t
0 dτs(t)s(t+ τ)2 Re

{
e−iEτ/~eiΘ(αk,t,τ) [S0(t, τ) + cSPSy(t, τ)]

}
, (8.18)

where S0(t, τ) = ∑
σ〈c†k,σ(t+ τ)ck,σ(t)〉 and Sy(t, τ) = 〈−ic†k,↑(t+ τ)ck,↓(t) + ic†k,↓(t+ τ)ck,↑(t)〉

can be obtained by solving eq. (8.14). The theory curves in fig. 8.10 and in fig. 8.12

are calculated using this expression.

Analytical solutions without Volkov states: Here we get analytical expressions

for the Tr-ARPES intensity for the special cases where ~k ‖ ~A(t) in order to get insights

into the symmetry of the Tr-ARPES spectra with and without the Volkov states. This

corresponds to the solution for ±kx for a p-polarized pump, and for ±ky for a s-polarized

pump. We first consider the case without Volkov states (i.e. pure Floquet). For p-polarized

pump, the driven Hamiltonian H(t) = ~vf (kx + eA0 cosωt)σy. The two-time correlation

functions can be solved from eq. (8.14):

S0(t, τ) = 2 cos {vfkxτ + β [sinω(t+ τ)− sinωt]}

=
∑
n1,n2

ei(vfkx+n1ω)τei(n1+n2)ωtJn1 (β) Jn2 (−β) + c.c.,

Sy(t, τ) = 2i sin {vfkxτ + β [sinω(t+ τ)− sinωt]}

=
∑
n1,n2

ei(vfkx+n1ω)τei(n1+n2)ωtJn1 (β) Jn2 (−β)− c.c., (8.19)
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Using these expressions, we can perform the double-time integral in eq. (8.18) for |kx| ≤ kF .

The τ integral leads to Tr-ARPES peaks, while the t integral averages over different

Fourier modes, leaving only the n1 = −n2 components. The Floquet only result for

a p-polarized pump is:

I(kx, E) ∝
∑
n

{
(1 + cSP )δE,~vfkx+n~ω + (1− cSP )δE,−~vfkx+n~ω

}
Jn (β)2 , (8.20)

When cSP = 0, the n-th intrinsic Floquet peak has an intensity of Jn (β)2 and is symmetric

about ±kx. Similarly, for the case of a s-polarized pump, the intensity for ±ky for pure

Floquet states is given by:

I(ky, E) ∝ T
∑
n

{
δE,~vfky+n~ω + δE,−~vfky+n~ω

}
Jn (β)2 , (8.21)

where the spin-probe effect does not enter due to the absence of the Sy component along ky.

Analytical solutions with Volkov states: The analytical expressions become very

different in the presence of Volkov states. We first consider the case of ±kx for p-polarization

with a constant Volkov parameter αkz = α. From eq. (8.17), this gives rise to a phase:

eiΘ(α,t,τ) = e−iα[sinω(t+τ)−sinωt]

=
∑

m1,m2

eim1ωτei(m1+m2)ωtJm1 (−α) Jm2 (α) . (8.22)

Inserting Eqs. (8.19) and (8.22) into eq. (8.18) and taking cSP = 0 for simplicity, the

Tr-ARPES intensity for p-polarization becomes:

I(kx, E) ∝
[ ∑
n1,m1

δE,~vfkx+(n1+m1)~ω Jn1 (β) Jm1 (−α)
]2

+
[ ∑
n1,m1

δE,−~vfkx−(n1−m1)~ω Jn1 (β) Jm1 (−α)
]2

∝
∑
n

[
δE,~vfkx+n~ω Jn (β − α)2 + δE,−~vfkx+n~ω Jn (β + α)2

]
. (8.23)

In comparison with eq. (8.20), these equations demonstrate how Volkov states interfere with

the intrinsic Floquet-Bloch states. For example, for the zeroth order peak at E = ~vfkx, we

can have contributions from different Fourier pairs of Floquet (n1) and Volkov (m1) modes
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that satisfy n1 + m1 = 0 as shown in the first line of equations. This expression further

illustrates that, in this case of a p-polarized pump, even in the absence of the spin-probe

effect cSP = 0, the measured intensity about ±kx is asymmetric in each Floquet band. This

is exactly what we observe in fig. 8.10 in the main text.

We can work out the analytical expression for ±ky for s-polarized pump in the same

way. The resultant Tr-ARPES intensity is:

I(ky, E) ∝ T
∑
n

[
δE,~vfky+n~ω Jn

(
β − αky

)2
+ δE,−~vfky+n~ω Jn

(
β + αky

)2
]
. (8.24)

Again, the spin-probe effect does not appear because of the vanishing of the Sy component

along ky. We have included a small but finite Volkov parameter αky ∝ ky. Different

from the p-polarization situation, αky changes sign between +ky and −ky here. Thus,

the Floquet sideband weights remain symmetric between +ky and −ky. Based on this

result, the slight asymmetry at ±ky observed in fig. 8.12 is not caused by Volkov states

but is likely due to experimental errors.

In summary, the systematic characterization of these electron-photon hybrid states

presented in this section has important implications for the coherent manipulation of

quantum states and various techniques used to investigate this phenomenon. Understanding

the coupling of Floquet-Bloch states to other electronic states is crucial for engineering novel

light-induced quantum phases of matter. Furthermore, the observed interference between

initial and final dressed states extends beyond Tr-ARPES; it will also manifest in other

experimental techniques such as tunneling spectroscopy of light-dressed electronic systems.

8.5 Dynamics of photon-dressed states

So far we have mainly focused on the mid-IR pump Tr-ARPES spectra at t = 0 i.e. where the

intensity of the dressed sidebands is maximized. A key problem is understanding the interac-

tions of these photon-dressed electronics states with other excitations in the system such as

phonons. A number of theoretical works such as [214] and [213] have considered the effects

of electron-photon and electron-electron interactions in stabilizing Floquet-Bloch modes.



8. Floquet-Bloch states on the surface of topological insulators 203

Figure 8.13: Dynamics of photon-dressed sidebands in Bi2Se3 (a) Tr-ARPES spectra on Bi2Se3
taken with ∼ 160 meV mid-IR pump at t = 0.15 ps. Red, green and dark yellow squares indicate the
regions corresponding to the 1st, 2nd and 3rd order sidebands over which the change in intensity
∆I is plotted as a function of time in (c), (d) and (e). Blue dotted line in (a) indicates the
energy at which a constant energy cut is taken and shown in (b). Area between the red concentric
circles indicates the region over which the intensity is integrated for the time-trace in (c). Similar
integration is done in (d) and (e). The pump temporal profile P (t), its square P 2(t) and cube P 3(t)
are also plotted.

One way to understand these interactions is to study the relaxation dynamics of the

excited dressed states in our Tr-ARPES experiments. We first study the case of Bi2Se3 as

before. We take Tr-ARPES spectra using mid-IR (∼ 160 meV) P-polarized pump pulses

at every 50 fs delay time between the pump and probe. In this way we can obtain the

change in intensity ∆In(t) of the n-th order sideband to get a measure of the intinsic lifetime

of a particular dressed state. Moreover, the dynamic behavior of ∆In(t) can also provide

important clues into scattering between dressed states and other excitations in the system.

Figure 8.13c, d and e show the background-subtracted ∆I(t) for the first, second and third

order photon dressed sidebands in Bi2Se3 respectively. For each sideband ∆I(t) is obtained by

from the measured intensity in the square regions shown in fig. 8.13a. This intensity is then
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integrated over the whole sideband in momentum space for the constant energy cut as shown

in fig. 8.13b. The obtained results do not dependent on the energy at which the constant

energy cut is taken, within experimental resolution. Our choice here gives approximately a

circular surface state contour without any noticeable hexagonal warping effects [244].

As seen in fig. 8.13c, ∆I1(t) roughly follows the Gaussian intensity profile P (t) of the

mid-IR pump pulse. Here P (t) is obtained using image-potential states as discussed in

sec. 7.1.4. This result is expected since, as outlined earlier, the n-th order sideband intensity

is given by the square of a n-th order Bessel function in the electric field of the pump:

In ∝ Jn(β ± α)2. Both β and α depend linearly on the electric field (E(t)) and thus:

In(t) ∝ (|E(t)|2)n ∝ P n(t). (8.25)

Similar to ∆I1(t) following P (t), ∆I2(t) and ∆I3(t) match the temporal profile of P 2(t)

and P 3(t) as plotted in fig. 8.13d and fig. 8.13e respectively. This behavior is expected

from eq. (8.25) i.e. the second-order and third-order sidebands follow the square and cube

of the intensity profile of the pump pulse. Taken together these results suggest that

the intrinsic lifetime of dressed states in Bi2Se3 is less than or similar to the temporal

width of the driving field.

8.5.1 Persistent photoinduced sidebands in Bi2Te3

The situation changes for the case of dressed bands in another topological insulator, Bi2Te3.

Here we perform the same Tr-ARPES experiment with the same p-polarized mid-IR (∼

160 meV) pump pulse as that used for Bi2Te3. Figure 8.14 shows Tr-ARPES spectra using

P-polarized pump on Bi2Se3 at various delay times between the pump and probe. Both

E − Ef vs ky (bottom panel) and constant energy surface contours at E − Ef = 0.11 eV

(top panel) are shown. Similar to the case for Bi2Se3 (fig. 8.4), replicas (sidebands) of the

original cone, spaced exactly by the energy of the pump pulse, appear when the pump and

probe pulse overlap in time. However, unlike the spectra for Bi2Se3, the spectra here shows

a sideband even after the pump pulse disappears. This is apparent in the spectra taken
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Figure 8.14: Bottom panel: Tr-ARPES (E − Ef vs ky) spectra on Bi2Te3 using P-polarized
mid-IR (∼ 160 meV) pump at various delay times between the pump and the probe. BCB refers to
the bulk conduction band while SS refers to the topological surface state. The nth order sidebands
are indicated in the spectra. Top panel: Constant energy cuts (kx vs ky) at different delay times
along the blue dotted line shown in the lower planel.

at t = 0.55 ps which shows a significant intensity of the first order (n1) sideband (labeled).

This intensity eventually disappears for the spectra taken at t = 1 ps.

To study this further, we extract the background-subtracted ∆I(t) for the first, second

and third order sidebands in Bi2Te3 and plot the results in fig. 8.15c-e. For each sideband

∆I(t) is obtained by from the measured intensity in the square regions shown in fig. 8.13a.

This intensity is then integrated over the whole sideband in momentum space for the constant

energy cut as shown in fig. 8.13b. As expected from eq. (8.25), ∆I2(t) and ∆I3(t) follow the

square and cube of the intensity profile of the pump respectively (fig. 8.15d,e). However,

unexpectedly, ∆I1(t) (fig. 8.15c) has a ‘hump’ like feature around t = 0.4 ps and remains

non-zero even when the pump intensity profile P (t) is zero.

Here we discuss a few possible reasons for this surprising behavior in Bi2Te3. The
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Figure 8.15: Dynamics of photon-dressed sidebands in Bi2Te3 (a) Tr-ARPES spectra on Bi2Te3
taken with ∼ 160 meV mid-IR pump at t = 0.15 ps. Red, green and dark yellow squares indicate the
regions corresponding to the 1st, 2nd and 3rd order sidebands over which the change in intensity
∆I is plotted as a function of time in (c), (d) and (e). Blue dotted line in (a) indicates the
energy at which a constant energy cut is taken and shown in (b). Area between the red concentric
circles indicates the region over which the intensity is integrated for the time-trace in (c). Similar
integration is done in (d) and (e). The pump temporal profile P (t), its square P 2(t) and cube P 3(t)
are also plotted.

simplest explanation could be that the pump temporal profile is non-Gaussian and actually

matches ∆I1(t). However, in that case both ∆I2(t) and ∆I3(t) should be non-Gaussian as

well which is clearly not the case in either Bi2Te3 or in Bi2Se3. Another, and more likely,

explanation is based on the interaction of these dressed surface sidebands with existing bulk

states in the sample. This is illustrated in fig. 8.16. If we consider the band structure of

Bi2Se3, we first order sideband overlaps with the bulk conduction band (BCB) allowing

scattering between the two. In contrast, in Bi2Te3, even though the bulk band gap is

smaller, the distance between the Dirac point and the BCB is larger and so the first order

sideband lies mostly in between the BCB and the original surface state (SS) (fig. 8.16b).

This limits the interaction of the dressed surface state with the bulk and could lead to a
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Figure 8.16: Comparison of the 1st order photon-dressed sideband in Bi2Se3 & Bi2Te3. (a) Left:
Tr-ARPES spectra at t = 250 fs on Bi2Se3 with mid-IR pump. The first order sideband n1 is
labeled. Right: Schematic of the original SS in Bi2Se3 and the n1 sideband due to a 160 meV pump.
(b) Left: Tr-ARPES spectra at t = 550 fs on Bi2Te3 with the same mid-IR pump. The first order
sideband n1 is labeled. Right: Schematic of the original SS in Bi2Te3 and the n1 sideband due to a
160 meV pump. BCB and BVB in (a) and (b) denote the bulk conduction and bulk valence bands
respectively.

slightly longer lived n1 sideband in Bi2Te3 than in Bi2Se3.

The discussion above assumes that once generated a particular sideband is able to persist

even without a periodic drive. This is counter to the theory for both Floquet-Bloch and

Volkov states as presented in sec. 8.4.4. A particular Floquet or Volkov mode generated

by the pump photon should only exist during the pulse width of the pump. Based on this

the persistent sideband cannot be generated by the time-periodic potential of the pump

pulse. Another option is that the persistent n1 sideband in Bi2Te3 is rather generated

by the time-periodic potential of an internal collective excitation of the system such as
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plasmons or a high-energy phonons. It is possible that the mid-IR pump resonantly excites

an IR-active plasmon or phonon at the energy ~ω of the pump photon. In this case, the

time periodic potential from the collective excitation is able to persist longer than the

duration of the pump pulse. While there is little evidence for phonon modes in Bi2Te3

with such high energies, IR spectroscopy [245] does point to plasma frequencies in Bi2Te3

in the range of the frequency of the pump pulse. Thus, based on preliminary analysis,

we posit that the persistent n1 sideband is generated by a plasma oscillation of charge

carriers in Bi2Te3. Research into verifying this is ongoing.

8.6 Supplementary: experimental parameters

In this section we provide estimates of various experimental parameters. As discussed earlier

the two dimensionless parameters relevant to this work are α and β. The Volkov parameters

α = ev0A0/ω characterizes the interaction strength between light and the final states of

photoemission while the Floquet parameter β = evfAi/ω characterizes the strength of the

Floquet interaction. Here A0,i = E0,i/ω where E0,i is the electric field amplitude along a

particular electron velocity direction. For Floquet states, the relevant velocity is the Fermi

velocity for the surface state electrons. Since this velocity is purely in-plane, the relevant

electric field (Ei) is the one parallel to the sample surface. This E-field can be calculated

using the measured pump power, diameter and pulse width along with the refractive index

of Bi2Se3 as detailed in sec. 7.1.4. Taking Ei = 3.3× 107 V/m corresponding to a measured

pump power of 11.5 mW and vf = 5× 105 m/s, we obtain β = 0.42.

For Volkov states we need to determine the electron velocity in the final state of

photoemission. As the in-plane momentum is conserved in the photoemission process

and given that the final state is free electron-like, we determine the in-plane velocity,

v‖ = 5.79× 104 m/s for momentum, k = 0.05Å−1. By conserving energy, this gives the

out-of-plane electron velocity, vz = 4.55× 105 m/s. Note that vz � v‖. Thus, the relevant

velocity for the effect of Volkov states is v0 = vz and the relevant electric field (E0) is
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the out-of-plane component of the electric field outside the sample surface. Using Fresnel

equations (sec. 7.1.4), we obtain E0 = 11.6× 107 V/m and thus α ∼ 1.36 − 1.4.

We note that the values of α = 1.38 and β = 0.5 used in fig. 8.10 in fig. 8.12 are determined

by fitting the observed angular dependence of the sideband intensities in the Tr-ARPES

spectrum to the theoretically calculated intensities in sec. 8.4.4. We also used cSP = 0.96

and 0.7 for the p- and s-polarized pumps, respectively, to account for the spin-probe effect.

Given the large uncertainty in determining the exact electric field at the sample surface,

these values are consistent with the values calculated in this section.
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A
Quasi-particle recombination dynamics in

underdoped La2−xSrxCuO4

In this appendix we review the Rothwarf-Taylor (RT) equations as they are used to understand

time-resolved experiments on superconducting cuprates (e.g. [18]) and pnictides (e.g. [246]).

We then apply these equations to quasi-particle (QP) recombination dynamics in the

underdoped La2−xSrxCuO4 films studied in chap. 3 to gain insights into the symmetry

of the superconducting order parameter.

In OPP experiments on superconductors, the 1.55 eV pump pulse breaks apart Cooper

pairs to create an energetic QP population density n. The RT equations are a set of

coupled differential equations that describe the resulting coupling between these QPs and

the binding boson population density N :

dn

dt
= −βn2 + 2γpcN

dN

dt
= βn2/2− γpcN − γesc(N −Neq) (A.1)

The processes in these equations are illustrated in fig. A.1. The terms in β represent the

pair-wise recombination process of the QPs. These terms depend on the square of n since

two QPs must meet to form a Cooper pair. In that recombination process, a binding

213
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Figure A.1: Schematic representaton of the processes in the Rothwarf-Taylor equations. (a)
Quasi-particle (n) pair-wise recombination to generate a binding boson (N) with rate βn. (b)
Quasi-particle creation process by absorption of a binding boson with rate γpc. (c) Decay of binding
boson into lower energy bosons with rate γesc.

boson is emitted (i.e. n + n → N). The reverse process is also possible: a pair of QPs

can be created by absorption of a boson (i.e. N → n + n). The rate for this process is

given by γpc. Additionally, γesc is the rate at which the pair-creating bosons decay into

lower energy bosons or leave the photo-excited region.

In conventional BCS superconductors, the binding boson is a phonon and the QP

recombination rate is similar to γpc. As a resulting, the QP and pair-creating phonon

populations quickly establish a quasi-equilibrium among each other and the eventual return

to steady-state equilibrium is determined by the rate at which these populations escape

the photo-excited region i.e. γesc. This is the ‘phonon bottleneck regime’.

In contrast in cuprate superconductors, it is assumed that more relaxation pathways are

available for the QPs to recombine than the emission of just one phonon. As a result γpc is

small compared to the recombination rate. Thus, the first equation in eq. (A.1) reduces to

dn/dt = −βn2 and so the recovery rate to steady-state equilibrium is γr = (1/n)(dn/dt) = βn.

For an optical pump-probe experiment on cuprates, this implies that the decay of the signal

γr, in the superconducting (SC) phase, should depend linearly on the initial photo-excited

QP density which in turn should scale linearly with the pump fluence for low fluences

(i.e. that don’t melt the SC phase).

At finite temperatures, the RT equations get modified due to the presence of thermally

excited QPs nth. In this case, a photo-excited QP can recombine with a photo-excited one

at a rate proportional to the population of thermally excited QPs. Thus, the first equation



A. Quasi-particle recombination dynamics in underdoped La2−xSrxCuO4 215

Figure A.2: (a) Initial decay rate of the OPP signal in La1.9Sr0.1CuO4 at 5 K with pump fluence
& temperature. Red line is a linear best fit to the data (blue dots). (b) The intercept in (a) is
plotted as a function of temperature. Red line is a best-fit to a power-law.

in eq. (A.1) becomes dn/dt = −β(n2
ph + 2nthnph) where nph denotes the photo-excited QPs.

Thus, the total decay rate of photo-excited QPs is given by:

γr = β(nph + 2nth) (A.2)

This observation is extremely helpful in understanding the OPP signal in cuprates below

Tc in chap. 3. Consider the PP signal in fig. 3.7a taken on an underdoped La2−xSrxCuO4

thin-film (x = 0.10) at 5 K. We extract the initial decay rate γ for signals at various pump-

fluences (F) from 0 to 1 µJ/cm2 and plot them as a function of F in fig. A.2a. As expected

from eq. (A.2), γ scales with the fluence i.e. with nph. Moreover, the line of best fit has a

finite positive y-intercept. This signifies that in the F → 0 limit, the decay rate is governed

by thermally excited QPs nth. In fact, the intercept is proportional to nth. By tracking this

intercept rate (γth) as a function of temperature T , we can deduce how nth scales with T . This

is plotted in fig. A.2b on a log-log plot for temperatures below Tc. As can be seen, the intercept

in (a) follows a power-law dependence with temperature i.e. γth ∼ nth ∼ T η with η = 2.

This power-law behavior can be understood using the d-wave gap symmetry of the

a cuprate superconductor. Thermally excited QPs originate from near the node and so

the QP dispersion is Dirac-like similar to the surface states of topological insulators and
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graphene. In this case the density of states of QPs scales linearly with the energy i.e.

g(E) ∝ E and so thermal excitations n(T ) =
∫ kT
0 g(E)dE ∝ T 2. Similar power laws have

been observed in time-resolved THz experiments in optimally doped La2−xSrxCuO4 [247] and

in OPP experiments in a pnictide superconductor [246]. Here we note that this power-law

is unique to the presence of a node in the gap symmetry of cuprate superconductors. Had

the Fermi-surface been fully gapped in momentum space, the expected thermal QP density

would have scaled with an Arrhenius behavior i.e. nth ∝ exp(−∆/kT ) where ∆ is the SC

gap. However, that is clearly not observed in fig. A.2b.
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