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ABSTRACT

Techniques and Applications of Urban Data Analysis

Sawsan Nabeel AlHalawani

Digitization and characterization of urban spaces are essential components as we

move to an ever-growing ’always connected’ world. Accurate analysis of such digital

urban spaces has become more important as we continue to get spatial and social

context-aware feedback and recommendations in our daily activities. Modeling and

reconstruction of urban environments have thus gained unprecedented importance in

the last few years. Such analysis typically spans multiple disciplines, such as computer

graphics, and computer vision as well as architecture, geoscience, and remote sensing.

Reconstructing an urban environment usually requires an entire pipeline consisting

of di�erent tasks. In such a pipeline, data analysis plays a strong role in acquiring

meaningful insights from the raw data. This dissertation primarily focuses on the

analysis of various forms of urban data and proposes a set of techniques to extract

useful information, which is then used for di�erent applications.

The first part of this dissertation presents a semi-automatic framework to analyze

facade images to recover individual windows along with their functional configurations

such as open or (partially) closed states. The main advantage of recovering both the

repetition patterns of windows and their individual deformation parameters is to

produce a factored facade representation. Such a factored representation enables a

range of applications including interactive facade images, improved multi-view stereo
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reconstruction, facade-level change detection, and novel image editing possibilities.

The second part of this dissertation demonstrates the importance of a layout

configuration on its performance. As a specific application scenario, I investigate

the interior layout of warehouses wherein the goal is to assign items to their storage

locations while reducing flow congestion and enhancing the speed of order picking

processes.

The third part of the dissertation proposes a method to classify cities based on

their functional behavior. Commonly used computational approaches concentrate

on geometric descriptors, for both images and laser scans. Instead, I analyze street

networks, both their topology (i.e., connectivity) and geometry (i.e., layout), in an

attempt to understand the factors that play dominant roles in determining the char-

acteristic of cities. A set of street network descriptors is proposed to capture the

essence of city layouts and used, in a supervised setting, to classify and categorize

various cities across the world.

Each part of the dissertation shows the utility of the proposed methods through

describing a variety of applications on di�erent examples.
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Chapter 1

Introduction

The word urban has evolved from the Latin word urbãnus describing the characteris-

tics and lifestyle of a town or a city [13]. Typically, urban areas are identified by the

high density of human population in many built environments, i.e., man-made sur-

roundings which comprise of many residential buildings, workplaces, hospitals, parks,

parkings, etc. In contrast, the low population density and large amounts of undevel-

oped land characterize rural areas such as villages. Historically, people have moved

from rural to urban areas that are created from scratch and slowly evolve to meet

evolving space and resource demands. According to the 2014 Revision of the World

Urbanization Prospects published by the United Nations [14], more people now live in

urban areas than in rural areas. Specifically, the world’s urban population increased

from 30% of the world’s population in 1950 to 54% in 2014, and is expected to reach

66% by 2050.

The accelerated increase in the population and economy forces urban systems

to change and grow leading to further expansions. Cities and towns are regularly

reconfigured to meet both national and regional goals of the society. Hence, new

responsibilities arise for stakeholders and decision makers to e�ectively lead the pro-

cess of urban development and maintain intensive policy coordination and investment

choices, which in turn increases the need for valuable tools to support the decision-

making process [15]. A good example of urban growth is the construction of the ed-
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ucational campus for King Abdullah University of Science and Technology - KAUST

on the western coast of Saudi Arabia. The campus was created from scratch, and the

government had determined to perform a comprehensive development of the villages

near KAUST such as Thuwal [16]. Figure 1.1 gives a picture of the campus before

and after construction.

Figure 1.1: An example of urban development; (left) KAUST under construction in
2008, (middle) the 3D model of KAUST, and (right) the built campus [1].

Various resources contribute largely to the shaping of urban areas. A common

goal is to move these resources across di�erent scales of an urban environment. For

example, having a well-designed infrastructure plays a strong role in the e�ciency of

the city to support the water, electrical and telecommunication supply and services.

In addition, building an e�cient transport network is vital to move people across or

within cities to reach their living and work places. Moreover, managing the resources

inside urban spaces improves the quality of the place. For instance, building interiors

should be connected to facilitate people’s movement in o�ces or apartments which

require e�cient functioning of spaces. Another important aspect is designing the place

to meet the personal preferences such as having well-let rooms, good ventilation, good

views from windows, and close-to a preferred location. Understanding the various

e�ects would facilitate the understanding of the whole environment and provide a

better sense of continuity between the di�erent scales.

The continuous demand for cities to grow and develop increases the need for having

e�cient tools to support the planning and preparing for this growth which, in turn,
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maximizes the benefits of urbanization. Such tools could be useful to model, analyze,

understand, simulate and improve the urban designs. Using these tools would provide

new perspectives in understanding the growth patterns over space and time. Hence,

they could allow the creation of virtual models and provide useful applications for

urban planners.

In the context of computer graphics, procedural modeling is commonly used to

create realistic 3D models of urban environments which makes it inevitable for the

usage in many applications. The resultant virtual environments are used for simple

applications and computer games and play an ever-increasing role in people’s daily

lives especially with the growing interaction with machines, robots, and surroundings

using visual inputs and outputs [17]. Examples of applications that benefit from urban

models (see also [18]) include emergency control, security training, civil protection,

driving guidance, and urban planning, to name but a few. Figure 1.2 shows some

example applications.

It is now possible to have a virtual tour and visit new places using the advanced

’cyber-tourism’ technologies with lower costs and less e�ort. Applications of cyber

tourism can be achieved through various forms such as virtual reality worlds, 3D mod-

els, panorama images, GIS tools or pictures. For example, a user can have a virtual

tour of the Dolmabahce Palace in Turkey, Istanbul [19] (see Figure 1.2a). Moreover,

navigation applications are widely used especially with their high availability and

rapid advancement. In modern cars, users can connect their smartphones to the car

navigation system as shown in Figure 1.2b. Further, virtual cities and urban models

have been an essential feature of recent computer games and movies (Figure 1.2c).

Finally, urban modeling has its usage in archeological research. The data can be

acquired directly from building remains and combined with the knowledge from a

variety of sources such as maps, books, and paintings. The generated models can be

of high value for education and planning purposes as shown in Figure 1.2d.
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(a) a cyber tour in the Dolmabahce

Palace in Istanbul [19].

(b) an application connecting a

smartphone with the car navigation

system [20].

(c) an entertainment example [21]. (d) a digital documentation of cul-

tural heritage sites on the West

African coast [22].

Figure 1.2: Examples of various applications for the use of urban data.

One of the most important uses of urban modeling is in the multidisciplinary

process of urban planning involving economic, sociological, transportation, and envi-

ronmental considerations. The adoption of virtual prototypes helps to demonstrate

and evaluate various aspects of urban planning at an early stage which aids decision

makers and stakeholders to exchange ideas, assess alternatives and reach consensus

(refer to Figure 1.1). A successful urban plan, which is simulated and evaluated thor-

oughly at an early stage, would improve the urban regeneration project concerning

cost, e�ciency, and productivity [23]. There are many software applications which

facilitate the generation of urban models, for example, CityEngine [2]. Following

the procedural modeling approach, CityEngine is used to create detailed large-scale

3D models of cities and e�ciently design and model virtual urban environments. It

generates the models through a predefined rule set enabling the creation of complex

parametric models. Figure 1.3 shows an example of a virtual model created of a city
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using CityEngine which exhibits the realistic entities of the environment.

Figure 1.3: CityEngine software enables the creation of virtual 3D urban models in
their realistic context. Figure courtesy [2].

Having a virtual model of a city involves having a model of its transport network

such as roads, streets, or railways. Besides considering the design and features of

the network, it is also vital to model the behavior of its transportation and tra�c

flow. Recently, interesting applications have addressed the challenging problem of

optimizing tra�c behavior and providing tra�c flow simulation. Tra�c patterns

involve many parameters such as road occupancy, travel time and travel distances.

This provides a better understanding of the functional and behavioral style of the

transportation in an urban space of the moving objects such as people, vehicles, taxis

and many others. Tra�c modeling has various applications such as in emergency

situations to design evacuation and action plans.

Rapid advances in acquisition technologies and portable scanning setups have

vastly simplified data acquisition at various scales: maps are obtained through care-

ful measurements to capture city layouts (OpenStreetMap, Google maps); scans for

neighborhoods, street-level acquisition, and facade images are possible using LiDAR

scans, aerial scans, and air-drone scans; while Kinect and multi-view stereo recon-

struction methods are used for obtaining floor plans and interiors of buildings. Gener-

ating highly detailed 3D models requires the coordination between the resources and

utilizing the advanced algorithms. For example, FalconViz is a 3D aerial scanning
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and modeling system that generates high-quality 3D models. The process starts by

gathering high-resolution images using a specially configured autonomous multirotor

copter navigating a pre-specified flight path. Then, the images, orientations, and

positioning data are processed in real time using Aerial SFM software to generate an

interactive 3D model o�ering documentation of the scanned area [3].

Figure 1.4: FalconViz hexacopter for 3D aerial scanning and modeling. Figure cour-
tesy [3].

Scope of this dissertation The access to vast volumes of data and the availability

of advanced processing and modeling techniques provide a unique opportunity to

analyze, understand, and predict behaviors in urban spaces at di�erent scales. In this

dissertation, the primary objective is to provide a computer graphics contribution

to the field of urban reconstruction by proposing various techniques for the analysis

of urban data. The primary focus is studying three types of data which are facade
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images, interior layout configurations, and street networks. The proposed methods

provide analysis techniques for each type of the data with a demonstration of some

possible applications.

1.1 Problem Statement

This dissertation addresses the problem of urban data analysis to facilitate its use for

further applications. Urban reconstruction usually goes through various steps along

a pipeline which could use di�erent types of data. Urban spaces exist in a range of

scales which could also be referred to as the size or proportion from one element to the

other. Studying, analyzing and processing the components of an urban environment

on a variety of scale levels convey di�erent types of information and provide insights

into a variety of urban aspects. This plays a vital role in the analysis of the whole

environment and provides a better sense of continuity between the di�erent scales.

With this consideration, a set of techniques were proposed to analyze and understand

urban data at three di�erent levels. Figure 1.5 gives an overview of the di�erent scales

that are addressed in this dissertation.

Figure 1.5: A variety of urban scales. When going from left to right, the urban area
decreases but the level of detail increases. Figures courtesy of [4, 5, 6].

The first target of this dissertation is the exterior part of an urban model, com-
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monly known as facade, which defines its nature and largely influences the public

experience. Facade images are integral components of the reconstruction process as

they are used to generate the external appearance of a model, either for texturing

or approximating the 3D geometry of facade elements. Understanding the aspects

a�ecting a facade would improve the reconstruction process of places and allow the

generation of variations which exhibit similar patterns. Correctly detecting the fea-

tures within a facade improves the quality of the modeling results. However, facades

are often changed over time by adding or removing items such as flower pots or

by opening or closing them. These frequent changes pose many challenges to the

detection methods. In this dissertation, the given facade images, either manually

captured using a camera or from on-line sources, are analyzed using the proposed

semi-automatic framework for investigating such deformations and detecting the re-

peated elements. The detected structure and the deformation parameter of each

element enable novel applications and synthesis possibilities (chapter 3).

The second part of the dissertation considers the interior layout configuration

which is an essential part of the reconstruction as it has an impact on the environ-

ment functionality. Such configurations could represent the placement of furniture

elements, work equipment, material or any items. The interior layout setup has

a direct impact on the environment performance, comfort, and ease of navigation.

Therefore, its analysis is necessary to understand and evaluate the configuration e�-

ciency. In this dissertation, the primary focus is on the interior configuration which

represents storage assignment of stock items in a warehouse. The proposed method

optimizes the configuration of items allocation with the goal of improving the order

picking processes performance and reducing congestion (chapter 4).

Going on a larger scale gives a better understanding of the urban scene as it would

reveal useful information which could be related to the interaction between di�erent

elements of the environment, or the perception of the city design. The transporta-



26

tion network (e.g., street network or train network) forms the lifeline of a city and

largely defines how the space works and functions. Many factors play dominant roles

in determining the e�ciency of people’s transportation around a city. The last part

of this dissertation addresses street networks of cities which are obtained from Open-

StreetMap (OSM) [7]. A set of features are proposed to capture the topological and

geometric essence of each city. The presented method investigates street networks

in a supervised setting with the goal of understanding their behavior and examining

which factors have an impact on the city functionality (chapter 5).

Figure 1.6: A sample street network extported from OpenStreetMap [7].

In summary, this dissertation mainly addresses the following research questions

based on the given data type:

Facade images:

• How to analyze a single facade image to identify its structural grid such that

the repeated windows are determined?

• How to detect the deformations within the individual repeated windows?

• How to generate new facade structures with simple, smart and intuitive user

interaction operations?

Warehouse interior layout:
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• What features are suitable to find a storage assignment policy that reduces

tra�c congestion?

• How to use the proposed measures to evaluate warehouse performance and

improve its layout accordingly?

Street networks:

• What are the good descriptors for classifying street networks?

• What are the possible applications using the proposed feature descriptors?

1.2 Contributions

The main contributions of the work performed in this dissertation provide answers

to the research questions presented in the previous section. Figure 1.7 shows the

contributions to various aspects of urban data analysis. Following is a brief description

of the problems addressed in this dissertation.

Chapter 3 proposes a method to analyze facade images and detect the repeated

elements (i.e., windows) along with their variations. Facade analysis methods (such

as [24, 25, 26, 27]) usually address facades with (near) identical repeated facade

elements and may fail in the existence of structured variations. Besides, editing facade

images could help to improve their quality and, hence, enhance the modeling e�ciency

such as removing the occlusions from facade images [28] or generating variations

from the original facades [5, 29]. However, existing methods do not consider the

intrinsic variations of the elements such as their varying blind positions on windows

of being open or (partially) closed which are addressed in this dissertation (as shown

in Figure 1.8). The proposed method considers such variations with an attempt to

improve the quality of structure detection. After detecting the structure and the

elements deformation parameters, the output is used to represent the facade using
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Figure 1.7: dissertation Outline. Urban data are analyzed at three di�erent scales.
Structure and deformation of facade windows are detected to generate the factored
facade encoding. Congestion-aware warehouse layout analysis is performed to assign
stock to storage locations. The topology and Geometry of road networks are analyzed
to understand the behavior of cities.



29

(a) facade analysis [27] can fail due to ele-

ment variations.

(b) the proposed algorithm correctly ex-

tracts both the underlying repetition pat-

tern and the individual blind positions.

Figure 1.8: Analysis of facade images is often complicated by the variations of the
repeated elements (e.g., windows) from the canonical configurations.

di�erent layers in a Factored Facade Encoding to encode specifically the window-level

low degree of freedom movements. The factored facade representation enables novel

interactions to bring static (single) facade images to life. Recently, another layered

approach has been proposed to interactively model building facades using multiple

overlapping layers of the complete layout [8] as shown in Figure 1.9.

Figure 1.9: Modeling urban facades by decomposing the layout into multiple layers.
Figure courtesy [8].

Chapter 4 targets the interior layout configurations and their e�ect on the e�-

ciency of an urban space. There are many applications for interior layout configura-

tions such as floor plans [30, 31, 32, 6], furniture setup [33, 34] and game level design

[35]. This dissertation targets the interior configuration of a warehouse. It proposes

a method to find the optimal assignment of stock items to their storage locations in

warehouses. The main goal of the optimal assignment is to reduce tra�c congestion of
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moving people and vehicles through considering the alternative paths. The presented

algorithm is inspired by the routing algorithm [36] for the on-chip networks which

minimizes congestion between each pair of source and destination switches. Having a

congestion-aware storage assignment policy greatly enhances the speed of order pick-

ing processes, and hence improves the business e�ciency. A recent attempt was made

by Peng et al. [37] who proposed to create a layout network by specifying how the

network should behave using functional specifications and used it in the context of

urban street layouts, floor planning, and game level design.

Finally, chapter 5 provides an approach to characterize cities at the street network

level based on a set of proposed features. An earlier work addressed the problem from

a visual perspective as to distinguish cities based on the visual features representing

architectural elements of di�erent places [38]. However, the work presented in this

dissertation captures the behavior and functionality of the transportation network in

a city rather than its visual features. A similar attempt was done later by Yang et al.

[39] who extracts the intersections from a paper map and augments them with GIS

information regardless of the original map texture. In procedural modeling, designing

an urban plan for street networks requires tuning a set of parameters and optimizing

the quality of the network as was addressed by many research works [40, 41, 42].

The work presented in this dissertation proposes a set of descriptors representing

both the topological and geometric essence of network layouts. It also discusses the

importance of these features as well as their usage in a supervised setting to classify

street networks. Moreover, a set of possible applications utilizing these features are

considered.
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1.3 Scientific Publications

While working on the research of this dissertation, the following scientific papers were

published [43, 4, 44]:

• Sawsan AlHalawani, Yong-Liang Yang, Han Liu, and Niloy J. Mitra: Inter-

active Facades Analysis and Synthesis of Semi-Regular Facades. In

Eurographics, Computer Graphics Forum, 2013.

• Sawsan AlHalawani and Niloy J. Mitra: Congestion-Aware Warehouse

Flow Analysis and Optimization Advances in Visual Computing, 2015.

(Proceedings of ISVC)

• Sawsan AlHalawani, Yong-Liang Yang, Peter Wonka, and Niloy J. Mitra: What

Makes London Work Like London? Computer Graphics Forum, 2014.

(Proceedings of SGP)

Furthermore, during the research for this dissertation, I contributed to another

publication [6]:

• Han Liu, Yong-Liang Yang, Sawsan AlHalawani, and Niloy J. Mitra: Constraint-

aware Interior Layout Exploration for Pre-cast Concrete-based Build-

ings. Computer Graphics International, 2013.
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Chapter 2

Related Work

With the growing popularity of virtual worlds, a significant amount of work has been

conducted demonstrating various methods for modeling real worlds and generating

their configurations. Smelik et al. [45] presented a survey of procedural modeling

methods that are useful to generate features of virtual worlds. This chapter of the

dissertation discusses the works most relevant to the problem of the proposed research.

2.1 Facade Segmentation

Many algorithms have been proposed for detecting the structure of facade data

whether images or laser scans. These methods involve local segmentation which is if

used alone, not reliable for the detection of general facade structure. Therefore, many

new methods involve global consideration of the facade structure such as symmetry

and repetitive patterns detection. Moreover, other methods tend to combine low-level

processing techniques with high-level techniques such as unsupervised clustering [46]

or machine learning [47]. Some of the work that follows these approaches is discussed

next.

Symmetry and Repetitive Patterns Detection.

An early work on detecting symmetry in images was done by Liu et al. [48] who

proposed a symmetry based method that performs paper cut patterns on images
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and then creates newly synthesized images with di�erent symmetry groups. Another

method for detecting a�ne symmetry groups in 2D images was introduced by Loy and

Elklundh [49] who group feature points to identify and characterize their underlying

symmetries. Similarly, there is a good amount of work for detecting symmetries in

3D data such as the work proposed by Mitra et al. [50] who processes geometric

models and extracts a compact representation of their Euclidean symmetries. This

approach was followed by an algorithm [51] that symmetrizes the geometry of 2D and

3D shapes as well as methods to discover regularities in 3D scans [52, 53]. Another

algorithm in this class of work was proposed by Wu et al. [54] which detects the

repeated elements under perspective skew at which they rectify the image by finding

the elements’ salient boundaries. In their follow-up work [55], they used this detected

grid of symmetry to reconstruct dense 3D structure.

Nan et al. [56] proposed an interactive tool to discover the underlying architectural

structures such as repetitive patterns of a moderate user interaction over a noisy point

cloud. The user initializes the boxes which are smart as their sizes and locations are

automatically adjusted based on an optimization between a data-fitting term and a

contextual term. Aliaga et al. [57] presented a fully automatic approach to segment

and detect similarities within an existing 3D architectural model using a weighted

minimum set cover over an input triangle soup, and maximizes repetition similarities.

Ceylan et al. [58] introduced a method for image-based 3D buildings reconstruc-

tion that relies on symmetry priors. Their extracted symmetry patterns can be used

for interactive and intuitive model manipulations. Going a step further beyond the

detection of the repeated patterns, Alsisan and Mitra [59] introduced a method to

encode di�erent configurations of the repeated facade structural elements by using a

Markov Random Field (MRF) optimization to label these elements.

Recently, Shen et al. [25] presented an automatic method to discover high-level

facade structures in images and point clouds. Their main observation about these
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structures is that they are formed by concatenated and/or interlaced grids. This

method has the advantage of the adaptive specification of the parameters such as the

splitting direction and the number and location of the splitting planes.

Higher-order knowledge-based segmentation.

This section discusses some methods driven by hierarchical rule based segmen-

tation techniques. They subdivide the facade into smaller parts which are arranged

based on hierarchical context-free grammar rules.

This approach was followed by Muller et al. [24] who subdivided a simple regular

facade into floors and tiles in a synchronized manner. This method reduces the facade

into a set of irreducible elements. The result is then turned into procedural rules by

using a template grammar to describe the floor pattern. Another example in this

category was proposed by Teboul et al. [60] who creates a perceptual interpretation of

buildings by performing supervised learning using shape grammar priors and random

walks on these learned models. Later, they [27] extended their work to use recursive

binary split grammar and reinforcement learning to annotate the facades into elements

such as windows, doors, roofs, etc. using training data.

2.2 Facade Modeling

In the seminal work of Debevec et al. [61], they introduced an interactive method

that combines image-based modeling with geometry-based modeling. They used line

features in images and 3D polyhedral primitives to reconstruct the model with a

view-dependent texture mapping. Recovering urban facades from unorganized photo

collections using structure-from-motion (SfM) has been also studied (see [62, 63])

using photogrammetric reconstruction and image-based modeling techniques. Xiao

et al. [64] proposed a semi-automatic method that uses images captured along the

streets and relies on the structure-from-motion to obtain camera positions and initial
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point cloud for modeling. They proposed an automatic decomposition approach for

both analysis and reconstruction. Later in their follow-up work, they provided an au-

tomatic system that uses a multi-view image-based approach to generate 3D models

[65]. Steinberger et al. [66] presented an approach for the parallel evaluation of pro-

cedural shape grammars to generate architectural models on the graphics processing

unit (GPU).

Automatic creation of 3D models of high visual quality from a single rectified

facade image was targeted by Muller et al. [24]. They presented an algorithm that

combines procedural modeling of shape grammars with image analysis to derive a

meaningful hierarchical facade subdivision. Detecting repetitive patterns along the

axes in orthogonal facade images was proposed by Musialski et al. [67]. Later, Mu-

sialski et al. [26] proposed an interactive framework for detailed modeling of building

facades from images which is based on coherent based operations. It exploits the

partial symmetries across the facade and mixes manual interaction with automatic

splitting and grouping operations. Later, this work was utilized by Bao et al. [32] to

segment a facade layout and allow to generate procedural design variations which are

automatically computed by a combination of heuristic search and quadratic program-

ming. Similarly, editing a 2D building facade was investigated by Dang et al. [29]

who proposed a structure preserving editing method which allows the exploration of

structural ambiguities.

Using the automatic reconstruction methods does not usually enable generating

high quality and accurate models. Improving the quality requires refining the model

to get the desired level of detail which can be a tedious task. Therefore, giving the

user some control at an early stage can be of a great advantage. An example of

an interactive modeling system was presented by Sinha et al. [68] which combines

the user drawn outlines on the image with the multi-view information to reconstruct

automatically the 3D model. Dang et al. [29] proposed a semi-automatic method
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to incrementally edit a facade while preserving the detected relations and groupings

of the facade elements. In the automatic context, Ning et al. [69] proposed a hi-

erarchical facade reconstruction framework by combining facade structures, detailed

windows prorogation, hierarchical model consolidation and contextual semantic rep-

resentations. Moreover, combining di�erent types of data such as images and 3D

scans can be very useful as they are complementary to each other. Li et al. [70]

decomposed the facade images into planar fragments and di�used depth information

from the corresponding 3D data. Moreover, generating good building layouts was

addressed by Bao et al. [32] who encoded the spaces and the transitions of good

layouts in a portal graph and allowed the user to explore the plausible layouts.

2.3 Interior Layout Configuration

The configuration of the interior layouts has a direct e�ect on the urban place e�-

ciency. Researchers approached such arrangements from various angles. For instance,

the arrangement of furniture should obey some well-known design guidelines as well

as ensure people’s comfort. Merrell et al. [33] proposed to arrange furniture based

on some interior design guidelines using a hardware-accelerated Monte Carlo sampler

for the density function. Yu et al. [34] presented an automatic system to arrange a

variety of furniture objects and generate realistic indoor scenes.

Similarly, storage assignment policies in warehouses are vital to determine which

product is to be positioned at which location. This was initially addressed by Haus-

man et al. [71] who proposed a detailed taxonomy of storage location assignment

policies. Many rules exist for storage assignment policies including random storage,

dedicated storage and class-based storage as explained in Gu et al. [72]. A compar-

ison between these storage methods was conducted by Hausman et al. [71], Graves

et al.[73] and Schwarz et al. [74] using both analytical models and simulations. They
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showed that significant reductions in travel time are obtainable from dedicated stor-

age compared with random storage, and also, that class-based storage with relatively

few classes yields travel time reductions that are close to those obtained by dedicated

storage.

Layout structure.

Designing interior building layouts was initially treated as packing problem. Galle

et al. [30] implemented an exhaustive algorithm to select the rectangular arrange-

ments satisfying constraints among all the possible generations. Wong et al. [31]

searched feasible solutions by simulated annealing. Searching among layout possibil-

ities has been treated using crossovers and mutations operators [75, 76, 77]. In these

approaches, an evolutionary strategy was used to fit rooms into target envelopes,

while improving designed fitness functions. Another approach utilized image process-

ing and procedural generation techniques to automatically generate floor plans from

hand-drawn building sketches as was proposed by Camozzato et al. [78]. Moreover,

e�cient and cost e�ective construction is important to consider as was addressed by

Liu et al. [6] who proposed an exploration method for the interior layouts of precast

concrete-based buildings. Moreover, it is not only important to generate a model

of the world but to control its details. Vanegas et al. [41] provided an interactive

mechanism to edit an urban model using inverse modeling to vary and control the

parameters during the modeling process. Another interesting application of interior

layout structures is the design of game layouts for various levels with the goal of

engaging the user in a visual experience through a sequence of designer-controlled

steps. Ma et al. [35] proposed an automatic algorithm to lay out game levels and

control the flow through a set of user-specified blocks.

Warehouse layout is a major factor a�ecting the order picking processes. There

are many ways to design a layout. Among the most standard layouts are the ones

with parallel storage aisles. Some of them add cross aisles in between the parallel
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aisles (see Figure 2.1) which provides considerable improvement. Recently, Gue and

Meller [10] described the non-traditional aisle designs in which the rules requiring

parallel picking aisles and orthogonal cross aisles were relaxed. They developed two

designs Flying-V and Fishbone (see Figure 2.2).

Figure 2.1: An example showing the standard layouts with parallel aisles, figure
courtesy [9]

Figure 2.2: An example showing The Flying-V and Fishbone designs introduced by
Gue and Meller [10]

Layout analysis.

There are many competing factors that have a great impact on the network per-

formance as was discussed by Gallager [79] who proposed a routing algorithm which

achieves the minimum total delay in the network. Aslam et al. [80] learn a con-

gestion model based on real data and develop a congestion aware tra�c planning

system. When shortest paths are congested, passing through them can deteriorate

the network e�ciency considerably. A particular example was presented by Ebrahimi
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[36] for the on on-chip networks who uses an adaptive routing algorithm to select a

less congested path from a broad range of alternatives between each pair of source

and destination switches. In chapter 4, a similar concept was adopted to evaluate

the reliability of tra�c within a warehouse by considering possible redundant routes

between the I/O point and the pick locations.

The analysis and optimization of warehouse design have been addressed as in

Meller and Gau [81], Meller [82] and Tompkins et al. [83]. Hall [84] analyzed di�er-

ent routing strategies and their impact on order picking e�ciency through analytical

estimates for travel distance in one block layouts assuming random, uniformly dis-

tributed pick locations. Roodbergen and Vis [85] presented an optimization approach

for identifying the number and length of aisles and the depot location of the best lay-

out structure with the goal of minimizing the expected average travel distance for

the order picking tour. However, the results were limited as they only optimized for

layouts consisting of one block. Later, they [86] extended their work to cover arrange-

ments with any number of blocks and any number of aisles. Similarly, Petersen [87]

and [88] studied the impact of di�erent routing policies on the layout with the help

of simulation. However, he did not provide a general design methodology. Vaughan

and Petersen [89] investigated the e�ects of adding cross aisles to the layout of a

warehouse with respect to order picking e�ciency.

2.4 Street Network Modeling

This section presents a review of the related work in urban street network modeling

and street network analysis in urban planning.

Street network modeling.

Urban networks can be generated by iteratively adding streets to an existing street

network [90, 91]. The algorithm can be controlled by setting parameters such as a
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distribution of angles at an intersection, the street length between two intersections,

and snapping distances. Procedural modeling can be combined with interactive tech-

niques to have more control over the result [92, 93]. Yang et al. [42] proposed a

framework for street network design that jointly considers the quality of streets and

parcels. Another approach to network modeling is data driven. The work of Aliaga

et al. [94] investigated the problem of synthesizing urban layouts by example by com-

bining aerial view images of urban areas with vector-based data describing the street

and parcel network. Another work of Aliaga et al. [95] supported interactively editing

an urban layout by translating, rotating, copying, cutting, and pasting (a group of)

tiles to edit or create a new city arrangement. Most related to my dissertation work

is the idea to tune the parameters of a procedural model to optimize for particular

functional or behavioral characteristics [40, 41, 96]. The modeling of large-scale road

networks has been tackled by Galin et al. [97]. At a lower level, Maréchal et al. [98]

studied how a single road adapts to the terrain.

Street network analysis and urban planning.

There is a considerable amount of urban planning literature that addresses dif-

ferent aspects of street network planning and analysis. Most literature is concerned

with discussing goals and relevant factors on a high level and the descriptions are

abstract [99, 100, 101, 102, 103]. The urban planning literature itself rarely includes

concrete details on computation for generating new street networks or analyzing ex-

isting street networks. The most specific results are typically design standards [104]

and some simple statistics used to describe road networks (e.g., the number of city

blocks per area). Similar statistics are used in the presented dissertation work. A

typical strategy for the analysis in these books is to argue by example. For example,

multiple authors categorize street patterns into multiple categories. Each category

is explained by one or multiple examples and a textural description. Unfortunately,

a lot more information is necessary to perform an actual classification by automatic
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computation. This problem is also recognized in the literature, e.g., Marshall [103].

Several researchers in urban planning attempted a more formal analysis of street

networks. A lot of these papers stem from the seminal work in space syntax [105]. Two

popular ideas in this work are to consider visibility and turning angles. For example,

researchers conjecture that a person is more likely to walk straight rather than taking

turns, and therefore, they augment distance measurements by considering the number

of turns a person has to take. The work of this dissertation also integrates an adapted

version of reach and directional reach from a recent paper [106]. The study of smaller

scale aspects typically falls in the realm of engineering. The study of geometric road

details (e.g., highway on-ramps, intersections, turning path of trucks) and the study

of local tra�c flow (e.g., one vehicle following another in a single lane) have been well

investigated and there are a larger number of mathematical models available [107].
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Chapter 3

Facade Analysis

Navigating around a city and looking at its components grasp the experience of the

city. The street dominates the public experience in almost all modern cities, and it is

generally shaped and defined by its surrounding, especially the exterior parts of the

urban elements such as building facades. Building facades are integral to most urban

environments both real-world and virtual. Di�erent parts define the facade structure

such as doors, windows or ornaments. These elements are usually repeated either in

regular (e.g., along 2D grids) or semi-regular arrangements. Continuous modifications

in these components often occur over time as opening or closing windows, adding

secondary elements like flower pots or curtains, etc. Such variations contribute to

large appearance changes, often e�ectively complicating the underlying simplicity of

the facades.

The discussion of a facade tackles the exterior part among the scales of an ur-

ban environment as shown in Figure 1.5. In order to analyze such information, it is

important to collect representative data. A simplified and accurate acquisition of fa-

cades has been recently addressed in a variety of directions such as using image-based

methods or directly using 3D scanning setups (e.g., LiDAR scans). The analysis of

such raw data reveals the underlying repetition patterns and provides new possibili-

ties for compact storage, non-local data completion, or inverse procedural modeling

(see recent surveys [108, 109] and references therein). These methods, however, are
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designed to detect (near) identical repeated facade elements arranged on regular grids

and can fail in the scenes with systematic variations like varying blind positions on

windows or semi-regular grids (see Figure 1.8).

This part of the dissertation analyzes facade images (on the exterior scale) with

the goal of jointly extracting element-level repetitions while factoring out allowed

variations (e.g., opening or closing of windows). This analysis enables the decompo-

sition of facade elements and facilitates the extraction of a factored representation.

This representation enables the encoding for the allowed variation modes which could

further facilitate a variety of applications, especially the support of novel editing and

synthesis possibilities. The key observation is that element segmentation, repetition

(and structure) detection, and solving for the individual element configurations when

performed jointly lead to increased accuracy and robustness. Although a full joint

optimization is complicated, a simpler iterative solution is proposed to utilize the

presence of simple user hints (e.g., marked rectangle in Figure 1.8-b) and simple pri-

ors about how windows can typically be manipulated (e.g., window blinds can slide

up/down, window shutters can open outwards). Beyond new analysis possibilities

leading to significantly compact facade encodings (typically 5-10x compression ra-

tio), the factored representation (see Figure 3.8) reveals the functional workings of

the facades and allows facade-syntax preserving manipulations leading to interactive

facade images.

The proposed framework is demonstrated on a range of synthetic and real-world

images with a varying amount of element variations and clutter while using the ob-

tained factored representations to make the input facades interactive. In addition,

novel synthesis and manipulation possibilities, both on the input images and on syn-

thesized geometries, are presented towards the goal of meaningful facade manipula-

tions.

In summary, the main contributions are:



44

• Introducing factored facade representation to specifically encode window-level

low degree of freedom movements

• Extracting such encodings from input facade images

• Using the encodings to enable a range of novel interaction to bring static (single)

facade images to life

3.1 Overview

The primary goal of this part of the dissertation is to decouple repetitions (regular

or semi-regular) from element-level variations in the context of facade images. Figure

3.1 gives an overview of the proposed algorithm. Starting from single input facade

images, the analysis phase extracts the repeated facade elements (i.e., windows) along

with their variations. Image-space variations among the repeated elements arise from

a range of factors such as geometric variations of windows being open/closed; cus-

tomization due to the addition of flower pots, blinds; appearance changes due to

shadow, reflection, and many other factors. In this dissertation, the primary focus is

on extracting the geometric changes, which are necessary to enable realistic synthesis.

There are two key observations: (i) errors in the local analysis for repetition detection

can be rectified using a non-local repetition maximizing optimization, and (ii) having

simple deformation priors for 3D window elements leads to robust extraction of the

corresponding deformation parameters. The user marks a single window element,

and the proposed framework extracts the repetition pattern, per window deformation

parameters, and corresponding structured image completion results for the window

elements (see Section 3.3). Subsequently, the extracted factored representation is

used to enable facade-syntax preserving interaction and synthesis possibilities.



45

synthesis

rectified facade image
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Figure 3.1: An overview of the proposed algorithm which starts from a single rectified
facade image with a single marked window (in orange) and then solves an optimiza-
tion to maximize the regularity of the repetition structure (red circles show local
estimates of window locations before global coupling) while recovering the individual
deformation parameters of the repeated window elements. The resultant factorization
enables novel synthesis possibilities while preserving the extracted facade-syntax.
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3.2 Data Collection

The following analysis is performed on a set of images taken from publicly available

benchmark facade images, captured from various locations or some synthetic examples

generated using a computer software. The first step is to prepare the input image

by rectifying it using the vanishing lines which exist in the image using the method

proposed by Wu et al. [11]. Then, I extract the Canny edges and discard the small

edges which are 2% of the element size. Note that these edges arise from room

interiors, window frames, facade textures, etc.

3.3 Repetition Structure Analysis

Current methods detect patterns with the assumption that the repeated elements are

similar, and they fail with the existence of window-level variations such as opening

or closing of windows (see Figure 3.2). To tackle such variations, the user is allowed

to mark a single element of interest Ws (to implicitly identify the scale of interest)

and the analysis framework recovers a repetition maximizing regularity, as described

next.

Figure 3.2: The presence of varying configurations of the repeated elements may result
in failure to detect facade structure using state-of-the-art algorithms (e.g., [11]), for
example, regular grids may get split into multiple grids; detected repetitions may
have o�set ambiguity, or only small partial grids may be detected. In the interactive
framework, the user is expected to indicate one window, while the framework extracts
the (semi-regular) repetition pattern for window locations.
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3.3.1 Repetition Detection

Using the selected window frame Ws, a search for the candidate repeated windows

in the rectified input image is performed using a consistency score that combines

intensity and edges similarity. The intensity score wintensity is computed using the

Normalized Cross Correlation (NCC) [110] as it is resilient to intensity variations due

to lighting and shadow fluctuations.

The edge score for a candidate patch Wt is computed by matching its edges with

the edges from the user provided template Ws. I mark a pair of line segments (li, lj)

such that li œ Ws, lj œ Wt to be matching (i.e., match(li, lj) = 1) if their directions

agree within a ±20¶ margin and the distance between the midpoints of the line

segments is smaller than a threshold ” (10% of element size in the implementation).

The total edge score is defined as the sum of such matches:

wedge :=
ÿ

liœWs,ljœWt

match(li, lj)/|Ws||Wt|. (3.1)

Finally, the combined score is defined as: wt(Ws, Wt) := wintensity(Ws, Wt) +

⁄wedge(Ws, Wt), with ⁄ = 0.5 in the tests.

It is common in urban facades that windows are aligned horizontally and vertically.

Therefore, the first step is to sweep the window vertically starting from the template

and compute the confidence of wt at each point on the line. Then, the algorithm

extracts the locations where ws locally has maximal similarity. Similarly, it obtains

the local maxima in the correlation profile along the horizontal direction. Thus, it

retrieves a set of 2D locations for the candidate repeated elements along with their

confidence scores. However, they can overlap and are not yet non-locally coupled (see

Figure 3.3).
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3.3.2 Repetition Structure Optimization

In the previous step, it is possible to get incorrect candidate positions due to shadows

or di�erent interior elements which would a�ect the intensity similarity while di�erent

window configurations might lead to spurious edges similarity. Therefore, an opti-

mization is used to prune the wrong matches and detect the semi-regular pattern of

the facade. The main interest is to find a set of consistent splitting lines.

As a first step, the detected candidate window positions are projected along the x

and y directions as each direction is handled independently. Let the set of projected

candidate locations along one direction be denoted as P := {p1, . . . pn} with their

associated confidence weights W := {w1, . . . wn}. The goal is to select a subset of k

splits that best explains the current observations while maximizing regularity. The

simulated annealing approach is used to optimize for the set of good splits. A set S

contains k points, i.e., the original template position Ws and k ≠ 1 other points from

P . A set of points is considered to be valid only if its stencils at the corresponding

positions do not overlap.

In order to find the splitting lines that specify the grid containing the windows, a

minimization of an energy function is computed as a combination of a data term and

Figure 3.3: (left) Starting from an input (rectified) image and an element proxy
Ws (shown in green), the method extracts image edges (middle-left) and identifies
potential matches using a combined NCC and edge similarity score (middle-right).
Subsequently, it selects a subset of matches in a repetition maximizing optimiza-
tion (right).
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a non-local regularity term defined as follows:

min
S

E(S) := Edata(S) + ⁄Ereg(S) (3.2)

where ⁄ determines the relative contributions among the data and regularity terms

(⁄ = 0.3 in the tests). The two terms are defined as follows.

Data term (Edata): This term measures the confidence with which a set S covers the

candidate set of points P as:

Edata(S) :=
kÿ

i=1
1/(wi · gi) (3.3)

where, wi denotes ws(qi, Ws) and gi measures how well the point qi œ S agrees with

the other points pj œ P using a Gaussian fallo� as:

gi(Si) :=
ÿ

pjœP

exp(≠Îqi ≠ pjÎ2/2‡2) (3.4)

where ‡ represents the width or height of the template Ws depending on the dimension

of the optimization.

Regularity term (Ereg): A typical facade has a near-uniform distribution of distances

among its neighboring windows. Therefore, this term is introduced to measure the

regularity of the points qi among the set S. The proposed method finds the spacing

distribution among qi œ S as {d1, d2, d3, ..., dk≠1} after sorting them by x (or y) values.

Then, it measures the regularity of the selection as follows:

Ereg(S) :=
k≠1ÿ

i=1
(di ≠ µ)2 +

k≠2ÿ

i=1
(di+1 ≠ di)2, (3.5)

where µ denotes the average spacing. Note that the first term captures deviation from

mean separation, while the second term penalizes variations in neighboring deviations.

The optimization starts with k = n and solves for decreasing values of k and
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Figure 3.4: Extracted repetition grid in (rectified) facade images under varying reg-
ularity, occlusion, and di�cult illumination conditions. In each example, the user
prescribed one template rectangle Ws (top-left windows in each example).

keeps the first local minima for E(S)/k. This identifies a set Sı of the points that

specify the positions of the splitting lines, solved for x and y independently. Note

that this approach allows irregularly-spaced partially-filled grid of windows, unlike

other methods that solve for full 2-parameter grids [111]. The active windows are

marked by looking for points pi œ P located nearby and have a confidence score

larger than 50% of maxWt wt(Ws, Wt). Figure 3.4 shows results under varying grid

spacing, di�erent occlusion, and challenging illumination conditions.

3.4 Windows Analysis

For each of the detected repeated windows, the proposed method recovers their de-

formation parameters as described in this section. It makes two central assumptions

as follows:

• Some windows have blinds that slide horizontally or vertically to open/close.

This type of windows can be analyzed directly on the facade image.

• Some windows have shutters that rotate inward or outward to open/close.

Therefore, they need to be analyzed using rough 3D information and back-

projected on the image to verify the solution.
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3.4.1 Blind Window Analysis

The ratio between the area of the blind and the area of the window defines the opening

parameter for a sliding window. In the work of this dissertation, the up/down sliding

shutters parameters are extracted, while left/right sliding shutters can be analyzed

similarly (see Figures 3.5 and 3.6). Let these configurations be denoted as t which

determines the status of the blind as follows:

• t = 0 denotes open window

• t = 1 denotes closed window

• t œ (0, 1) denotes partial cover

As shown in Figure 3.5, for each window element, the first step is to detect edges

using Canny edge detector and enumerate the edge pixels per row. The proposed

algorithm looks for the rows with the maximum number of pixels to identify a set

of candidate horizontal splitting lines. It removes nearby candidates using 3 pixels

non-maximal suppression. This step divides each window into vertically aligned sub-

regions. The next step is to compute the average color for each of the sub-regions

and use it to color the sub-regions. Then, it obtains a mask image composed of the

vertical subregions for each window.

Each splitting line in the mask image is associated with two colors; top color ctop

which represents blind color and bottom color cbottom representing window interior

color. In order to select the best color for the blinds cb and windows interiors ci, I

compute a sum of fitness value over all windows and choose the pair of colors with

the best fitness.

The fitness value is calculated for one mask as follows: for each possible splitting

line, find the line where the average color of the upper part of the window is as close

to the top color and also the bottom part is as close to the bottom color, the lowest

di�erence is used as the fitness value. This exploits the fact that the di�erence in
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Figure 3.5: Stages of sliding (top-down) window parameter estimation. Starting from
window images (first column), Canny edge detection is used to extract dominant hor-
izontal edges (second column) and vertically divide the windows into top and bottom
segments (third column). The consistent blind (and interior) colors are determined
by comparing the extracted top (and bottom) segments across multiple windows and
are used to reclassify the regions for each window (fourth column). This leads to
obtaining the respective blind parameter for each window (last column) as a single
parameter t œ [0, 1] capturing the extent to which the corresponding window is open.

colors across opaque blinds among the repeated windows is small compared to the

di�erence across the windows interiors which is distinctive for the di�erent windows.

After that, each pixel color cp is classified as a blind if |cb ≠ cp| Æ |ci ≠ cp|, else

as an interior. This forms a binary image where blind parts are black and interiors

are white. When the sum of black pixels above and white pixels below reach the

maxima, the horizontal splitting line is identified which defines the parameter t (see

Figures 3.5 and 3.6).

3.4.2 Shutter Window Analysis

Due to the nature of the rotating shutter windows, their opening parameter is ap-

proximated as the rotation angle ◊ between the shutter and the background of the

window frame. The rotation angles ◊l and ◊r are used for the left and the right

shutters, respectively. These angles are approximated as follows:
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• Half of the window is fully covered (i.e., closed) if ◊ = 0

• Fully exposed (i.e., open) if ◊ = fi

• Partly shaded if ◊ œ (0, fi)

Since the shutters rotate o� the facade plane, it is important to obtain rough 3D

information which is approximated using the method proposed by Wu et al. [11]. After

having the rough 3D point set, the dominant plane is extracted using the RANSAC-

based plane fitting. Then, the corresponding 3D placement of the detected 2D grid

of windows from the previous step are lifted into 3D.

First, it is assumed that the user labeled a fully opened window as the reference

window Ws. Then, this window is abstracted in 3D by estimating its size and its

two shutters in world coordinates as three rectangles (i.e. one rectangle for the win-

dow frame and two for its shutters) by projecting the user labeled frame into the

approximated facade plane. The abstracted window is denoted as W (3)
a .

The abstracted window W (3)
a is translated to align its center with the center of

Wt’s 3D counterpart. Then, the left shutter is rotated by an angle ◊̂ and the 3D

rectangle is projected onto the 2D image which maps the 3D shutter rectangle into

a quad region R on the image.

Figure 3.6: An example showing the synthesis of a new window parameter position
by appropriately treating the background (i.e., window specific layer) and the blind,
which are repeated across other windows. In the case of sliding transparent (e.g.,
glass) window frames, the user is expected to roughly indicate a mask for the frame.
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Figure 3.7: Starting from an input image (left), the repetition windows along with
their rotation parameters (middle-left) are detected. This allows synthesis possi-
bilites such as replacing the window textures (middle-right) and subsequently virtu-
ally changing the window rotation parameters (right).

In order to detect the opening angle of each shutter, the algorithm estimates edges

and color consistency as the shutter is rotated in 3D . First, it performs a line-search

(in the space of angles) based 2D ≠ 3D matching to find the corresponding ◊l and

◊r. It is important to compare the colors of R and the left shutter in Ws to evaluate

color consistency. This is achieved by estimating the average color of R as cR and the

average color of the left shutter in Ws as cWs . Then, the matching score is defined as

area(R)/(|cR ≠ cWs | + 1). Figure 3.7 shows the opening parameter estimation results

of the rotating shutters.

In order to improve the results, the detected positions of the repeated elements

along with their configuration estimates are utilized to put all the repeated elements

to a canonical configuration and repeat the facade structure analysis and iterate.

Typically, performing 2 ≠ 3 iterations in the tests could help in improving the results

of estimating the positions of the repeated elements as well as their configurations.

3.5 Applications

The analysis of the exterior parts of the buildings (i.e. facades) has a vast set of appli-

cations which demonstrates the importance of the proposed techniques for improving

the quality of the generated urban models. The framework is evaluated on a large

number of images including publicly available benchmark facade images. Following is

a discussion of a set of possible applications and evaluation results for the proposed
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analysis.

3.5.1 Factored Facade Representation

Utilizing the detected windows positions and their configurations allows to e�ciently

synthesize new facade images, hence, enables a novel encoding for facade images which

is called in this dissertation the ”Factored Facade Representation”. An important

part of this encoding is to fill in the missing information for the detected facade

elements. This step is divided into three categories i.e. the facade background, the

blind windows and the shutter windows. These three layers form the factored facade

representation which is used to encode the input facade image and later facilitates

many edit operations. Following is a more detailed description of each layer.

Background layer

In order to define the background layer for the exterior of a building, I first remove

the blinds, shutters or window frames from the image. Then, I use Patch-Match

based image completion [112] using structuring guidelines, where vertical information

propagation is preferred since windows have a reflective symmetry.

Blind window synthesis

Having the deformation parameters ti for each of the repeated windows Ii provides

an implicit correspondence among all windows. This correspondence is vital to fill in

the missing information and complete the blind windows layer. There are two regions

with this type of windows which are the blind and the window background areas. The

blind regions are repeated; therefore, missing information for one blind can be filled

using the information from the other repeated more closed windows. The windows

background captures the building interior and di�ers among the repeated windows. I

exploit the implicit correspondence to solve a graph-cut based formulation for image
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completion using the information across the repeated windows.

Shutter window synthesis

Given the nature of the rotating shutters, the synthesis of the intermediate positions

of shutters is approached by sampling a set of textures for the repeated windows for a

discrete set of angles, i.e., ◊1, ◊2, . . . . Since each window is represented using a window

rectangle in 3D, I directly bring the adjacent windows (in space of rotations) to the

target configuration ◊ and interpolate its texture accordingly.

Therefore, each input facade image can be encoded based on the previous synthesis

results using the following information (see Figure 3.8):

• the rectifying transform

• the repetition grid of the repeated elements

• the opening parameters for each window along with synthesized open/closed

positions

• the background layer

Figure 3.8: Factored facade representation extracted from an input image. (Left-to-
right) The input image, the extracted repetition pattern with the individual window
positions, the synthesized background layer, and the intermediate blind positions
(without synthesized interiors).
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3.5.2 Interactive Facade Synthesis

Having the deformation parameter for each window element in the facade allows novel

interactive operations. The proposed framework provides an interface to support

image synthesis using the factored facade representation. It enables the following

operations:

• Restructuring the facade elements. The user is allowed to interactively select

and drag an element to change its position while maintaining the alignment of

other elements in the same row and column. Moreover, the user can change the

number of rows or columns of elements to introduce or remove some elements.

• Opening blind windows. Since it is known how much each window is open, the

user can select a blind and drag its bottom edge up or down to open it or close

it.

• Opening shutter windows. Similarly, the orientation of shutters can be altered

interactively. Note that the previous edits could be done directly on the facade

image while changing the shutters’ orientation needs to utilize the 3D informa-

tion. The shutters are rotated in 3D and projected back to the image.

Having these interactive possibilities enables the users to create novel facade im-

ages while maintaining the facade structure. For example, a user could synthesize

new facade images by swapping their window elements as shown in Figure 3.9.

3.5.3 Multi-View Stereo

The images generated using the interactive framework can be used to improve the

performance of other applications. For example, structure-from-motion (SfM) and

multi-view stereo (MVS) are popular techniques to reconstruct 3D data from a series

of 2D images and have been widely used in the reconstruction of building facades. The
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Figure 3.9: Synthetic example generated by utilizing the detected structure and hav-
ing the factored facade representation. Here, the repetition structure is first identified,
and the window elements are then swapped.

quality of the generated models using these methods highly depends on the detection

of feature correspondences across the images. Considering facade images, most of the

details are found in facade elements such as windows, rather than wall regions which

lack su�cient features. Therefore, windows are considered to be suitable candidates

for feature correspondence detection. As a result, the variations caused by changes

in element parameters pose challenges for SfM based reconstructions.

For example, applying the patch-based MVS algorithm of Furukawa et al. [113]

on synthetic scenes with facade element variations results in poor results (see Figure

3.10). A good experiment is to start with 10 input images of a synthetic scene and

set the windows configuration randomly. Then, I use the MVS algorithm to extract

the dense reconstruction from the images using the known (since synthetic) camera

positions. The results show that the 3D reconstructed model is weak as image-

level correspondence is inaccurate. Instead, I use the interactive framework after

detecting the repetition grid and estimating the rotating window parameters to bring

all the input images into similar canonical configuration and use them as input to the

MSV algorithm to run the dense reconstruction. It is clear that the reconstruction

results are significantly better as shown in Figure 3.10. It is expected to achieve

similar improvements for the SfM algorithm, which is essential for recovering the
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Figure 3.10: This example shows the improvement in the reconstruction quality after
bringing all the windows to a canonical positioning using the interactive images.
(Left) Using ten input images of a synthetic scene but each window is randomly
positioned, to extract dense reconstruction from the images, it is clear that the result
is poor as image-level correspondence is imperfect. Instead, the repetition grids are
detected in each image, and the rough 3D points from the previous stage are used
to help estimate the rotating windows parameters. Subsequently, all the windows
are synthetically positioned to a canonical position (as in the right image) and dense
reconstruction is performed. As a result, the recovered 3D scene has a much-improved
resolution.

transformations between the images in a multi-view setting.

3.6 Conclusion

This chapter presented the first part of the urban data analysis investigated in this

dissertation which considers the exterior part of a building i.e. its facade. It proposed

a semi-automatic algorithm to analyze input facade images to extract their repeated

windows regularity pattern while also identifying the corresponding windows deforma-

tions (i.e., the displacement parameters for sliding windows and the angle parameters

for rotating windows). It also presented the factored facade representation which is

very useful to support novel interactive edit operations. The proposed algorithm is

evaluated on various challenging facade images to demonstrate its improvement over
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some of the well-known facade analysis algorithms. The evaluation showed a range of

novel facade manipulation possibilities, both on the input images and on synthesized

3D geometry while preserving the extracted facade-syntax.

3.6.1 Future Work

It is possible that the initial repetition detection algorithm could fail due to the

presence of large-scale window element variations which prevents the algorithm to

proceed. Moreover, significant light/shadow changes, or presence of outlier factors,

can lead to failure in abstracting the window variations or even missing the repeti-

tion grids. Therefore, an interesting research avenue would be to investigate a more

tightly coupled repetition detection and window variation estimation to address these

issues. Moreover, the algorithm uses approximated 3D geometries which can be fur-

ther utilized towards more certain appearance modeling e�ects under known light

and camera settings (see also [114]). Finally, the factored facade representation can

be used to reveal interesting image parts which cannot be explained directly by the

extracted windows templates, leading to novel image understanding possibilities (see

Figure 3.11 for an initial result).
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Figure 3.11: Given the encoded factored facades for window elements (top) and based
on the allowed frame movements, it is possible to prune out some edges from the
original edge maps (middle). This extraction can potentially reveal interesting parts.
For example, considering the bottom region of a window helps to identify regions of
interest (flower pots) as unique features compared to the window template (bottom).
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Chapter 4

Interior Layout Analysis

The continuous experience of any virtual environment application is necessary as the

user desires to feel immersed in the scene. As the previous chapter addressed the

analysis of the exterior facade elements towards a realistic modeling of buildings,

it is also vital to analyze the interior configuration of urban spaces (refer to figure

1.5) towards layout setup evaluation and improvement. Examples of interior layout

configurations could be floor plans, furniture setup, game levels, items assignment,

etc. It is well-known how the placement of objects within an environment plays a

vital role in its functionality. The arrangement of elements in any setting should

provide comfort as well as enhance the e�ectiveness of the place. For instance, the

arrangement of furniture in houses, o�ces or classrooms impacts the performance

of people in these locations. Moreover, the arrangement of items and products in

showrooms or warehouses directly influences the e�ectiveness of the work processes.

Therefore, it is important to pay real consideration to the problem of positioning

objects in environments.

Considering warehouses, the placement of objects within a warehouse has a critical

impact on the customer service levels and logistics costs. Intuitively, warehouses are

designed to be cost e�ective. There are many typical warehouse layout considerations

such as its capacity, utilization of resources, throughput, and resource constraints.

Managers usually aim to achieve the optimum layout which reduces material handling
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costs, minimizes space requirements, and lowers energy bills. In warehouse design,

there are many techniques to approach the assignment of stock to storage locations.

Randomized storage policy randomly assigns each item to an available position with

equal probability. This method guarantees the highest minimization of the needed

slots but does not consider material handling and requires a sound system to record

the variable positions of products. Dedicated storage is to assign a precise number

of slots for each product which ensures a smooth tracking but results in a wasted

space with the existence of the seasonal demand goods as the assigned slots can not

be reused. Class-based (ABC) storage policy assigns the most frequently requested

items closest to the input and output point where the loading and unloading happens.

This part of the dissertation analyzes the layout configuration of objects within a

warehouse with the aim of increasing its e�ciency. Many competing factors need to be

explored. One important factor that profoundly influences the costs in a warehouse is

the speed of processing items. Objects should be placed close to the input and output

point to achieve quick processing of requests. However, this can lead to congestion as

the density of moving people and carriers near the I/O point will be high and they will

start blocking each other. Hence, it is important to investigate a right balance between

the processing speed and the resulted congestion. The work presented in this part

of the dissertation achieved a better performance compared to the commonly used

storage assignment solutions (in warehouse design). The main goal is to harvest the

advantages of two well-known storage assignment policies. Starting with a random

assignment prevents the wasted storage drawback of having seasonal items while using

the class-based storage assignment provides fast processing of requests.

Given a warehouse layout with the number of elements to be stored, the primary

goal is to find the best storage assignment of the items that improves the warehouse

e�ciency by lowering down the congestion of moving vehicles within a warehouse.

Clearly, having a lower congestion level will have a great positive impact on the order
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Figure 4.1: An overview of the analysis pipeline of the interior warehouse configu-
rations. First, the storage assignment is randomly initialized. Then, the algorithm
optimizes the storage assignment to minimize tra�c congestion and ensure fast pro-
cessing of orders. The proposed methodology enables novel warehouse analysis and
synthesis possibilities.

picking processes within the warehouse. The first part of the proposed algorithm is to

analyze tra�c flow within a warehouse and then optimize to find the optimal storage

assignment that enhances the tra�c flow. There are two main questions of interest

which are as follows:

• What are the suitable features to find a storage assignment policy that reduces

tra�c congestion in the warehouse aisles?

• What are the possible applications using the proposed method?

4.1 Overview

The primary target of this part of the dissertation is to investigate the possibility

to configure a storage layout of a warehouse while keeping congestion as minimum
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as possible. Figure 4.1 gives an overview of the proposed work. First, the storage

positions are initialized with a random assignment of di�erent item types. Then,

by considering the possible redundant routes, a probabilistic metric is evaluated to

reflect the speed of processing requests. The algorithm also proposes a measure to ap-

proximate congestion level in the individual aisles as well as in the whole warehouse.

Then, these metrics are used to perform congestion-aware optimization using Simu-

lated Annealing (SA) based sampling to find the best items layout. Using the optimal

elements arrangement improves the order picking processes speed and minimizes con-

gestion. Subsequently, the proposed metrics are useful to evaluate the performance

of di�erent warehouse layouts and investigate the possibility of synthesizing better

ones.

4.2 Warehouse Layout Structure

This section describes the structure of the order picking area in a warehouse. Typ-

ically, order pickers drive through warehouse aisles to retrieve products from their

storage locations. Figure 4.2 shows various aspects of the layout of order picking

area. Several pick aisles have racks on both sides in which to store products. Chang-

ing from one pick aisle to another is possible through the cross aisles, which are

perpendicular to the pick aisles. At least, there should be two cross aisles at the

borders of the warehouse. These cross aisles do not contain pick locations. Adding

more cross aisles increases the number of possible routes within a warehouse. The

main advantage of having extra cross aisles in a warehouse is the larger number of

routing options, which may result in lower travel distances [89]. However, the size

of the warehouse will inevitably increase when adding more cross aisles, because the

total storage area must be kept constant to meet the predefined requirements.

Each warehouse layout is composed of a set of aisles and a set of storage shelves.
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Figure 4.2: A schematic top view of a typical order picking area in a warehouse.
There are five pick aisles and six cross aisles. Shelves are depicted in random colors
based on the assigned item type which reflects their demand importance.

The aisles are defined using a set of nodes (i.e., intersections) {v1, v2, ..., vN} described

by their 2D locations, together with the individual aisles connections {e1, e2, ..., eM}.

Based on the node set and the connectivity of individual aisles, I construct a graph

G = {V, E} for the entire warehouse layout. The vertex set is defined as V :=

{v1, v2, ..., vN} and the edge set as E := {eij} where eij = vivj denotes an aisle

segment.

Each side of a picking aisle contains storage shelves, and it is assumed only to

have one rack of shelves. The set of storage shelves is defined as S := {s1, s2, ..., sL}

where each node is assigned a type t œ T where T is the set of item types to be

stored in the warehouse. Moreover, based on the assigned type, it is associated with

a demand d œ D to approximate the importance of the item stored in the location.

The algorithm assumes having three types; the most, medium and lowest demanded

items. In order to access the storage shelves, each node is projected to the nearest

aisle from the set E. Another assumption is having a single input/output (from now

on I/O point) for the loading and unloading of items which is the bottom left corner

in the provided examples.

Figure 4.2 shows a case of a warehouse layout that is a 5x6 grid of aisles. Storage

shelves are shown as rectangles with random color assignment based on the stored
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item type. Red shelves represent the most demanded items with high demand d value,

green for the medium demand and blue for the least demanded items. Yellow shelves

represent the empty ones.

4.3 Congestion-Aware Optimization

This section describes the analysis of a warehouse to find the best items allocation

that enhances the tra�c flow within a warehouse. Since there are items that are

more vital to the business than others, it is common and intuitive to place the most

important items closer to the I/O point. However, this will lead to more congestion

within the warehouse as more items are concentrated in one region. Therefore, the

proposed congestion-aware analysis investigates an e�cient method to improve the

warehouse reliability by specifying storage locations and allocating their types.

In order for the proposed method to evaluate the tra�c congestion, it needs to

consider the possible redundant routes. Having a variety of routes indicates the

increased possibility to change the path and, hence, reduce or avoid tra�c. Therefore,

the proposed method first defines the shortest paths from the I/O point to each of

the storage shelves. Then, within twice the shortest distance, it enumerates their H

possible redundant routes. It defines the set R := {R1, R2, ..., RL} where Ri denotes H

possible redundant routes for each storage location si such that Ri := {r1, r2, ..., rH},

where rj is a single route composed of a sequence of edges that belong to the aisles

edges E. Figure 4.3 shows a set of possible redundant routes between the I/O point

and a selected storage shelf.

4.3.1 Warehouse Flow Analysis

The primary goal is to configure the items storage layout such that their flow meets the

following features: (a) quick access and delivery of items relative to their importance,
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Figure 4.3: Having a variety of redundant routes reduces the probability of conges-
tion. This figure shows H possible redundant routes between the I/O point and a
selected storage shelf si (in red). The blue route represents the shortest path.

and to have (b) reliable tra�c within the warehouse with the minimum congestion.

The following terms are computed to evaluate these features.

Processing speed term. This metric measures the rate of processing items

with respect to their demand rate. It favors the most demanded items to be closer to

the I/O point. The processing speed energy term is computed as the sum product of

the demand value dj for type tj and the average shortest distance to reach all storage

shelves of type tj which is expressed as follows:

Eprocessing =
ÿ

j;tjœT

dj ú
q

i;ti=tj
shortest distancei

n elements of type tj

(4.1)

where dj is the demand rate for type tj.

Dispersion term. It is important to consider the distribution of items, especially

items of the same type. In order to maximize the convenience and improve the speed

of processing items, it is better to distribute similar items around the same region.

This distribution is especially important when handling requests of large quantities

as the carrier does not need to travel a greater distance around the warehouse to

complete the task. In order to achieve this feature, dispersion term is computed

based on the distribution of items of each type as follows:

Edispersion =
qn types

j=1
1
n

qn elements of type tj

i=1 ||zi ≠ cj||
n types

(4.2)
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where cj is the centroid of zi points computed for each type tj and ||zi ≠ cj|| =
Ò

(xi ≠ c1)2 + (yi ≠ c2)2

Congestion term. This term addresses the core of the proposed algorithm which

is to ensure having the minimum congestion within the warehouse. Approximating

congestion is approached by evaluating the reliability of tra�c. The algorithm con-

siders the layout graph as a compound system of parallel and serial components as

described in [115]. Each route along the aisles between the I/O point and the stor-

age shelf si is composed of a series of edges while the multiple redundant routes are

the parallel components. The first step is to compute edge probability for each edge

ek œ E in the graph based on the number of all redundant paths K in R that use the

edge such that:

p edgek = 1
K

(4.3)

Then, using the series component probability of each aisle being composed of

many edges connected in series, the probability of each redundant route is evaluated

as follows:

p routej =
Ÿ

kœrj

pk (4.4)

By considering the redundant routes Ri := {r1, r2, ..., rH} for each storage shelf si

as a parallel system, it is possible to find congestion rate as follows:

Econgestion = 1 ≠
Ÿ

rj œ Ri

(1 ≠ p routej) (4.5)

4.3.2 Storage Assignment Optimization

In order to evaluate the tra�c flow e�ciency of a warehouse, it is useful to combine

the previously described evaluation metrics in an energy function as follows:

E = ⁄(Eprocessing + Edispersion) + (1 ≠ ⁄)Econgestion (4.6)
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where ⁄ determines the relative contributions of the terms.

Minimizing the energy function given in equation 4.6 using a simulated annealing

(SA) based sampling [116] approach helps to find the best items allocation. Initially,

the optimization starts with a random allocation and a random type assignment. It

sets E Ω Œ and T = 500. In each SA step, it randomly selects two items and swaps

their types. It accepts the new solution with energy E(S) if Enew Æ E(S); else it

accepts the new solution with a probability of exp(≠(Enew ≠ E(S))/t), where t is

the temperature; else it rejects the new layout and retains the old one. If it accepts

a solution, it sets E Ω Enew. In the annealing schedule, it reduces temperature t

and continues with the iterations. It stops if either the maximum number of steps

(500 ≠ 1000 in the evaluation tests) has been reached, or when E < threshold. An

example of the results with the intermediate steps is shown in figure 4.1.

4.4 Evaluation and Applications

In order to demonstrate the utility of the proposed method, various evaluations are

demonstrated on warehouses of varying sizes and layouts. The results show that

the framework is simple and yet useful for the analysis of warehouses and their or-

der picking processes. The proposed analysis provides a better understanding of the

warehouse layout and suggests an e�cient generation of storage assignments that

maximize warehouses reliability and productivity. The following part of the disser-

tation discusses di�erent evaluation aspects and demonstrates some of the possible

applications.

Processing speed analysis. As discussed earlier, it is common to store the

most demanded items, which are commonly ordered more often, closer to the I/O

point. The proposed processing speed term (refer to Equation 4.1) can be used to

evaluate the speed of processing items relative to their demand rate. It decreases
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as the most demanded items are nearer to the I/O point while the least demanded

items are further which implies a faster overall order picking process. Therefore, it is

helpful to use this term to evaluate the processing speed of order picking processes

for a given storage assignment policy.

Moreover, comparing the proposed assignment approach against some of the well-

known storage assignment policies would give a good evaluation of its performance.

Figure 4.4 shows an example of these assignments on an 8x8 warehouse layout. The

used storage assignments are random, class-based, opposite class-based and the opti-

mized assignment. Note that the opposite class-based assignment is not a standard

method; however, it is used to emphasize the e�ect of items’ positioning on the speed

of processing. The evaluation addresses the proposed processing speed metric on these

assignments and shows that the proposed method has the least value which implies

the fastest processing of items with an improvement of around 20-25% as presented

in figure 4.5.

Furthermore, it is important to evaluate the time and distance needed to process

picking the items. Similarly, the proposed method is compared with the well-known

methods for the warehouse in Figure 4.4 as shown in the tables 4.1 and 4.2. The

optimized congestion-aware assignment provides a time improvement of around 20-

30% and a distance improvement of around 15-25% (see Figures 4.6 and 4.7).

Congestion analysis. This study compares the proposed storage assignment

with some of the well-known policies. It focuses on the random assignment and

class-based assignment policies. The results in figure 4.8 show that the proposed

assignment reduces congestion level in a warehouse. The random and class-based

storage assignment methods have comparable congestion rates as they both depend

on the randomness of their assignment without considering the tra�c flow within a

warehouse. The proposed method achieves a more reliable warehouse that has lower

congestion as it harvests the benefits of class-based assignment using the processing
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Table 4.1: A comparison of the travel time needed to reach the items of di�erent
item types in a warehouse of an 8x8 size using various assignment methods shown in
Figure 4.4. Refer to Figure 4.6 for a visualization of this comparison.

Assigned
type Random Class-based Opposite class-based Congestion-aware

t = 1 11.4 6.16 15.98 7.67
t = 2 12.09 10.61 10.47 7.55
t = 3 11.84 17.4 5.31 10.96
Average
time
for all
types

11.78 11.39 10.59 8.73

Table 4.2: A comparison of the travel distance needed to reach the items of di�erent
item types in a warehouse of an 8x8 size using various assignment methods shown in
Figure 4.4. See Figure 4.7 for a visualization of this comparison.

Assigned
type Random Class-based Opposite class-based Congestion-aware

t = 1 516.84 295.8 680 312.63
t = 2 561.05 505.263 495 426.31
t = 3 527.36 746.31 244.21 573.68
Average
distance
for all
types

535.08 515.79 473.07 437.54
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Figure 4.4: Di�erent storage assignment policies used to allocate items in an 8x8
warehouse. Class-based assignment (b) ensures having the most demanded items (in
red) closest to the I/O point while the opposite class-based assignment keeps the
least demanded items (in blue) closer to the I/O point. The proposed congestion-
aware assignment optimizes the allocation of elements to achieve the fastest processing
speed. As shown in Figure 4.5, the optimal assignment has the fastest processing
speed value. Note: red, green and blue shelf colors represent the most, medium and
lowest demanded items, respectively. Yellow locations represent empty shelves.

term.

Tra�c flow analysis. The proposed framework can be used to analyze conges-

tion levels based on the value computed using equation 4.3. The simulator renders

the aisles with di�erent colors based on the link probability at each aisle edge. Figure
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Figure 4.5: An evaluation of the processing speed metric for di�erent storage assign-
ment policies. The proposed optimal assignment has the fastest processing speed
value (around 20-25% improvement).

Figure 4.6: Di�erent storage assignments imply varying time durations to perform
the picking operations. The plot shows the time taken to reach items of di�erent
types i.e., t = 1, t = 2 and t = 3 which is a reflection of table 4.1. The optimal
congestion-aware assignment shows a time improvement of around 20-30%.

4.9 shows that the optimized storage assignment reduces the number of congested

aisle edges as layout (c) has the least number of red edges. Moreover, the overall

congestion score is lower than the two common storage assignments.

Cross aisles evaluation. One factor a�ecting the e�ciency of processes in a
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Figure 4.7: A comparison of distance performance of di�erent storage assignment
policies (shown in Figure 4.4) for three di�erent item types i.e., t = 1, t = 2 and t = 3.
The optimal congestion-aware assignment shows 15-25% distance improvement.

warehouse is the number of cross aisles in its layout structure. Adding more cross

aisles increases the number of di�erent possible routes in a warehouse which in turn

reduces the possibility of having congested aisles. The congestion score (equation

4.5) evaluates the reliability of a warehouse. The result shows that increasing the

number of cross aisles increases the number of di�erent possible routes and reduces

the probability of having congestion in the aisles which implies higher warehouse

reliability and e�ciency. Figure 4.10 shows a demonstration of these results. In this

evaluation, the storage assignment was used with ⁄ = 0.2.

Proposed metrics evaluation. The proposed method captures the essence of

warehouses’ e�ciency using two terms i.e., the proximity of items to the I/O point

leading to faster processing 4.1 and the congestion level within the warehouse aisles

4.5. In the proposed optimization 4.6, the relative contribution of each term was

determined using the ⁄ term. Increasing ⁄ improves the time and distance needed

to perform the order picking tasks as the contribution of the processing speed term

increases (refer to Figure 4.11). Moreover, the performance improves by around

7≠10% over the class-based method which shows that the proposed method improves
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Figure 4.8: This example shows a comparison between the two standard storage
methods and the proposed method. The used warehouse is composed of a 7x13
structure. Apparently, congestion rate is reduced using the optimized assignment
method (layout c). Note: red, green and blue shelf colors represent the most, medium
and lowest demanded items, respectively. Yellow locations represent empty shelves.

the performance even without considering the items proximity to the I/O point.

Congestion-aware layout synthesis. An important goal of procedural mod-

eling is to provide solutions towards the generation of new layouts or improving the

existing ones. In the context of warehouse evaluation, it would be useful to utilize the

proposed metrics and investigate the possibilities of synthesizing better warehouses.

Cross aisles have the greatest impact on warehouses reliability as they provide a

larger variety of possible routes and, hence, reduce congestion. Therefore, the syn-

thesis starts with a layout that has only cross aisles at the borders but many pick
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Figure 4.9: Visualization of the tra�c flow for di�erent storage assignment policies.
Di�erent colors represent the congestion level at the respective edge; red, green and
yellow edges denote high, medium and low congestion levels, respectively. The op-
timized assignment was generated by setting ⁄ = 0.2 as to achieve the maximum
reliability possible. The optimized result (layout c) has the least number of red (most
congested) edges.

aisles. The items are allocated to their storage locations using the proposed method.

The synthesis starts by randomly introducing new edges which represent parts of cross

aisles. Then, congestion rate is evaluated and minimized to find the best layout which

increases the warehouse reliability. Figure 4.12 shows the result of this synthesis.
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Figure 4.10: Reducing the number of cross aisles raises the probability of having
congestion in tra�c flow within the warehouse. Evaluating congestion score for a
warehouse (a) with five cross aisles and a warehouse (b) with nine cross aisles shows
the decrease in congestion after adding more aisles. Note: red, green and blue shelf
colors represent the most, medium and lowest demanded items, respectively. Yellow
locations represent empty shelves.

4.5 Conclusion

This chapter of the dissertation addressed the analysis of interior layouts configu-

rations, more specifically, warehouse storage assignment. It is vital to consider the

performance of an urban environment during the modeling process. Therefore, this

chapter presented a method to evaluate the performance of a warehouse according to

its items allocation. The first part of the proposed algorithm was to evaluate some

features which are closely related to the warehouse e�ciency. This evaluation resulted

in metrics which could be further used to optimize the storage assignment and reduce

congestion levels in a warehouse.
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Table 4.3: Analyzing the e�ect of varying the contribution of the proposed features.
The table shows the values for the standard methods (random and class-based) and
the proposed congestion-aware method using a variety of ⁄ values.

Random Class-based ⁄ = 0 ⁄ = 0.2 ⁄ = 0.5
Average
Time 11.15 12.23 11.317 9.87 9

Average
Distance 452.78 490 451.67 413.3 384

In order to find the optimal storage assignment for an initial randomly assigned

layout, the algorithm optimized an energy function that reflects two main features;

(i) fast processing of the items and (ii) minimum congestion. Fast processing was

achieved by placing the items according to their demand rate i.e., the most impor-

tant items were placed close to the I/O point while minimum congestion was approx-

imated by analyzing the redundant routes and their e�ect on tra�c. While current

storage assignment methods do not consider congestion in their policies, the proposed

framework was evaluated on many warehouse layouts to generate a storage assign-

ment that minimizes congestion. The presented analysis provided around 20% time

and distance improvement over other existing methods.

In the case of a full warehouse that does not have any empty storage locations, the

proposed method degenerates to a class-based storage assignment. This is because

the reliability score would be constant in every optimization step resulting in an op-

timization that depends only on the processing speed (i.e., distance to I/O point).

In the future, it would be interesting to investigate coupling reliability estimate with

the demand value to overcome this issue. Another avenue of research would be to

consider picking multiple items in a single trip which has a significant impact on the

warehouse performance. The proposed metrics could be used to evaluate di�erent

warehouse layout structures as well as varying many warehouse parameters such as

the number of cross aisles or the placement of the I/O point. These variations com-
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(a) Congestion-aware vs. Random

(b) Congestion-aware vs.Class-based

Figure 4.11: Increasing ⁄ improves the performance with regards to time and distance.
Also, the proposed method (using ⁄ = 0.0) has around 7% ≠ 10% improvement over
the class-based method. Table 4.3 shows the exact readings for these plots.

bined with the evaluation will lead to novel synthesis possibilities of warehouse layout

structures. Moreover, the proposed algorithm could be generalized to be used on a

variety of other graph data structures such as floor plans or street networks which

leads to the discussion in the following chapter.
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Figure 4.12: The initial (top) layout has a congestion score equals to 0.7092. It is
possible to synthesize a new warehouse layout by randomly adding cross aisle edges
to reduce the congestion score to 0.3139 (bottom layout). Original aisles are shown
in orange while the added ones are shown in red.
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Chapter 5

Street Network Analysis

Chapter 3 and 4 discussed the analysis of the exterior and interior configuration of

an urban entity i.e., a building. However, people usually move around and navigate

between locations which introduce the need to analyze the transportation networks

(e.g., street network, train network) that form cities’ lifeline, and largely define how

the space works and functions. The analysis of transportation networks enables the

evaluation of the overall environment performance on a larger scale to understand the

interaction between di�erent entities (see Figure 1.5).

The nature of street networks usually defines the style of a city and a�ects the

behavior of the navigation. Many cities have unique characteristics, see Figure 5.1:

some provide access to destinations within short walking distance while others are

easier to travel by car. The street network patterns mainly influence the transporta-

tion styles, for example, grid networks encourage well-balanced tra�c flow; while

radial layouts provide easy access to the city centers but lead to irregularly shaped

building blocks. The variety of navigation behaviors profoundly influences the city

and defines its unique characteristics.

This chapter of the dissertation addresses the analysis of the global city by consid-

ering its street network pattern at a high level of the urban scale (see Figure 1.5). It

asks if cities can be characterized and identified directly based on their street network

patterns. The primary focus is on capturing the functionality of cities, rather than
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their visual appearance, i.e., how they work rather than how they look. The first step

towards the answer to this question would be to extract the features that can capture

the most important aspects of street networks. The analysis of images and geometry

structures of street networks has been addressed through a direct application of ex-

isting features extraction and analysis frameworks. However, these forms of analysis

fail to capture the essence of street networks for two main reasons. First, street net-

works are a specialization of geometric graphs, and it is important to adapt existing

geometric features. Second, the analysis methods which are based on images and

geometric models do not consider critical functional characteristics that are related

to questions about paths and transport network e�ciency.

Urban planning literature is rich with studies that discuss various factors a�ecting

how a city functions. However, the analysis of the relative importance and e�ective-

ness of the various features have not been qualitatively studied. This part of the

dissertation investigates the possible descriptive features of street networks and pro-

vides an analysis framework for evaluating their e�ectiveness. The proposed technique

performs topological and geometric analysis of street networks using a set of proposed

descriptors. Then, the algorithm uses city-specific classifiers, in a supervised setting,

to identify the relative importance of the proposed descriptors. Determining the criti-

cal descriptors provides interesting insights into city characteristics and allows to form

an understanding of the navigation behavior. While in practice, various secondary

factors influence network flow patterns (e.g., street width, peak tra�c volume, speed

Figure 5.1: Cities vary according to their di�erent characteristics. This chapter
of the dissertation aims to understand the predominant features which a�ect the
functionality of a city.
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limits), this initial attempt focuses only on the topology and geometric layout of the

street networks.

In order to analyze road networks, both inter-city and intra-city classification

were used by training SVMs and discriminative analysis classifiers based on the set

of proposed network descriptors. For inter-city classification, the density of 4-way

crossings and connectivity index play dominant roles; while, for London intra-city

classification, intersection, and street densities are the most discriminative. Based on

the corresponding precision-recall curves, the descriptors perform significantly better

than the state-of-the-art image descriptors working directly on the city (street) maps.

Further analysis is conducted to investigate the e�ect of the scale as well as the relative

importance of the di�erent proposed features.

5.1 Overview

The primary goal of the work discussed in this chapter is to characterize and identify

cities based on their street network patterns. Starting from multiple street networks

given as OpenStreetMap (OSM) [7] data for various cities, the analysis proposes a

set of descriptors, and later evaluates the importance of these proposed features in

understanding cities’ functionalities (see Figure 5.2).

Prior to the analysis, the given ’OSM’ input map is preprocessed to parse the

input GIS information, extract the underlying street network and represent it as a

graph. The first step is to perform both topological and geometric analysis in order

to compute the descriptors, and represent each map tile as a high dimensional feature

vector. After that, the analysis uses supervised classification methods (SVMs and

Discriminative Analysis) to determine the descriptive features and how to identify

the uniqueness of cities. This classification provides insights into ranking the fea-

tures based on their importance which can be used further to improve retrieval and
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input map data parsed OSM street network

preprocessing

Street-Network Features

Training Data
e.g., city labels,

downtown tags, etc.

Supervised learning
e.g., SVM, 
Discriminative Analysis

city classi!cation

Ranked feature list
e.g., 4-way connection, 
connectivity index, etc.

descriptor computation analysis

embedding +
clustering

Figure 5.2: An overview of the proposed algorithm. Starting from Open-
StreetMap (OSM) data for various cities, topological and geometric analysis is per-
formed using a set of proposed street-level descriptors to characterize di�erent cities.
The algorithm learns the relative importance of the proposed street-level descriptors
and uses them to retrieve, group, or measure the uniqueness of cities.

classification results.

5.2 Data Collection

In order to consider di�erent styles of cities, I collected maps from ten cities which

are (Beijing, Camp Durant, Cardi�, London, Los Angeles, Moscow, New York, Paris,

Toronto, and Vienna) from OpenStreetMap [7]. These maps represent di�erent urban

patterns such as grid-like, radial, hierarchical, and curved patterns (see Figure 5.1).

For each city, I collected 100 samples at three di�erent scales (0.25 km2, 1 km2, and

4 km2). The maps are represented using the standard XML format in the ’.osm’ files.

Then, I parsed these maps to extract street information such as intersection nodes,

street segments, street lengths, etc. using the open source library readosm [117]. The

only focus is on using the primary and secondary roads while ignoring the other types

such as stairs, footways, and bike paths.

For each layout, I obtain a set of nodes (i.e., intersections) {v1, v2, ..., vN} de-

scribed by their 2D location, together with the individual street connections {r1, r2, ..., rM}.

Each road ri(1 Æ i Æ M) is encoded by a sequence of nodes {vi1 , vi2 , ..., viKi } along

the street, where 1 Æ ij Æ N, 1 Æ j Æ Ki. E�ectively, ri starts from vi1 and ends at

viKi , and vijvij+1 indicates a street segment.

Based on the node set and the connectivity of individual streets, I construct a
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graph G = {V, E} for the entire street layout. The vertex set is defined as V :=

{v1, v2, ..., vN} and the edge set as E := {eij} where eij = vivj denotes a street

segment.

5.3 Street Network Analysis

This section discusses the extraction of city descriptive features that capture some

of the most important aspects of street networks. First, the algorithm performs

topological analysis to reflect the connectivity of the street network and then performs

geometric analysis to evaluate the layout e�ectiveness.

5.3.1 Topological Analysis

The accessibility of a street network is highly a�ected by its connectivity. The roads

and how they are connected a�ects people’s style and ease of navigation within a city.

This section describes a set of topological features which capture the connectivity style

within a street network. Typically, street networks exhibit a graph structure which

is utilized to analyze the following set of features.

Valence (tval) This is the simplest connectivity measure capturing the number of

incident roads to an intersection node. The analysis considers the following valence

statistics:

• dead ends (val = 1) denoted by tv=1(G)

• T-junctions (val = 3) denoted by tv=3(G)

• 4-way crossings (val = 4) denoted by tv=4(G)

• others (val > 4) denoted by tv>4(G)

For simplicity, tval represents the vector of four numbers. Figure 5.3 shows vertices

with di�erent valences in a sample layout.
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Figure 5.3: Di�erent examples of valence statistics over the nodes of a layout.

Street density (tsd) In the used data, a street is defined as a sequence of graph

edges connecting two nodes that should have valence other than 2. This feature is

measured as the number of streets within a given map layout area.

Connectivity index (tci) Connectivity Index is used to quantify how well a street

network connects destinations. A higher index means that travelers have increased

route choices which allow more direct connections for access between any two loca-

tions. The ratio of number of (connecting) links to the number of nodes defines this

connectivity index, i.e.,

tci(G) =
ÿ

i

number of edges/number of nodes. (5.1)

According to urban design guidelines, connectivity index is recommended to be above

1.4 to have good accessibility.

Intersection density (tid) It measures the number of intersection nodes within a

given layout, i.e., the total number of graph nodes with valence higher than 2.

4-way crossing proportion (tcp) It is the proportion of 4-way crossings with respect

to all other intersections. For a Manhattan network, this ratio tends to 1.

Number of blocks (tnb) A block is defined as a polygonal region bounded by streets.

This measures how many blocks are in a patch layout (of a fixed area). Essentially,

it is the dual of the street network graph.
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5.3.2 Geometric Analysis

This section describes some geometric features that capture the behavior of a street

network layout. This analysis is necessary to evaluate the ease of traveling between

di�erent locations in a city.

Total street length (gsl) The total length of the streets in a network layout directly

influences people’s navigation around the area. People’s population a�ects this factor,

for example, crowded areas require more streets to support more transportation while

rural regions require sparse roads.

Average street length (gal) It is is the average street/link length between any two

graph nodes whose valences are not 2.

Figure 5.4: A comparison between the Euclidean shortest path (in blue) against the
shortest path along the road network connecting the source and destination nodes (in
red).

Transportation convenience (gtc) Transportation convenience measures how easy

it is to travel from source s̨ to destination d̨. Typically, the most convenient way

of traveling between two locations is to go along a straight line connecting s̨ æ d̨.

However, this is not always possible if this direct path does not exist. Therefore, the

proposed algorithm computes the shortest path using Dijkstra’s algorithm as to travel

along the network’s (graph) nodes and links. Suppose the Euclidean distance between
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(a) Valence

gr = 3

gr = 6

(b) Redundancy (c) Metric reach
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Figure 5.5: Topological and geometric features for the same layout: (a) Valence
tval, red (val = 1), purple (val = 3), green (val = 4), and yellow (val > 4); (b)
Redundancy gr for two pairs of nodes; (c) Metric reach gmr with x = 0.5 km; and (d)
Travel distance histogram gth for the 25 sampled nodes.

s̨ æ d̨ is dE(s̨, d̨) and the shortest graph distance is dD(s̨, d̨), the transportation

convenience between s̨ and d̨ is defined as:

gtc(s̨, d̨) := dE(s̨, d̨)/dD(s̨, d̨). (5.2)

In order to evaluate the global transportation convenience gtc(G) for the entire

layout, the algorithm samples random source and destination locations (1000 in these

experiments) and computes their average. Each pair of nodes of origin and destina-

tion should have a minimal separating distance (dE(s̨, d̨) > 0.25 km) to avoid local

estimates.

Redundancy (gr) The ease of rerouting is vital in any street network to occur

without serious (time) penalty. Redundancy is useful to capture this factor which is

defined as the number of di�erent possible routes between two locations s̨ ¡ d̨. In

order to find the possible redundant routes, the algorithm first performs a breadth-

first-search from the source node s̨ to the destination node d̨, and then backtracks all

the paths from d̨ to s̨. It filters out the ine�cient routes identified if their length is

more than twice of the shortest graph distance. To estimate the redundancy of the

entire layout, it considers the average of the top 100 pairs of nodes with the largest
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Euclidean distance. Figure 5.5-b shows redundant paths between pairs of nodes.

Metric reach (gmr) In urban planning, this measure is commonly discussed as the

total length of streets if one travels a total of x km (0.5 km in this framework imple-

mentation) along all possible directions. Essentially, the total length of a street that

one can access from any point as long as the total length is x km (without loops).

See Figure 5.5-c.

Travel distance histogram (gth) This descriptor captures the distribution of travel

distances over the entire layout. The analysis algorithm uniformly samples 5◊5 points

and projects them to the nearest graph nodes. Then, it computes the shortest graph

distance for each pair of the nodes. It builds the travel distance histogram based on

the shortest distances over all the pairs. Finally, it quantizes the histogram into ten

bins each of which has the same distance range across all the layouts. See Figure 5.5-d.

5.4 Features Representation

Each network layout L is represented as a feature vector f̨ that reflects the set of

features described in the previous section as follows:

f̨(L) := [tval, tsd, tci, tid, tcp, tnb, gsl, gal, gtc, gr, gmr, gth]. (5.3)

The dimension of the feature vector is 24, given that tval has four components and

gth has ten bins. In order to have the same range for each descriptor, the features

are normalized based on the extent found in the corresponding training sets. Multi-

dimensional scaling (MDS) is used to embed all the features for the ten cities in a 2D

embedding as shown in Figure 5.6

Note that at the smaller scale (left figure), New York clearly stands out, while

London and Paris are easy to confuse. The embedding with more cities (right figure)

shows a hierarchical nature, where some cities are more di�erent from others, but New
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York remains quite distinctive. Note that the following analysis was performed in the

f̨(L) space, rather than the 2D-embedded space, which is only used for visualization.

5.5 Layout Classification

One of the primary goals of this research is to investigate whether it is possible to

characterize and identify cities using the proposed descriptors which capture the net-

work patterns. In order to answer this question, the proposed analysis algorithm

uses supervised learning using Support Vector Machine (SVM) [118] and Discrimi-

native Analysis (DA) [119] linking the feature vectors and labels. Each classification

method uses two kernel types. For SVM, the linear and radial basis functions (RBF)

are used. The framework extracts the parameter values for RBF-SVM using 10-fold

cross-validation which uses di�erent partitions of the training data to determine the

best parameter values. For DA, the framework uses Linear and Quadratic versions.

The experiments used a variety of training set sizes i.e., 5%, 10%, 20%, and 50%

of the input data. The classifiers have similar performance beyond 5%. Hence, as

a default, the following experiments use 10% training data, unless mentioned. The

Figure 5.6: Visualizing cities based on a 2D-embedding of the corresponding features.
A random sampling of cities is shown (left) although the embedding is generated using
all the images from the respective cities.
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next experiments perform the classifications with three di�erent purposes as discussed

next.

5.5.1 Intra-City Classification

This type of classification distinguishes a city from other cities using the captured fea-

tures. It presents multi-class classification with ten classes and class-specific classifi-

cation with two classes (one for a city and one for all the remaining cities). Multi-class

classifiers performed better compared to class-specific classifiers (see Figure 5.11), but

the general accuracy was higher for binary classifiers (see Table 5.1).

classification type SVML SVMR LDA QDA

multi-class 35.8 41.7 47.3 53.4

Beijing and others 90.2 90.6 88.7 76.0

Camp Durant and others 90.2 91.1 88.8 89.9

Cardi� and others 91.1 91.3 83.8 84.1

LA and others 88.8 89.0 82.0 83.0

London and others 90.8 91.2 86.6 88.4

Moscow and others 89.3 89.1 80.3 83.7

NY and others 93.6 94.7 90.7 90.5

Paris and others 92.9 93.2 87.2 89.4

Toronto and others 89.0 89.1 67.9 66.2

Vienna and others 90.0 90.0 74.6 74.0

Table 5.1: Cross validation precision (%) using di�erent classification methods with
10% data as a training size. SVML and SVMR refer to SVM linear and SVM RBF,
respectively. LDA and QDA refer to linear discriminant analysis and quadratic dis-
criminant analysis, respectively. Note that for binary classifiers, higher precision
comes at the cost of lower recall (refer to Figure 5.11).

5.5.2 Inter-City Classification

This section asks how to distinguish di�erent areas of London, working at three levels:

downtown (zone 1-4), mid-zone (zone 5-8), and outskirts (zone 8+). I manually

labeled the input map tiles in the training set into 3 zones: downtown, mid-zone,

and outskirts. The classification of these three levels achieved high accuracy (around

70%) in the tests.
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(a) London (b) London Regions

(c) Paris (d) Paris Regions

Figure 5.7: Using K-Means clustering [12] to identify city levels for London and Paris
(left) into three regions (right) which are downtown (green), mid-zone (blue), and
outskirts (red).

5.5.3 City Regions Clustering

Similar to inter-city classification, it is also interesting to cluster the regions within

a single city into its major parts. Given the city patches on the scale of 4 km2, we

used K-Means clustering [12] to identify the regions which reflect the street network

patterns of the three levels: downtown (zone 1-4), mid-zone (zone 5-8), and outskirts

(zone 8+). Figure 5.7 shows the clustering results for London and Paris cities.
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Figure 5.8: Finding ‘sister’ cities retrieves the similar and dissimilar layouts from
other cities for a query patch of central London.

5.5.4 Downtown Classification

It is also interesting to look for retrieving similar street network using the proposed

features. Essentially, this is the nearest neighbor query in the corresponding features

space. For example, I take a sample patch (1 km2) from London downtown and query

for its closest and farthest layouts across all other city patches. The retrieved nearest

patches exhibit similar style to London downtown while the furthest patches have

di�erent patterns (see Figure 5.8). Note that the match with Cardi� is an error as

the network inside the park also is marked as a street in the input data.

5.6 Features Analysis

After discussing the proposed features, it would be interesting to look at the impor-

tance of these features and discuss some e�ects of some factors on using these features

as discussed next.

5.6.1 Features E�ectiveness - Intra-City Classification

The various proposed features are not equally e�ective in the classification process;

hence, it would be interesting to evaluate their e�ectiveness and determine the most

prominent ones. The first step in this evaluation is to learn the weights for the various
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descriptors using the SVM-linear classifier. The top five features which have a great

impact on intra-city classification (refer to section 5.5.1) are:

• 4-way crossing proportion

• connectivity index

• # valence 4

• # valence 3

• number of blocks

5.6.2 Features E�ectiveness - Inter-City Classification

Another interesting evaluation avenue is to consider the e�ectiveness of the proposed

features for inter-city classification (see section 5.5.2) as to distinguish di�erent areas

of London at three levels: downtown, mid-zone, and outskirts (see Figure 5.9). The

top five discriminative features are:

• nodes density

• street density

• # valence 3

• # valence 4

• total street length

Using these features for inter-city classification has shown to improve the classifi-

cation and retrieval results.
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Figure 5.9: Sample map layouts from London at di�erent scales; (left - 0.25 km2,
middle - 1 km2, and right - 4 km2).

5.6.3 Best Layout Scale

The scale of the layout has an e�ect on the features as varying scales give di�erent

information regarding quality and size. In this type of data (street networks), a small

scale would cover a small area and provide roads connecting the neighborhood while

a larger scale could contain the connections between di�erent cities. In the scope of

this part, the street network properties could be evaluated better using a particular

scale. To investigate the good scale, the proposed experiments evaluated the features

at three di�erent scales, namely 0.25 km2, 1 km2, and 4 km2blocks, while normalizing

by the tile areas. Figure 5.9 shows sample map patches at the three di�erent scales.

For most of the cities, the middle-scale, i.e., 1 km2 was found to be the most e�ective.

When considering the lowest scale, it is expected that the performance drops as

smaller regions do not represent the distinct pattern of the patch which was true

as the performance degraded rapidly (by 20-30%). Higher scale performance also

degraded (approximately 10%) as a larger patch could exhibit more patterns (e.g.,

downtown and mid-zone areas).

5.6.4 Comparison with Image Features

In order to evaluate the e�ciency of the proposed features, they were compared

against image-level descriptors. I took the parsed street networks and rasterized them
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Figure 5.10: Precision-recall curves for classification with 10% training data using
GIST descriptors and the most prominent features. Note that the performance is
better with the selected features.

to form image patches. I used bag-of-word features with GIST descriptor [120, 121].

Then, supervised classification was performed using GIST descriptors and the pro-

posed descriptors f̨(L) and found the proposed descriptors to be consistently better.

For example, using SVM-linear, binary classification accuracy su�ered by 20% or

more for each of the ten cities. The proposed descriptors perform better as they cap-

ture the topological and geometric essence of street networks while GIST descriptors

fail to capture network level details.

In order to show the performance di�erence, it is useful to plot the precision-

recall plot (Figure 5.10) for comparing the classification of London layouts using

GIST descriptors and the most discriminative features (4-way crossing proportion,

connectivity index, # valence 4, # valence 3, number of blocks) identified in section

5.6.1. The experiments used multi-class and binary SVM-linear classification with

both sets of features. In both classifications, the classification using the selected

proposed features outperformed the classification results using GIST features.
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5.6.5 Classification Using Distinctive Features

Section 5.6 discussed the e�ectiveness of the proposed features and identified the most

discriminative features. This section shows the e�ect of using only these distinctive

features for the classification. The analysis performs the classification while ignoring

the less important features (metric reach, redundancy, node density, street density,

total street length, and histograms) and plots the precision-recall curves. As shown

in Figure 5.11, the performance of all the classifiers improves when the classification

uses only the most prominent features (only London example was shown here).

The confusion matrix reveals interesting patterns about the features. The top con-

fusion happens between London¡Los Angeles; the second on the list is London¡Paris,

and the third is Los Angeles¡Beijing. The least confusing set was Cardi�¡London.

However, the selected descriptors could reliably distinguish between London¡New

York.

Figure 5.11: Precision-recall curves for various classifiers with 10% training data.
Note that the performance is better with selected features.

5.7 Conclusion

This chapter of the dissertation presented an analysis algorithm for the high-level

urban data; more specifically street networks of cities. It proposed a set of various
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topological and geometric features to characterize street networks across di�erent

cities. The algorithm learns to classify the cities using the data obtained from ten

cities, each with 100 di�erent map tiles collected at three di�erent scale levels. The

classification results allow determining the relative importance of the proposed fea-

tures which enable further enhancements of the classification tasks. Moreover, the

proposed features are useful to support other retrieval tasks, for example finding cities

with similar patterns and characteristics as that of ‘central London’. This approach

is the first attempt to capture the functional behavior of street networks, in parallel

to the familiar image or geometric descriptors.

Besides, the proposed features can be used in other directions of applications. For

instance, it would be possible to measure the ‘functional validity’ of street networks

which has immediate relevance to city planning and procedural modeling (of street

networks). Moreover, the analysis of the geometry and connectivity aspects of a

street network gives novel insights related to the ’essence’ of the network. Therefore,

it would be possible to use the proposed descriptors to evaluate di�erent synthesized

street networks based on their functionality. In the future and beyond synthesis

applications, it would be interesting to incorporate other attributes and evaluate the

e�ect of other factors like population density, street width, etc. on the behavior of

cities. The relation to tra�c simulation also poses interesting research questions from

an inverse modeling perspective.
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Chapter 6

Concluding Remarks

This chapter concludes the dissertation with a summary of the contributions and

some thoughts about extensions of this work and future research.

One big goal in computer graphics is being able to create realistic procedural mod-

els for living spaces, neighborhoods or cities. This dissertation targeted several types

of urban data at a variety of scales and proposed a set of methods to analyze these

data. It first addressed the exterior layout of an urban space through the analysis of

building facades. It proposed a method to decouple window-level deformations (i.e.,

windows opening parameter) and detect the structural grid. Then, it focused on the

evaluation of the interior layout of urban spaces using a congestion-aware interior

configuration method to optimize the placement of items in their storage locations

within a warehouse. The last part considered the data on a larger scale by charac-

terizing street network patterns with the goal of capturing city behavior based on a

set of topological and geometric descriptive features which were used in a supervised

setting. Each chapter presented the results that demonstrate how to use the proposed

algorithms to enable a variety of novel applications.
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6.1 Contributions

In the context of computer graphics and procedural modeling, the main contributions

of this dissertation are:

• Introducing the factored facade representation that accurately encodes window-

level low degree of freedom movements.

• An optimization framework for items allocation in a warehouse layout while

minimizing its tra�c congestion.

• A framework for characterizing and classifying city patches at the street network

level based on a set of features representing their street network patterns.

6.2 Summary

Analysis on a Variety of Scales

The vast availability of urban data encourages their analysis with the aim of

converting the data into meaningful information that would help people improve

their living spaces. These spaces could be represented at di�erent scales to reflect

various magnitudes of individuals’ livings. They could be as large as a whole city or as

small as an interior room layout. The underlying theme of this dissertation had been

to analyze urban data on a variety of scales. It first started by examining the outer

facades of buildings to extract the regularity pattern among the repeated window

elements, while also identifying the corresponding window deformations. Then, it

moved to improve the e�ciency of interior layouts by focusing on warehouse storage

assignment to promote items allocation through the analysis of the interior layout

and its e�ects on tra�c congestion. Finally, it moved to an outer scale which covered

the functional performance of road networks and provided novel ways of looking at

city patches.
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Use of Suitable Features

An important part of any analysis problem is deciding the features to be used to

represent the interesting characteristics of the data being studied. Each part of this

dissertation proposed a set of features to facilitate analyzing the data for di�erent

purposes. For instance, the analysis of windows requires the use of features within

the facade images such as color intensities or edge properties to find the windows and

their deformation parameters. Coupling 2D and 3D features was also used to handle

the nature of rotating shutter windows (as discussed in section 3.4.2). Moreover,

evaluating the e�ciency of storage assignment policy within a warehouse was possible

by assessing congestion probabilities and their e�ect on time and distance needed to

perform order picking processes. With a view to analyzing the behavior of road

networks in cities, a set of topological and geometric features was proposed which

enabled further studies to understand the functionalities of cities.

Applications

A set of applications were discussed throughout the dissertation allowing novel

possibilities toward realistic procedural modeling. Factored Facade representation was

proposed to encode a facade image and its elements which enables a range of unique

interactions to bring static (single) facade images to life. Besides, analyzing congestion

within a warehouse allows new applications to enhance the e�ectiveness of storage

assignment and improve the interior layout e�ciency. Moreover, the e�ectiveness

of the proposed features reflecting street network patterns was evaluated through

their use for classification in a supervised setting. This evaluation enables a unique

understanding of the functionality of street network layouts that is important for city

planners and decision makers.



103

6.3 Future Work

Urban data are continuously growing with the ever going advancement of technologies

and acquisition possibilities. This growth poses new challenges for researchers to

utilize and process these data. Therefore, it is expected to see more future work in

the domain of urban data analysis to facilitate further realistic reconstruction and

modeling applications.

Chapter 3 addressed the problem of facade structure analysis which is a widely

studied area tackled through a variety of approaches. The chapter presented an ini-

tiative to analyze the per-element deformation and approximate it using a parametric

value. Such approximation would be very useful to explore image parts and could

be employed further to detect irregularities. The proposed framework enables the

possibility to perform interactive edit operations to synthesize new facade elements.

Editing the facade has been recently addressed in many directions such as completing

missing elements from an observed structure [122], interactive facade editing while

preserving dominant structural relations [29] or layout regularization based on the

detected constraints [123].

Considering the environment setting and evaluating its e�ciency is an integral part

of the process of generating realistic models. The ability to predict the behavior of

environments based on their usage is very critical. In this regard, chapter 4 addressed

the interior layout setting of a warehouse concerning storage assignment of items.

While the analysis studied resource allotment for warehouses, the method could also

be applied to a broader range of graphs such as network design in city layouts or floor

plans in buildings. Therefore, it fits very well with the long-term goal of realistic

procedural modeling. A recent example was presented by Peng et al. [37] who

proposed a method to create a layout network by defining the functional behavior

specifications and used it in the context of urban street layouts, floor planning, and

game level design.
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The last part of the dissertation proposed a set of features to measure the func-

tional validity of street networks. These measures could be utilized to support many

synthesis operations such as generating new network layouts, copying a network pat-

tern or combining di�erent patches. Nishida et al. [124] made a recent e�ort in

these directions who presented an interactive tool to design roads with complicated,

realistic details and styles. Roads are generated by growing a geometric graph either

as example-based growth which preserves some interesting structures using patches

extracted from the source example or as procedural-based growth using the statistical

information of the source road networks. Such syntheses and exploration of urban

road networks enable new techniques to support urban planning, tra�c simulation,

3D content creation and procedural modeling operations. Evaluating the validity

of the synthesized models could be achieved by using the proposed geometric and

topological features.

Furthermore, coupling the road network with more interesting attributes such as

population, age, income or other demographics would introduce new perspectives to

view and analyze living spaces. This investigation, in turn, adds new questions to

answer, hence, enhances the generated models and harvests the benefits of urban data.

Such an approach was followed recently by Ferreira et al. [125] in Urbane framework

which provides new ways to analyze data and visualize properties of neighborhoods

and buildings as well as simulate developments. Such a system is very useful for

architects, developers, and planners with the goal of improving decision-making in

urban development.
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