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ABSTRACT

Unified Tractable Model for Large-Scale Networks Using Stochastic

Geometry: Analysis and Design

Laila Hesham Afify

The ever-growing demands for wireless technologies necessitate the evolution of next-

generation wireless networks that fulfill the diverse wireless users requirements. How-

ever, upscaling existing wireless networks implies upscaling an intrinsic component in

the wireless domain; the aggregate network interference. Being the main performance-

limiting factor, it becomes crucial to develop a rigorous analytical framework to ac-

curately characterize the out-of-cell interference, to reap the benefits of emerging

networks. Due to the different network setups and key performance indicators, it is

essential to conduct a comprehensive study that unifies the various network configu-

rations together with the different tangible performance metrics. In that regard, the

focus of this thesis is to present a unified mathematical paradigm, based on Stochas-

tic Geometry, for large-scale networks with different antenna/network configurations.

By exploiting such a unified study, we propose an efficient automated network design

strategy to satisfy the desired network objectives. First, this thesis studies the exact

aggregate network interference characterization, by accounting for each of the interfer-

ers signals in the large-scale network. Second, we show that the information about the

interferers symbols can be approximated via the Gaussian signaling approach. The

developed mathematical model presents twofold analysis unification for uplink and

downlink cellular networks literature. It aligns the tangible decoding error probability

analysis with the abstract outage probability and ergodic rate analysis. Furthermore,

it unifies the analysis for different antenna configurations, i.e., various multiple-input-

multiple-output (MIMO) systems. Accordingly, we propose a novel reliable network



6

design strategy that is capable of appropriately adjusting the network parameters

to meet desired design criteria. In addition, we discuss the diversity-multiplexing

tradeoffs imposed by differently flavored MIMO schemes, describe the relation be-

tween the diverse network parameters and configurations, and study the impact of

temporal interference correlation on the performance of large-scale networks. Finally,

we investigate some interference management techniques by exploiting the proposed

framework. The proposed framework is compared to the exact analysis as well as in-

tensive Monte Carlo simulations to demonstrate the model accuracy. The developed

work casts a thorough inclusive study that is beneficial to deepen the understanding

of the stochastic deployment of the next-generation large-scale wireless networks and

predict their performance.
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Chapter 1

Introduction and Overview

Over the past few decades, the world has experienced an exponential growth

and rapid evolution in the wireless telecommunications industry. With the emerg-

ing wireless technologies being an essential part of the everyday life, both academia

and industry have witnessed tremendous advances to support practical implementa-

tions and satisfy the ever-growing demands. It has already been officially declared

that the number of smart connected devices has outgrown the humans population

over the world [1, 2] as elaborated in Fig. 1.1. Clearly, the world is about to wit-

ness a huge evolution in the information technology a few years from now. Going

far beyond the existing wireless networks, which were not designed to support the

new evolving experiences that users are expecting, with a thousand-fold increase in

numbers of smartphones, tablets and personal smart devices, is thus a must. Future

networks are expected to handle and accommodate smart personal devices, high mo-

bility users, machine-to-machine (M2M) connections, home automation, self-driving

cars, robots, medical monitoring, etc. Furthermore, there have been hundrends of

reserach attempts to address these fundamental paradigm shifts in wireless networks

operation recently. For instance, the emergence of new multi-tiered hetereogenous

wireless networks (HetNets), that support unplanned deployment of access points,

and can also operate over cellular bands, has been suggested [3]. In other words,

the deployment of macro base stations (BSs) is to be complemented with different

types of low-cost access points known as small cells (femto-, pico- and micro-cells) [3].

Overlaying macro BSs with user-deployed small cells is a promising strategy that will
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Figure 1.1: Ratio between the number of connected smart devices to the world human
population over the past few decades upto 2020. Data source [1, 2].

significantly help to cope with the growing traffic requirements by providing enhanced

capacity and improved network coverage, especially in dead zones [3–5]. In addition

to HetNets, multiple-input-multiple-output (MIMO) transmission offers diverse op-

tions for antenna configurations that can lead to different diversity and multiplexing

tradeoffs, which can be exploited to improve several aspects in the wireless networks

performance [6–8]. For instance, link capacity gains can be harvested by multiplexing

several data streams into the same channel via MIMO spatial multiplexing. Enhanced

link reliability can be obtained by transmit and/or receive diversity. The network ca-

pacity can be improved by accommodating more user equipment (UEs) per channel

via multi-user MIMO techniques. Motivated by its potential gains, MIMO is consid-

ered an essential ingredient in the future cellular networks to accommodate the novel

features and capacity demands.

The unprecedented number of connected devices with such diverse requirements

is expected to dramatically increase the traffic volume whilst imposing very strict
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Figure 1.2: Anticipated 5G future wireless networks applications.

constraints on the quality of service (QoS) performance. To name a few of the en-

countered challenges, future wireless networks are required to provide very high data

rates, enhanced reliability, energy efficient operation, seamless coverage and most im-

portantly, provide a fusion of all the current wireless technologies under one seamless

unified network [9,10]. Driven by all these requirements and challenges, the fifth gen-

eration of cellular networks (5G) has received immense attention from researchers and

operators. It is expected to supersede the fourth generation (4G) cellular networks

by 2020, while supporting integrated operation of the current technologies [9–11].

Such massive growth in the number of antennas, accommodated users, radio ac-

cess technologies, applications, in addition to the network size, implies a significant

increase in the intrinsic component of the novel wireless networks; namely, the ag-

gregate network interference, as shown in Fig. 1.2. Therefore, as the emerging cel-

lular networks grow denser, it becomes crucial to effeciently develop accurate and

rigorous analytical models to guarantee accommodating such inevitably exploding

growth, and quantify the various system performance measures with respect to the
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key performance-limiting factors in realistic environments.

The key pillar and the most commonly studied model in the analysis of wireless

networks is the received signal-to-interference-plus-noise ratio (SINR) model, or the

signal-to-interference ratio (SIR) model in interference-limited environments. In fact,

the SINR/SIR model has the ability to abtsract the overall network performance.

Typically, the received signal strength is affected by several factors, e.g., the distance

from the transmitter, the properties of the propagation channels, path-loss model,

transmit power, and most importantly the inevitable concurrent transmissions, i.e.,

the aggregate network interference. Therefore, the captured information in the SINR

model is fundamental for studying the dynamics of wireless networks. To this end,

the SINR model has been the most informative metric of interest in the literature to

derive tangible and representative performance indicators. In particular, some key

performance indicators (KPIs) that govern the performance of wireless networks and

how they relate to the SINR are defined as follows.

� Outage Probability (O(θ)): One of the most commonly studied performance

metrics in wireless networks. It is defined as the probability that the received

SINR falls below a certain threshold θ, such that

O(θ) = P (SINR < θ) . (1.1)

� Ergodic Capacity (R): According to Shannon’s theorem, it is defined as the

maximum number of successfully transmitted bits over a point-to-point link,

normalized to the link bandwidth such that

R = log2 (1 + SINR) bits/s/Hz. (1.2)

� Bit/Symbol Error Probability (BEP/SEP): The probability that the demodu-
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later incorrectly decodes the received bit/symbol. The definition of the BEP/SEP

with respect to the SINR basically depends on the adopted modulation scheme.

� Pairwise Error Probability (PEP): It is the probability that the demodulator

incorrectly chooses between a pair of arbitrary codewords without considering

all other possibilities.

Obviously, the SINR is a basic and essential ingredient required to study different

KPIs in the network. Therefore, accurate modeling and efficient analysis of the SINR

allows for direct inspection of the provided QoS parameters as well as adjusting the

network operation to tackle the faced challenges. However, it is not generally straight-

forward to derive the probability distribution function (PDF) of the receive SINR.

Moreover, the interfering transmissions are highly governed by the network topol-

ogy and interferers spatial distribution, in addition to the various system parameters,

which renders the statistical charcterization of realistic aggregate network interference

a challenging task. The network geometry can be assumed to follow a deterministic

structure [12] or a stochastic nodal distribution. Nevertheless, recent studies have

shown that for actual deployments of cellular networks, the spatial locations of BSs

deviate from being regular to a more randomzied structure [13, 14]. Fig. 1.3 shows

the classical representation of BSs service area adopting the grid-based model, which

has been shown to be too optimistic, and underestimates the actual aggregate inter-

ference. Therefore, two decades ago, it has been suggested that the service cell in the

two-dimensional plane be represented by a convex Voronoi cell formed from the in-

tersection of half-planes [15]. Fig. 1.4 demonstrates the Poisson-Voronoi tessellations

constituted by the convex Voronoi cells of the spatial domain, forming a cellular net-

work of Poisson distributed BSs and UEs [16]. Although Fig. 1.4 shows completely

random Poisson distributed BSs, to the contrary of practical scenarios, this random

model has surprisingly proven to be a realistic and accurate representation of actual

cellular networks architecture [13, 14]. Furthermore, it provides notably tractable
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Figure 1.3: Hexagonal Deterministic Grid model for base stations.

analytic results for highly rigorous assessment of the network. Nevertheless, adopt-

ing the randomized BSs model introduces challenging uncertainties to the inherent

randomness in cellular topology and renders exact interference characterization, and

accordingly exact SINR characterization, more involved. That is, the SINR model

is required to capture the dynamic network realizations and provide topology-aware

performance indicators. In the context of large-scale networks with topological ran-

domness, Stochastic Geometry has been shown to provide an elegant and systematic

mathematical framework that naturally accounts for the involved uncertainties and

enables spatially averaged SINR characterization [13,17–21].
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Figure 1.4: Possion distributed base stations forming Voronoi tessellations.

1.1 Motivation and Contribution of the Thesis

Stochastic Geometry analysis succeeded to model realistic interference environments

taking into consideration the interferers locations building on the notion of typical-

ity [13,17,22] using two largely disjoint approaches. The first approach, which is more

common in the literature, is to abstract SINR models in terms of the statistics of the

aggregate interference power only, for the purpose of studying outage probability and

ergodic capacity [13,23–35]. Despite being very crucial metrics that highly affect the

network performance, they are not sufficient for rigorous performance characteriza-

tion as this approach overlooks the effect of important communication design factors

on the network performance. On the other hand, the second approach characterizes

interference at the signal baseband level in order to be able to delve into fine com-

munication systems details, such as the modulation scheme, constellation type, and

signal recovery techniques [36–38]. The analytical paradigm proposed in [36,37] based
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on the latter technique, referred to as Equivalent-in-Distribution (EiD) approach, is

therefore able to capture the impact of network parameters on tangible and practical

performance metrics; such as the average BEP (ABEP) and the average SEP (ASEP),

in realistic interference environments. Nevertheless, this is achieved at the expense of

significantly complicated analysis that is highly dependent on the employed network

configuration. Specifically, the complexity of the EiD analysis can be attributed to

the necessity to model the aggregate interference signal at the complex baseband level

and statistically account for the transmitted symbols from each interferer.

This thesis presents an approximate, yet highly accurate, framework that is able to

capture detailed communication system aspects as the EiD approach, but with much

simpler analysis that likewise relies on the Poisson point process (PPP) abstraction

model [13, 17, 19, 20, 39]. The main idea, which is inspired by the work in [40, 41]

is to approximate the interferers transmitted symbols by Gaussian codebooks. This

approximation alleviates the baseband analysis of the EiD and only requires the com-

putation of the Laplace Transform of the probability density functions (LT) of the

interference power. Hence, it facilitates the analysis steps and results in less computa-

tionally intensive expressions than the EiD approach. Moreover, the work developed

in this dissertation focuses on unifying both aforementioned approaches in order to

conduct a single comprehensive and inclusive study that brings outage probability, er-

godic rate, and error probability analyses together. Such study is critically important

in order to rigorously model and design the emerging large-scale cellular networks.

This thesis is the first to present a unified study that can be used to investigate

the different tangible performance metrics and provide guidelines for efficient cellular

networks design. Particularly, we propose an automated reliable strategy to achieve

a desired network objective under various performance constraints.

The main contributions of the developed framework can be summarized in the

following points:
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� Developing a unified mathematical paradigm based on the single-input-single-

output (SISO) SINR model that is able to bridge the gap between error prob-

ability, outage probability, and ergodic rate analysis. Hence, it is possible to

look at all three performance metrics within a single study.

� Extending the SISO-SINR model to evaluate outage probability, ergodic rate

and decoding error probability for different MIMO schemes. Note that the de-

coding error probability model based on the EiD approach presented in [37]

differs across the MIMO configurations due to the different effect of the pre-

coding/combining matrices on the aggregate interference when accounting for

modulation type and constellation size.

� Bypassing the complex baseband interference analysis, which simplifies the de-

coding error probability analysis and reduces the computational complexity of

the final expressions, when compared to [37], without compromising the model

accuracy.

� Revealing the cost of multiplexing, in terms of outage probability and decoding

error, in large-scale cellular networks. We also show the appropriate diversity

compensation for such cost.

� Accounting for the signal retransmission upon decoding failure in downlink and

uplink scenarios. SINR temporal correlation among the original and retrans-

mitted signals is captured and the resulting diversity loss is quantified.

� Utilizing the developed unified framework to quantify the effect of interference

management on the ASEP performance in cellular networks.

1.2 Thesis Outline

The rest of the dissertation is organized as follows.
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1. Chapter 2 presents some Stochastic Geometry preliminaries that are employed

throughout the thesis. In addition, it provides an overview of the SINR model

using Stochastic Geometry analysis in the literature.

2. Chapter 3 describes the baseline system model that is adopted throughout the

thesis, with slight modifications that are detailed in each chapter according to

the desired network setup.

3. Chapter 4 studys the exact interfererence characterization and investigates the

error probability performance in uplink cellular networks with full inversion

power control, by utilizing the exact EiD approach proposed in [36]. The per-

formance of the depicted system is analyzed via Monte Carlo simulations, and

compared to the common Gaussian interference power approximation. The de-

rived expressions are computationally involved and not straightforward to be

extendible to more complex system setups.

4. Chapter 5 develops a unified framework by exploiting the Gaussian signaling

approximation in a single-tier SISO cellular network, for both the downlink and

uplink transmissions. General Nakagami-m fading environments are studied,

and patterns of variations of error performance versus the fading parameters

are investigated. The derived expressions for the decoding error probability

were verified via numerical results.

5. In Chapter 6, the framework developed in Chapter 5 is extended to study

MIMO downlink cellular networks via a unified model with SISO-equivalent

SINR model. A novel design methodology is proposed and several diversity-

multiplexing tradeoffs are discussed.

6. Chapter 7 extends the proposed model for the analysis of uplink cellular net-

works employing power control. Similar to Chapter 6, the unified mathematical
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model is exploited for proposing a reliable design strategy.

7. Chapter 8, shows the effect of temporal correlation of the aggregate network in-

terference on different network setups, such that time diversity loss is quantified.

In the downlink scenario, the effect of signals retransmissions on the coverage

performance is studied. Incremental diversity is proven to compensate for the

temporal correlation, and achieves the optimistic independent retransmissions

performance. On the other hand, the uplink setting under fractional power con-

trol is investigated, where the impact of the power control compensation factor

on the retransmissions performance is studied.

8. Interference management techniques and their effect on the average error prob-

ability performance are investigated in Chapter 9.

9. Chapter 10 provides a brief summary of this thesis dissertation and concludes

its contributions. It also discuss potential reserach directions for future work.
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Chapter 2

Stochastic Geometry Background

2.1 Introduction

Stochastic Geometry tools have emerged for the purpose of studying collections of

randomly distributed point patterns, which are known in the literature as point pro-

cesses [19]. The branch of Stochastic Geometry theory that aims at mathemati-

cally modeling a probabilistic process generating points in time or space is known

as Stochastic Point Process theory. Specifically, in the emerging large-scale wire-

less networks, point processes are used to abstract the spatial distributions of the

transmitting and receiving wireless nodes [17]. Such abstraction allows for incor-

porating the various network uncertainties, e.g., topological randomness, channels

fading/shadowing characteristics, and channel access schemes, in one analytically

tractable framework to provide performance spatial averages. Therefore, Stochastic

Geometry analysis has recently received remarkable attention in the wireless commu-

nications community due to its ability to adequately characterize location-dependent

interference in wireless networks [17,19,20,42,43]. In the context of large-scale cellular

networks, the Stochastic Geometry framework is substantially beneficial to efficiently

model and design the future generations of cellular networks. For tractability, the

BSs’ locations are typically assumed to follow a spatial homogeneous Poisson point

process (PPP). Although the PPP implies no correlation among the BSs’ locations,

the PPP assumption has been proven to provide simple, yet accurate models, for

cellular networks [13, 44]. Hence, the PPP assumption is widely accepted to model
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cellular networks and has been adopted in [14, 23, 36, 38, 45–47]. In this dissertation,

we express the aggregate network interference in terms of the set of interferers that

constitute a point process (specifically a PPP, for tractability). Stochastic Geometry

techniques are hence exploited for studying and characterizing the aggregate network

interference and the SINR models.

In this chapter we will introduce some mathematical preliminaries from the Stochas-

tic Geometry toolset and give an overview on the Stochastic Geometry analysis in

the literature.

2.2 Stochastic Geometry Preliminaries

Stochastic Geometry provides location-independent evaluation of various performance

metrics, which is achieved via the point process abstraction of the randomly de-

ployed wireless nodes. Accordingly, using Stochastic Geometry analysis, averaging

over all possible network realizations is feasible. The structural randomness of wire-

less networks and its impact on the network-wide performance can be described using

probabilistic and statistical functionals of the random sets, i.e., point processes, that

abstract the random locations and numbers of wireless nodes [17, 19, 20]. Formal

definitions, properties and functionals of the adopted Poisson point processes in this

thesis will be shown next.

Definition 2.1. Point Process: A point process is defined as the locally finite

random subset Ψ described over the d-dimensional space Rd, with a random counting

measure N. such that the set {ro, r1, r2, · · · } where ri for i = o, 1, 2, · · · , are the

locations of the points constituting Ψ. Its intensity measure, defined as the average

number of points, in a Borel set B ⊂ Rd is given as Λ(B) = E [Ψ(B)].

Definition 2.2. Stationarity of a point process:

A point process is said to be stationary if its distribution is invariant under transla-



34

tions, where

P{Ψ ∈ X} = P{x+ Ψ ∈ X}. (2.1)

Definition 2.3. Homogeneous point process:

A homogoeneous point process is characterized by a constant intensity measure, in-

dependent of the points locations, such that

Λ(B) = Λ. (2.2)

Otherwise, the point process is said to be inhomogeneous, where its intensity is a

function of the point location ri such that

Λ(B) = Λ (ri) . (2.3)

2.2.1 Poisson Point Processes (PPPs)

The most convenient and most popular point process for statistically modeling wire-

less nodes with no interaction, i.e., complete spatial randomness, is the PPP [13, 17,

39, 48]. For instance, [49–51] adopt the PPP abstraction model for ad hoc networks

and since then the PPP assumption has been verified and well studied [44, 52, 53].

Furthermore, the Poisson deployment is considered as the baseline deployment for

evaluating the performance of other diverse, possibly more practical, deployments

from that of the PPP model [54–56]. Thus, the focus in this thesis will be on the

PPP abstraction model to yield insightful trends that can be further exploited for

other models or deployments.

Definition 2.4. Poisson Point Process (PPP):

A stationary point process Ψ, with intensity measure λ, is said to be Poisson, if the

number of points in the bounded set B ⊂ Rd is a discrete Poisson random variable
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such that

P (N (B) = j) = exp {−λL (B)}(λL (B))j

j!
(2.4)

where L (B) is the Lebesgue measure (generally, the d-dimensional volume) of the

set B. In addition, PPPs are characterized by complete independence among the

distinct points. That is, for mutually disjoint subsets Bj ⊂ Rd, wher B = ∪jBj, the

random variables Ψ (Bj) are independent. This property is known as independent

scattering, which is highly useful in modeling completely random wireless nodes in a

two-dimensional network.

Furthermore, PPPs exhibit important features that facilitate the performance analysis

of wireless networks:

Property 1. Thinning:

Some points can be retained or excluded from the point process under investigation

according to some retention probability p (x) [17,19]. There are two types of random

inclusion and exclusion of points in a point process:

1. Independent Thinning: The retention function is independent for all points in

the point process, i.e., p (x) = p. For a homogeneous PPP Ψ with intensity Λ,

that is independently thinned with retention function p, then Ψ is thinned into

the PPPs; Ψ1 with intensity pΛ and Ψ2 with intensity (1− p) Λ. In addition,

Ψ1 and Ψ2 are independent point processes.

2. Dependent Thinning: A point is retained or excluded from the point process

according to a probabilistic event that depends on the location of the point (or

another property that marks this point in the point process). If point process

Ψ has an intensity measure Λ, then thinning Ψ with retention probability p (x)

will result in the point process Ψ̄ with intesnity measure Λ (B) =
∫
B
p (x) Λ (dx).
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Property 2. Superposition: The infinite superposition of independent Poisson point

processes Ψκ with intensities λκ is also a Poisson point process Ψ =
∑∞

κ Ψκ with

intensity λ =
∑

κ λκ . Note that the superposition property holds as well for the

finite case.

2.2.1.1 Functionals of Poisson Point Processes

Theorem A. Slivnyak’s Theorem:

Addition or removal of a point (or set of points) to/from the PPP maintains the

same distribution of the other points in the point process. That is, the reduced

Palm distribution of a homogeneous PPP Ψ, which is denoted by Px (B), is equal to

that of Ψ. In other words, Px (B) = P (Ψx ∪ {x} ∈ B), such that Ψx = Ψ \ x, is the

PPP excluding the point with spatial coordinates x. Therefore, it is straightforward

to condition on a point in the point process (i.e., the test node), which does not

contribute to the network-wide performance but still belongs to the network under

study.

Theorem B. Probability Generating Functional:

The probability generating functional (PGFL) of a point process Ψ with intensity

Λ (x) is given by

PGΨ (U) = E

[∏
x∈Ψ

U (x)

]

= exp

{
−
∫
Rd

(1−U (x)) Λ (x) dx

}
(2.5)

where U (x) : Rd → [0, 1] is a mapping function from the d-dimensional space to the

probability space.

Theorem C. Lalpace Functional:
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The Lalpace Functional of a Poisson point process Ψ with intensity Λ (x) is given by

LΨ (U) = exp

{
−
∫
Rd

(
1− eU(x)

)
Λ (x) dx

}
(2.6)

where U (x) : Rd → [0, 1] is a mapping function from the d-dimensional space to the

probability space.

2.2.2 Interference Modeling via Poisson Point Processes

Definition 2.5. Shot Noise Process:

For a stationary PPP Ψ, concurrent transmitted signals received at an arbitrary

point generate random fields that can be modeled by a shot noise process [17,19,57].

Specifically, aggregate wireless networks interference, at an arbitrary point x, resulting

from a Poisson field of interferers Ψ, has been modeled in the literature by a shot

noise process such that

I (x) =
∑
xi∈Ψ

V (xi) ` (xi − x) (2.7)

where ` (·) is the path-loss function, and the function V (·) incorporates various wire-

less network propagation and transmission characteristics, such as transmit powers,

fading and shadowing functions. The form of (2.7) can be exploited for expressing

aggregate interfering signals Iagg or aggregate interference powers Iagg, measured at

an arbitrary point in the network according to Slivnyak’s theorem [17, 19, 20, 42]. It

is highly important to highlight that the aggregate interference at an arbitrary point

is a representative for the aggregate interference experienced by any other point in

the network. Note that, the Laplace functional of a PPP will be used in the rest of

this thesis as the Laplace Transform of the probability distribution function of the

interference power, which is a function of a PPP.

Definition 2.6. Symmetric α-Stable (SαS) Distribution: Stable distributions
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represent a notably useful family of heavy-tailed distributions in modeling interference

and impulsive noise [58]. Moreover, the Gaussian distribution is in fact a special case

of stable distributions family. The univariate SαS distribution is characterized by its

characteristic function (CF) given by

ΦSαS (ω) = exp
{
−Q

∣∣ω∣∣q} (2.8)

where Q is the distribution dispersion, and q is the characteristic exponent. For mul-

tivariate spherically symmetric (SS) α-stable distributions, the characteristic function

is expressed as

ΦSαS (ω) = exp

{
−Q

∣∣∣∣ J∑
j=1

ω2
j

∣∣∣∣ q2
}

(2.9)

where ω = (ω1, ω2, · · · , ωJ). The bivariate SαS distributions, with ω = (ω1, ω2) where

ΦSαS

(∣∣ω∣∣) = exp
{
−Q

∣∣ω∣∣2q} (2.10)

We next delve into the the Signal-to-interference-and-noise ratio model notion.

Definition 2.7. Signal-to-interference-and-noise ratio (SINR):

The receive signal-to-interference-and-noise ratio (SINR) at a test user is expressed

as

Υ(j) =
S(j)

No + I(j)
agg

(2.11)

where S(j) is the signal power at a generic measurement instant j, No is the noise

power and I(j)
agg is the aggregate interference power at generic time j. Note that, S(j)

incorporates multi-path fading, shadowing and the distance decay represented by the

path-loss function ` (x). In this dissertation, we adopt the unbounded path-loss model
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` (x) = ‖xi − x‖−η, with η ≥ 2 as the path-loss exponent. That is to say, the SINR

model accounts for the various uncertainties in the netwrok including the random

topology. In other words, the SINR, Υ(j), is indeed a random variable that captures

several crucial factors, namely; network geometry, test receiver location, propagation

characteristics, transmit powers, path-loss attenuation, measurement time instant

and consequently network parameters that accordingly vary with the time j.

Building on the aforementioned properties and characteristics of PPPs, and ex-

ploiting the notion of aggregate network interference as a PPP functional together

with the SINR model, we next give an overview of the SINR model in the the context

of large-scale cellular networks literature, employing Sotchastic Geometry analysis.

2.3 SINR Model for Cellular Networks in Stochastic Geom-

etry Literature

The use of the Stochastic Geometry powerful toolset in cellular networks has been

considered in the literature as early as 1997 [15, 59]. Exploiting recent advances in

Stochastic Geometry analysis, several mathematical frameworks have been developed,

over the past two decades, to study different network operation in cellular networks in

a Poisson field of interferers [13,23–35,37–39,43,45,46,52,60–64]. Stochastic Geometry

does not only provide systematic and tractable framework to model spatially averaged

cellular networks operation in interference environments, it also captures the behavior

of realistic cellular networks as reported in [13,14,44]. The most common and simple

approach used in the Stochastic Geometry literature for SINR characterization is to

account only for the coherent sum of the interferers’ signal powers at the test receiver

[13, 39]. This technique is proven to be highly accurate and useful to model outage

probability and ergodic rate in different types of networks [23,46]. For instance, [23]

models SINR coverage probability and ergodic rate in multi-tier downlink cellular

networks. Characterization of downlink SINR and achievable rate for cellular HetNets
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has been investigated in [65–70]. Ergodic rate and outage in uplink cellular networks

are studied in [47, 71–74]. Cognitive cellular networks are modeled in [46, 64]. In

[75], the aggregate interference has been asympototically analyzed, and closed-form

expressions were derived for approximate outage probability. SINR association was

characterized in [76]. In [77], perfect successive interference cancellation (SIC) has

been proposed in uplink cellular networks based on the SIR model to quantify the

outage probability of the network. Device-to-deice (D2D) communication in two-

tier heterogeneous cellular networks has been studied in [78] via SIR coverage and

network throughput under dynamic time-division duplexing (TDD) systems. Further

tradeoffs between traffic offloading and energy consumption have been revealed in

mutli-tier cellular networks, and tractable expressions have been derived for local

cell capacity in [79]. The work in [63] derives the asymptotic spectral efficiency for

uplink multi-antenna cellular networks. For MIMO cellualr networks, the authors

in [24] study the SINR coverage probability of orthogonal space-time block codes

(OSTBC). Studies for the outage probability and ergodic rate for space-division-

multiple-access (SDMA) MIMO, also known as multi-user MIMO (MU-MIMO), are

available in [34, 35] for single-tier cellular networks and in [80] for multi-tier cellular

networks. Coverage probability improvement via maximum-ratio-combining (MRC)

with spatial interference correlation is quantified in [25, 81, 82]. The potential gains

of beamforming and interference alignment in terms of SINR coverage and network

throughput are quantified in [26–28]. Coverage probability and rate for MRC and

optimum combining in uplink MIMO cellular networks are studied in [83]. Network

MIMO via BS cooperation performance in terms of outage probability and ergodic

rate are studied in [29–33, 84, 85]. Distributed antenna systems (DAS) in cellular

networks are analyzed in [86]. Joint optimization of the optimal frequency resue

factor and network bias in a heterogeneous cellular network is analyzed in [87]. A

general framework that can compare outage probability and rate for different MIMO
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schemes in advanced cellular network models is developed in [88].

Although the mathematical models presented in [24–35,37,38,63] are all based on

Stochastic Geometry, there are significant differences in terms of the analysis steps as

well as the level of details provided by each model. The majority of the models focus

on the outage probability and ergodic capacity for simplicity [24–35]. Nevertheless,

it is highly improtant to note that the adopted SINR model for outage and ergodic

rate analysis available in the literature are typically restricted to interference power

statsitics, which is implicitly assumed to be complex Gaussian. Thus, interference

power is lumped with the noise variance, and the SINR model is directly applied to

study network-wide outage and rate performance.

While both outage probability and ergodic rate are fundamental KPIs in wire-

less communications, they convey no information about the underlying modulation

scheme, constellation size, or receiver type. Considering more tangible KPIs, such as

decoding error probability and average throughput1, requires alternative and more

involved analysis. Treating interference as noise, the average decoding performance

of a symbol conveyed in the received signal is characterized through the following two

steps:

(i) conditionally averaging over the transmitted symbols and noise (while condi-

tioning on the network geometry and channel gains),

(ii) then averaging over the channel gains and network geometry.

The averaging in step (i) is done based on the modulation scheme, constellation size,

and receiver type. Then, in step (ii), the averaging is done using stochastic geometry

analysis.

However, the exploited Gaussianity holds for specific scenarios as demonstrated

in [89, 90]. That is, the second-order statistics of the aggregate interference may

1Throughput is defined as the number of successfully transmitted bits per channel use.
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not be well approximated by Gaussian distribution in realistic interference environ-

ments [39,42,43,91]. In fact, [18,39,43,51,58,62,92,93] have shown that heavy-tailed

stable distributions, specifically symmetric α-stable (SαS) distributions [94, 95], are

the most convenient to accurately characterize the aggregate network interference

from a homogeneous Poisson field of interferers under specific conditions. [93, 96, 97]

discuss the applicability of the SαS distributions in wireless networks with Poisson

field of interferers. Nevertheless, in cellular networks, an interference protection region

is imposed which renders the aggregate network interference inaccurately modeled by

neither Gaussian nor SαS distributions [36,39]. Therefore, accurate and exact statis-

tical descriptions of the aggregate network interference in realistic environments have

not been well formulated yet. Moreover, the average decoding error performance in

step (i) is only characterized for certain distributions of additive noise channels (e.g.,

Gaussian [98], Laplacian [99,100], and Generalized Gaussian [101]), in which the addi-

tive white Gaussian noise (AWGN) channel represents the simplest case. Accounting

for the exact distribution of the interfering symbols, the interference-plus-noise distri-

bution does not directly fit into any of the distributions where the average decoding

error performance is known. Hence, the averaging step (i) cannot be directly con-

ducted unless the interference-plus-noise term is expressed or approximated via one

of the inaccurate distributions where the average decoding error performance is le-

gitimate. The authors in [37] thus proposed the Equivalent-in-Distribution (EiD)

approach where an exact conditional Gaussian representation for the coherent sum

of interfering baseband signals is achieved. Hence, the conditional error probabil-

ity analysis (i.e., step (i)) is conducted via error probability expressions for AWGN

channels, followed by the deconditioning step in (ii). The main drawback of the EiD

approach is the analytic and computational complexity that can be attributed to the

necessity to model the aggregate interference signal at the complex baseband level and

statistically account for the transmitted symbols from each interferer [43, 91]. This
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complicates both averaging steps (i), (ii) specially in more complicated setups (e.g.,

MIMO networks). Furthermore, the EiD approach for the error probability analysis

in [37] is completely disjoint from the outage probability and ergodic rate analysis

in [24–35]. Following the same analysis methodology as the EiD approach, which re-

lies on the conditional Gaussian representation of the interfering signals, we propose

abstracting the unnecessary information conveyed within the interfering symbols by

Gaussian signals. That is, we assume that the interfering signals are drawn from

Gaussian codebooks. Gaussian signaling approximation directly implies Gaussianity

of the aggregate interfering signals, conditioned on other network parameters (i.e.,

network geometry, fading channels).

In addition, the analysis in each of the mathematical models presented in [24–35,

37, 38] is highly dependent on the considered MIMO configuration. Having mathe-

matical models that are significantly different in the analysis steps from one KPI to

another and from one antenna configuration to another makes it challenging to con-

duct comprehensive studies that include different antenna configurations and com-

pare their performances in terms of different KPIs. Therefore, the main focus of

this dissertation is to present a unified mathematical paradigm, based on Stochas-

tic Geometry, to study the average error probability, outage probability, and ergodic

rates for cellular networks with different network settings. The proposed framework

in this thesis develops an equivalent SISO-SINR representation that can be directly

applied to different network/antenna configurations [102–104]. It is worth noting that

the SISO-SINR representation used in this paper was used in the context of ad-hoc

networks to study the outage probability and transmission capacity in [105]. In the

context of cellular networks, it was also used to study OSTBC in [24,106,107], receive

diversity in [25], and MU-MIMO in [34]. Moreover, the Gaussian signaling approxi-

mation simplifies the decoding error analysis without sacrificing the model accuracy

and aligns the decoding error analysis with the outage probability and ergodic rate
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analysis.

In the next chapter, we demonstrate the baseline system model, based on Stochas-

tic Geometry, that represents the core of the various settings studied in this thesis.



45

Chapter 3

Baseline System Model

In this chapter, we provide the baseline system model for this thesis, such that ex-

tensions to this model are highlighted in the following chapters as needed.

3.1 Network Model

We will consider a single-tier cellular network such that extension to a multi-tier

network is straightforward by following [23,47] as will be shown in Chapter 4. Single-

antenna BSs are modeled via a homogeneous PPP ψB with intensity λB. The locations

of the user equipments (UEs) are modeled via an independent PPP ψu with intensity

λu, and each UE is equipped with a single antenna. A distance-dependent power-law

path-loss attenuation is employed, in which the signal power attenuates at the rate r−η

with the distance r, where η > 2 is the path-loss exponent. Without loss of generality,

we assume that the set ΨB = {ro, r1, r2, · · · } contains the ascending ordered distances

of the BSs from the origin (i.e., ro < r1 < r2). We assume i.i.d. Nakagmai-m channel

gains, where m is assumed to be an integer. Therefore, the analysis is valid for various

fading environments, as Nakagami-m can approximate several fading models [66].

Saturation conditions are assumed where all BSs will always have UEs to serve and

all BSs and UEs always have saturated buffers. According to Slivnyak’s Theorem [17],

there is no loss in generality to study the performance for a test link in which the

test receiver is located at the origin, o [91]. Let p be the independent transmission

probability for each BS. Note that p can be calculated as in [108], and setting p = 1
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gives the traditional saturation condition (i.e., λu � λ) where all BSs are active.

Moreover, universal frequency reuse scheme with no intra-cell interference is employed

across the network. That is, each BS will be serving only one user per channel resource

and all channels are reused by all BSs. Let the distance between a transmitter and its

intended receiver be denoted as Di. Note that the distance between the test receiver

and its intended transmitter has the PDF

fDi(x) = 2πλ̃ x e−πλx
2

, x > 0 (3.1)

where λ̃ is the intensity of the PPP constituted by the set of interferers and represented

via the set Ψ̃ that contains the distances of the interferers to the origin.

It is worth emphasizing that for a certain network realization, an averaged per-

formance metric is obtained with respect to all other sources of randomness that are

not related to the network geographical distribution. Next, a spatially averaged per-

formance is derived for the slowly varying network topology, or to account for all the

possible network realizations.

3.1.1 Transmitter and Receiver characteristics

At the transmitter side, data is mapped to a general bi-dimensional constellation S

with M equiprobable symbols denoted as s(κ) = a(κ) exp{ϕ(κ)}, where  =
√
−1,

and κ = 1, 2, · · · ,M . Moreover, the symbols have unit power such that, E
[
|s(κ)|2

]
=

1. Let the desired symbol and the interferering symbols be denoted by so and si,

respectively. For the EiD approach, both so, si ∈ s(κ), such that the interferers’

transmitted symbols are accounted for. On the other hand, by applying the Gaussian

signaling approximation, the interferers’ symbols are abstracted and approximated by

a Gaussian signal si ≈ s̃i, with unit-power spectral density. Note that, the developed

framework can be extended to different symbol generation probabilities. At the test
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receiver side, the intended symbol is recovered via a Maximum-likelihood receiver

(MLR) with perfect Channel State Information (CSI). Further, it is assumed that the

test receiver has perfect intended link CSI and is unaware of the inter-cell interference.

Beside simplifying the analysis, interference unawareness assumption enables us to

quantify the performance degradation due to aggregate interference. In addition, it

sets the stage to study more realistic receiver designs that are able to operate in such

interference environments, and/or develop more advanced interference coordination

techniques that improve the system performance.

3.2 Complex Received signal model

Typically, the received complex signal at the test receiver in a SISO network is given

by

y =
√
Po r

− η
2

o go so +
∑
ri∈Ψ̃

√
Pi r

− η
2

i gi si + n, (3.2)

where Po is the transmit power of the intended transmitter, Pi is the transmit power of

the interferers, go and gi are independent random variables representing the intended

and interfering channel impulse responses. ri is the distance between the interferer

and the test receiver at the origin o. Finally, n ∼ CN (0,No) denotes the circularly

symmetric complex Gaussian noise at the receiver.

3.2.1 Downlink Scenario

In the downlink scenario, all BSs transmit with a constant power Po = Pi = P .

Assuming nearest BS association, the test user is subject to interference from the

BSs in Ψo = ΨB \ ro, thus Ψ̃ = Ψo and λ̃ = λB. Building on the notion of p, then,

the point process of the active interfering BSs in the set Ψ̃o ⊆ Ψo after independent

thinning is also a PPP but with intensity λ = pλB [17]. This assumption is used
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to reflect load awareness and/or frequency reuse as discussed in [37, 109]. Thus, the

received complex signal at the test UE is represented as

y =
√
P r

− η
2

o goso +
∑
ri∈Ψo

√
P r

− η
2

i gisi + n, (3.3)

3.2.2 Uplink Scenario

Considering the uplink data transmission, we assume truncated channel inversion

power control. That is, each UE adjusts its transmit power such that its signal is

received with an average value of ρ at its serving BS. Under average radio signal

strength (RSS) based association, each user is associated to its nearest BS if and

only if (a) it can invert its path-loss to its nearest BS, and (b) its nearest BS is not

serving another user. Therefore, the transmit power at a generic UE, denoted as

Pi = Pui = ρdηi , where 0 ≤ Pui ≤ PU , such that PU is the maximum transmit power

for the UE. The UEs that cannot invert their channels are kept silent. Employing the

channel inversion power control (i.e., Por
−η
o = ρ), (3.2) can be re-written as

y =
√
ρgoso +

∑
ri∈Ψ̃u

√
Puigisir

− η
2

i + n, (3.4)

such that Ψ̃u is the set of interfering users. Since we have one active user per BS

per channel resource, the intensity of interfering UEs is λ = pλB, i.e., the intensity of

active BSs. However, the interfering UEs do not constitute a PPP [47, 110]. Never-

theless, we assume that users whose distances from the test receiver are represented

by the set Ψ̃u constitute a PPP and that the users’ transmit powers are independent

despite the fact that according to the considered system model, the locations of in-

terfering UEs are correlated due to the no intra-tier interference assumption. That is,

given that an active UE is present in a specific cell on a specific channel, no other user

can be using the same channel within that cell. Furthermore, the transmit powers
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of the active users are identically distributed but are not generally independent due

to the correlation among adjacent Voronoi cells. However, for analytical tractability,

the correlations among the active users location as well as their transmit powers are

ignored. The accuracy of this assumption has been validated in [47, 110]. We will

further confirm the validity of this assumption in the results. Further, Pui is the

random variable representing the adaptive transmit power of the ith UE under the

assumed truncated channel inversion power control [47].

Next, we present the framework developed in this thesis, that investigates the

performance of celullar networks setup described above. We start with the exact

error probability analysis using the EiD approach as will be discussed in the next

chapter.
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Chapter 4

Error Performance Analysis in Uplink Cellular Networks via

the EiD Approach

4.1 Introduction

Based on stochastic geometry analysis, an analytical paradigm has been recently

developed in [36], that is able to delve into fine communication systems details. Ap-

plying this framework, the impact of network parameters on tangible and practical

performance metrics; such as average ABEP and ASEP, in realistic interference en-

vironments is captured. The model proposed in [36], referred to as Equivalent-in-

Distribution (EiD) approach, treats the aggregate network interference at the signal

level instead of the power level. Hence, it is able to include fine communication aspects

(such as the modulation scheme, constellation type, signal recovery method, etc.) into

the analysis. The authors then extend this model for multiple-input-multiple-output

(MIMO) systems in [38, 45] and are able to characterize and compare the perfor-

mance of different MIMO setups in realistic interference environments. Nevertheless,

the models in [36,38,45] focus on downlink cellular systems. Note that, as discussed

in [47, 110], uplink modeling is quite different from its downlink counterpart due to

the per user power control, the limited transmit power of user equipments (UEs), and

the correlation among the set of active users per channel. In this chapter, we extend

the EiD approach to model the ASEP in uplink networks. Additionally, we exploit

the heterogeneity trends in future wireless networks. That is to say, user-oriented

deployment of small cells is investigated in a multi-tier cellular network setting. Such
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randomized deployment, which randomly varies over the spatial domain, together

with the geographical constraints, increases the entailed spatial uncertainty. This

inherent spatial randomness involves numerous uncertainties to the network model,

which makes modeling and understanding the basic performance-limiting factor, i.e.,

the SINR, more challenging. Moreover, this network structure gives rise to different

types of interference, namely the intra-tier and inter-tier interference, which substan-

tially deteriorate the system performance. In this chapter, we develop a mathematical

framework based on the EiD approach to characterize the inter-tier and intra-tier in-

terference in an uplink K-tier cellular network.

4.2 System Model

In this section we extend the baseline system model described in Chapter 3 to study

single-tier as well as multi-tier cellular networks in a Rayleigh fading environment as

elaborated in what follows.

4.2.1 K-tier Network Model

We consider the uplink traffic in a K-tier cellular network. The locations of the BSs

of tier k, where k ∈ {1, 2, · · · , K}, are modeled via an independent homogeneous

PPP, denoted as ψk, with intensity λk. Also, the locations of the UEs are distributed

over R2 according to an independent PPP, denoted in the sequel as ψu, with intensity

λu. Let the set Ψu contain the distances between the interfering users to the test

receiving BS. It is assumed that users have saturated buffers and that λu � Λ, where

Λ =
∑K

k=1 λk, such that each BS will always have users to serve (i.e., saturation

condition). As shown in Fig 4.1, the LTE standard allows decoupled downlink and

uplink association [111, Chapter 13]. That is, in contrast to downlink which imposes

a weighted Voronoi coverage due to the heterogeneous transmit power limits of the

BSs, the uplink imposes a homogeneous Voronoi coverage due to the homogeneous
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Figure 4.1: Uplink (dotted-red) vs. downlink (solid-blue) association regions for a
three-tier cellular network. Squares are macro BSs, triangles are micro BSs, and
circles are pico BSs.

transmit power limits of the UEs. Therefore, the distribution of the distance between

a typical user and its serving BS in the uplink in tier k, denoted by Dk, is fDk(x) =

2πΛx exp{−Λπx2}, x ≥ 0. Finally, the activity factor p = 1. The environment-

dependent path-loss exponent, η, is assumed to be common among all the K-tiers.

Note that, generalization to different path-loss exponents is straightforward as in [47],

however it comes at the expense of more involved analysis. UEs employ a truncated

channel inversion power control scheme, where each UE adapts its transmit power in

order to compensate for the distance decay rate such that the average received power

at its serving BS in tier k is equal to ρk, which is the same for all BSs belonging

to the same tier. Since the transmit powers of UEs is constrained by a maximum

value of PU , users with high path-loss such that PU is not sufficient to maintain ρk
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Figure 4.2: The set of simultaneously active UEs per channel resource over 4000 km2

area. The black squares are the BSs and the red dots are their associated UEs. Each
BS serves only one UE per channel, such that a UE is associated with the nearest
BS.

at the corresponding BS do not transmit and go into outage. Our main focus is to

characterize the ASEP for active users (i.e., users who can invert their path-loss).

We study the ASEP at a test BS receiver from tier j and located at the origin, o.

From Slivnyak’s Theorem [17], there is no loss in generality to study the ASEP at

that test BS.
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4.2.2 Complex received signal

Based on the aforementioned system model, the complex signal received at the test

BS in the jth tier can be represented as

yj =
√
Po,j r

− η
2

o,j go,jso,j +
K∑
k=1

∑
ri∈Ψ̃u,k

√
Pui,k r

− η
2

i,k gi,ksi,k︸ ︷︷ ︸
Iagg

+ n, (4.1)

where Ψ̃u,k is the set of distances of interfering users associated to tier k BSs. Al-

though the interfering UEs do not constitute a PPP, we assume that the point process

formed by the interferers is a PPP with intensity λk [47, 110]. ro,j ∼ fDj(x) is the

distance between the test BS and intended user, ri,k is the distance between the

ith interfering UE associated to tier k and the receiving BS at the origin, Po,j and

Pui,k respectively denote the transmit power of the scheduled UE and the ith inter-

fering UE from the kth tier, so,j, si,k ∈ S are the transmitted and interfering symbols,

respectively. In (4.1), go,j = αje
φj and gi,k = αi,ke

φi,k are the intended and inter-

fering channels impulse responses, respectively, where αj and αi,k are independent

Rayleigh distributed random variables modeling the small-scale channel fading, with

E[α2
j ] = Ωj and E[α2

i,k] = Ωk ∀i. The phases φj and φi,k are assumed to be independent

uniformly distributed random variables in the range [0, 2π). Let Iagg =
∑K

k=1 Ik be the

aggregate network interference complex signal, where Ik =
∑

i∈Ψ̃u,k

√
Pui,k r

− η
2

i,k gi,ksi,k

is the interference from tier k. By employing the channel inversion power control (i.e.,

Po,jr
−η
o,j = ρj), (4.1) is re-written as

yj =
√
ρjgo,jso,j + Iagg + n. (4.2)
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4.2.3 Methodology of Analysis

The main goal is to extend the well known ASEP expressions available for AWGN

channel to characterize ASEP in realistic uplink interference environment. Note that

the ASEP expressions for AWGN are usually in terms of the average SNR (i.e., av-

eraged over the Gaussian noise) [98, chapter 8]. In the developed framework, we

mathematically express the interference signal strength as a zero-mean condition-

ally complex Gaussian random variable and obtain the conditional average SINR.

Hence, the ASEP expressions based on the AWGN assumption are legitimate. Then,

we decondition on the used ASEP expressions to obtain the uplink cellular network

performance. As discussed in [36], the conditional Gaussian representation of the

interference can be obtained by exploiting the fact that if two random variables have

equivalent characteristic functions then they have equivalent distributions. The anal-

ysis in the presented framework is divided into the following steps:

1. Interference Characterization: Use stochastic geometry to obtain the character-

istic function of the inter-tier interference Ik, and consequently, Iagg.

2. Gaussian Representation: Use the characteristic function (CF) of Ik to represent

the interference as a function containing Gaussian and non-Gaussian random

variables.

3. Conditional Analysis: Calculate the conditional average SINR, i.e., conditioned

on the non-Gaussian random variables, and obtain the conditional ASEP using

the AWGN setting framework.

4. Deconditioning: Decondition over the non-Gaussian random variables to obtain

unconditional parametric ASEP expressions.
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4.3 ASEP in Single-Tier Uplink Cellular network

We first start with the analysis of an uplink single-tier cellular network depicted in

Fig. 4.2, where the subscript for the correpsonding kth tier is dropped. For clarity

of presentation, this section is further divided into four subsections corresponding to

the four aforementioned modeling steps enumerated in Section 4.2.3.

4.3.1 Interference Characterization

Characterizing the transmit powers of the interfering UEs is the first step to charac-

terize their interference at the test BS. Due to channel inversion power control and the

random service distance Di following the Rayleigh distribution, the transmit power

of a typical UE Pui = ρDη
i , where Pui ≤ PU , is a random variable with probability

density function (PDF) [47]

fPui (p) =
2πλp

1
b
−1e−πλ( p

ρ
)

1
b

2b

(
1− e−πλ

(
PU
ρ

) 1
b

) , (4.3)

and jth moment given by

EPui
[
P j
ui

]
=

ρj γ

(
jb+ 1, πλ

[
PU
ρ

] 1
b

)
(πλ)jb

(
1− e−πλ

(
PU
ρ

) 1
b

) , (4.4)

where b = η
2
, γ(a, b) =

∫ b

0
ta−1e−tdt is the lower incomplete gamma function [112].

Next, we characterize the aggregate interference Iagg in (4.1) for the special case of

single-tier (i.e., K=1) dropping the index j = 1 for notational convenience. It is well

known that there is no explicit expression for the PDF of the aggregate interference

even for the simple PPP, except for very special cases which are not valid for cellular

networks [13]. Hence, the aggregate interference is usually characterized via its char-
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acteristic function instead. It is worth mentioning that, contrary to [47] and other

stochastic geometry analyses which handle interference at the power level, Iagg here

is the complex superposition of all interfering signals. The aggregate interference is

characterized in the following lemma.

Lemma 4.1. In an uplink single-tier cellular network under the system model pre-

sented in Section 9.2, with K = 1, ρk = ρ, and Ωk = Ωi, the CF of the aggregate

interference can be approximated by

ΦIagg (|ω|) ≈ exp

{
−ν(ρ, λ)

∞∑
q=1

[
τq
(
|ω|2ρΩi

)q M∑
κ=1

1

M

∣∣s(κ)
∣∣2q]} , (4.5)

where ω = (ω1, ω2) and

ν (ρ, λ) =

γ

(
2, πλ

[
PU
ρ

] 1
b

)
1− e−πλ

(
PU
ρ

) 1
b

, (4.6)

and

τq =

(
−1
b

)
q

(
−1

4

)q
q!
(
1− 1

b

)
q

. (4.7)

Proof. See Appendix A.1.

It is worth mentioning that the approximation in Lemma 4.1 is due to the assumption

that Ψ̃u constitutes a PPP.

4.3.2 Gaussian Representation

The second step in the EiD approach is to represent the aggregate network interfer-

ence Iagg as a conditionally Gaussian random variable. Following [36], the Gaussian

representation can be achieved by defining two sets of independent random variables
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Bq and Gq such that Bq is a real random variable with moment generating function

(MGF)MBq (z) = ez
q

and Gq is a complex Gaussian random variable with zero-mean

and variance

σ2
q = 4

[
ν (ρ, λ) τqρ

qΩq
i

M∑
κ=1

1

M
|s(κ)|2q

] 1
q

. (4.8)

We claim that

Iagg
d
=
∞∑
q=1

√
BqGq︸ ︷︷ ︸

iagg

. (4.9)

The equivalence in distribution between iagg and Iagg can be easily verified by noting

that the characteristic function of iagg is given by

E
[
eωiagg

]
= EBq

[
EGq

[
eω

∑∞
q=1

√
BqGq

]]
=
∞∏
q=1

e
−
(
σ2
q |ω|

2

4

)q

= exp

{
−
∞∑
q=1

(
σ2
q |ω|2

4

)q}
, (4.10)

substituting σ2
q from (4.8) in (4.10) gives a matching characteristic function as in

Lemma 4.1, which proves the equivalence in distribution between Iagg and iagg. Now,

conditioned on {Bq}∞q=1, iagg is a weighted sum of Gaussian random variables and

hence is conditionally Gaussian.
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4.3.3 Conditional Performance Analysis

According to the Gaussian representation of iagg, the received signal at the intended

BS can be expressed as

y
d
=
√
ρ go so +

∞∑
q=1

√
BqGq︸ ︷︷ ︸

iagg

+ n. (4.11)

Since {Gq}∞q=1 are independent zero-mean Gaussian random variables, conditioning

on Bq, the interference plus noise (iagg +n) is a zero-mean complex Gaussian random

variable. This representation is the key that merges stochastic geometry analysis and

the rich literature on the performance analysis in additive white Gaussian noise. That

is, since the interference is conditionally Gaussian, the SNR formulas in AWGN chan-

nels can be extended to realistic interference environments by deriving the conditional

average SINR. In that regard, conditioned on so, go, and {Bq}∞q=1, the conditionally

averaged SINR at the receiving BS is given by

Υ (go,Bq) =
Eso
[∣∣E [y | go,Bq]

∣∣2]
Eso
[
E
(∣∣y∣∣2 | go,Bq)− ∣∣E (y | go,Bq)

∣∣2]
=
ρα2

o

No

[
1 +

∞∑
q=1

Bqσ2
q

No

]−1

. (4.12)

Thus, following [98, chapter 9], for any modulation scheme M , the ASEP conditioned

on the SINR random vaiable for MLR can be expressed in the form

ASEP(M |Υ) =

C(M )∑
c=1

wc

∫ µc

0

e−Υ βc
sin2 ϑdϑ, (4.13)

where C(M ) is the number of terms that constitute the ASEP expression for the mod-

ulation scheme M , wc is a modulation-dependent weighting factor, and µc and βc are
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modulation-specific parameters. For instance, forM -QAM modulation, C(M -QAM) =

2, w1 = 4
π

√
M−1√
M

, w2 = − 4
π

(√
M−1√
M

)2

, µ1 = π
2
, µ2 = π

4
, and β1 = β2 = β = 3

2(M−1)
.

The unconditional ASEP for single-tier uplink cellular network is obtained via the

deconditioning steps detailed in the next subsection.

4.3.4 Deconditioning

By deconditioning (4.13) using the SINR PDF, the resulting expression becomes a

function of the SINR MGF which cannot be directly derived. Instead, we use the

following identity to express the MGF of the SINR in terms of its CDF [98]

MΥ (−z) = z

∫ ∞
0

e−zyFΥ (y) dy. (4.14)

The unconditional SINR CDF can be obtained from the following lemma.

Lemma 4.2. Considering the conditional SINR expressed by (4.12), the uncondi-

tional SINR CDF can be written as

FΥ (y) = 1− e−
yNo
Ωiρ e−∆(y), (4.15)

with

∆(y) =
M∑
κ=1

ν (ρ, λ)

M

[
1F1

(
−1

b
; 1− 1

b
;−y

∣∣s(κ)
∣∣2)− 1

]
, (4.16)

where 1F1(a; c; z) =
∑∞

q=0
(a)q

(c)qq!
zq is the Kummer confluent hypergeometric function

[112].

Proof. See Appendix A.2

For the sake of notational convenience, we follow the approach used in [36] and

define the integral function JΥ(µ, β) =

∫ µ

0

β

sin2 ϑ

∫ ∞
0

e−
βy

sin2 ϑFΥ (y) dydϑ. Hence, the
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ASEP for uplink cellular networks can be characterized from the following theorem.

Theorem 4.1. Under the assumption of truncated channel inversion power control,

and for an arbitrary modulation technique, the ASEP for MLR in the single-tier uplink

cellular network depicted in Fig. 4.2 can be expressed in the form

ASEP(M ) =

C(M )∑
c=1

wcJΥ(µc, βc), (4.17)

where C(M ), wc, µc, and βc are modulation-specific parameters defined in Section

4.3.3. The integral function JΥ (µ, β) is given by

JΥ (µ, β) = µ−
∫ ∞

0

βY (βy)
[
e
− yNo

Ωiρ e−∆(y)
]

dy, (4.18)

where ∆(y) is defined in (4.16) and

Y (βy) =


1

2
e−βy

√
π

βy

(
1− erf

(√
βy cotµ

))
, 0 ≤ µ <

π

2
,

1

2
e−βy

√
π

βy

(
1 + erf

(√
βy cotµ

))
,
π

2
≤ µ < π.

(4.19)

Proof. See Appendix A.3.

4.4 ASEP in Multi-Tier Uplink Cellular network

In this section we extend the above analysis to multi-tier uplink cellular network.

Just as in the single-tier case, we will start by characterizing the transmit powers of

the interfering UEs from the kth tier with transmit power denoted by Pui,k = ρkr
η
i,k,
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where Pui,k ≤ PU . The transmit power will have the PDF [47]

fPui,k(p) =
2πΛp

1
b
−1e
−πΛ( p

ρk
)

1
b

2b

(
1− e−πΛ

(
PU
ρk

) 1
b

) , (4.20)

and jth moment

EPui,k
[
P j
ui,k

]
=

ρj
k γ

(
jb+ 1, πΛ

[
PU
ρk

] 1
b

)
(πΛ)jb

(
1− e−πΛ

(
PU
ρk

) 1
b

) . (4.21)

4.4.1 Interference Characterization

Next, we study the superposition of the interfering signals from the network tiers,

denoted by Iagg =
∑K

k=1 Ik. The aggregate interference is a sum of independent

interferences and so its characteristic function is given by ΦIagg (|ω|) =
∏K

k=1 ΦIk (|ω|).

The intra-tier (i.e., k = j) and inter-tier (i.e., k 6= j) interference CF ΦIk (|ω|) are

characterized in the following lemma.

Lemma 4.3. In a multi-tier uplink cellular network under the system model described

in Section 4.2, for a Rayleigh fading environment, the CF of the aggregate interference

from the kth tier is approximatly given by

ΦIk (|ω|) ≈ exp

{
−ν(ρk, λk)

∞∑
q=1

[
τq

(∣∣ω∣∣2ρkΩk

)q M∑
κ=1

1

M

∣∣s(κ)
∣∣2q]}. (4.22)

where, similar to (4.6),

ν (ρk, λk) =

λkγ

(
2, πΛ

[
PU
ρk

] 1
b

)
Λ

(
1− e−πΛ

(
PU
ρk

) 1
b

) , (4.23)
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and τq is the same as in (4.7).

Proof. See Appendix A.4.

4.4.2 Gaussian Representation

Following the steps of Section 4.3.2, we can represent the inter-tier interference as

Ik
d
=
∞∑
q=1

√
Bq,kGq,k︸ ︷︷ ︸
ik

, (4.24)

such that Gq,k ∼ N
(
0, σ2

q,k

)
and σ2

q,k is given by

σ2
q,k = 4

[
ν (ρk, λk) τqρ

q
kΩ

q
k

M∑
κ=1

1

M
|s(κ)|2q

] 1
q

. (4.25)

By conditioning on {Bq,k}∞q=1, ik is a conditionally Gausian random variable. Conse-

quently, iagg =
∑K

k=1 ik is also conditionally Gaussian.

4.4.3 Conditional Performance Analysis

The received signal at the intended BS can be expressed as

yj
d
=
√
ρjso,jgo,j +

K∑
k=1

∞∑
q=1

√
Bq,kGq,k︸ ︷︷ ︸

iagg

+ n. (4.26)

We can now lump interference and noise (iagg + n) and represent them as a condi-

tionally complex Gaussian random variable with zero-mean as iagg is a weighted sum

of indepenent Gaussian random variables (Gq,k) when conditioned on Bq,k. Then, the
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conditionally averaged SINR at the typical receiving BS from tier j is given by

Υj (go,j,Bq,k) =
Eso,j

[∣∣E [yj | go,j,Bq,K ]
∣∣2]

Eso,j
[
E
(∣∣y∣∣2 | go,j,Bq,k)− ∣∣E (yj | go,j,Bq,k)

∣∣2]
=
ρjα

2
j

No

[
1 +

K∑
q=1

∞∑
k=1

Bq,kσ2
q,k

No

]−1

. (4.27)

From [98, chapter 8], and similar to the single-tier scenario, the ASEP, in the jth

tier, conditioned on the SINR random variable for any modulation scheme M , and

employing a MLR, can be represented by

ASEPj(M |Υj) =

C(M )∑
c=1

wc

∫ µc

0

e−Υj
βc

sin2 ϑdϑ, (4.28)

where C(M ), wc, and µc and βc are defined in subsection 4.3.3. Next, we carry out

the deconditioning step to obtain the unconditional ASEP for the multi-tier uplink

cellular network.

4.4.4 Deconditioning

By exploiting the relationship (4.14) transforming the MGF to the CDF, we obtain

the unconditional SINR CDF in the following lemma.

Lemma 4.4. Considering the conditional SINR expressed by (4.12), the uncondi-

tional SINR CDF can be written as

FΥj (y) = 1− e−
yNo
Ωjρj e−

∑K
k=1 ∆(y,k), (4.29)

where

∆(y, k)=
M∑
κ=1

ν (ρk, λk)

M

[
1F1

(
−1

b
; 1− 1

b
;−y

∣∣s(κ)
∣∣2)− 1

]
, (4.30)
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Proof. See Appendix A.3.

The following theorem characterizes the ASEP in multi-tier uplink cellular net-

works.

Theorem 4.2. In a multi-tier cellular network, assuming truncated channel inversion

power control, and for an arbitrary modulation technique, the ASEP for MLR for a

generic user in tier j, using an arbitrary modulation scheme M , can be expressed in

the form

ASEPj(M ) =

C(M )∑
c=1

wcJΥj(µc, βc). (4.31)

The integral function JΥj (µ, β) is given by

JΥj (µ, β) = µ−
∫ ∞

0

βY (βy)

[
e
− yNo

Ωjρj e−
∑K
k=1 ∆(y,k)

]
dy. (4.32)

As a consequence, the ASEP for a generic user in a generic tier is given by

ASEP(M ) =
K∑
j=1

λj
Λ

ASEPj(M ) (4.33)

Proof. See Appendix A.6

The ASEP result in (4.33) has the following alternative interpretations;

(i) the SEP averaged over all UEs in all tiers;

(ii) the ASEP achieved by a randomly selected UE in the network;

(iii) the average error probability of all symbols communicated within the cellular

network.

The validity of the proposed analytical model is verified in the next section via

Monte Carlo simulations.
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Figure 4.3: Average symbol error probability for 4-QAM and 16-QAM modulated
signals versus the Signal-to-Noise ratio (SNR) at the receiving BS.

4.5 Simulation Results

In this section, we verify via Monte Carlo simulations the validity of the proposed

EiD approach in the depicted uplink scenario with truncated channel inversion power

control. For simplicity, we assume that all tiers have the same average received power

threshold ρk = ρ, ∀k. Analytically, such scenario is equivalent to a single-tier cellular

network, which is the numerically simulated case.
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Figure 4.4: Average symbol error probability for 4-QAM modulated signals versus the
Signal-to-Noise ratio (SNR) at the receiving BS for Gaussian distributed aggregate
interference and that characterized via the adopted EiD approach.

4.5.1 Simulation Setup

The simulation parameters are as follows. The path-loss exponent η = 4, the noise

power No = −90 dBm, the users intensity λu = 10 UEs/km2, the BSs intensity λ1 =

λ = 3 BSs/km2, the mean channel (power) gain Ωk = Ω = 1, ∀k and the maximum

transmit power PU = 1 W. The symbols are modulated using square quadrature

amplitude modulation (QAM), with a constellation size M ∈ {4, 16}. Without loss

of generality, we assume that both the desired and interfering signals are modulated

by the same modulation technique. However, the framework presented holds for

interfering UEs using different modulation schemes. In each simulation run, we realize

the cellular network by distributing the BSs and users according to two independent
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PPPs with intensities λ and λu, respectively. Each user is associated to its nearest

BS if and only if (a) it can invert its path-loss to its nearest BS, and (b) its nearest

BS is not serving another user. Hence, we end up with a maximum of one active

user per BS. In each network realization, each active user sends 1000 symbols to its

serving BS over independent Rayleigh channels, where the channel gain remains fixed

over the symbol duration but changes from one symbol to another. We then compute

the average symbol error probability for the test BS and repeat the simulation for

10000 times. Note that, there are two different time scales for the system setup

variations. The first time scale is for the fast variation of the fading channels that are

averaged over for the same (fixed) network realization. The second time scale is for

the variation of the network topology, and by averaging over the randomized network

topology, a spatially averaged performance is obtained. Therefore, by considering

only the first time scale, a realization-dependent performance is computed, which can

also be beneficial for fixed network realizations.

Fig. 4.3 shows the ASEP versus the received SNR, in which we change ρ while

keeping No constant to vary the SNR, for 4-QAM and 16-QAM modulation schemes.

The figure validates our analysis as the simulation results match the analytic expres-

sions derived for the uplink cellular network. Furthermore, we show the noise-limited

(i.e., interference-free) ASEP curves in order to visualize the interference effect on the

MLR performance. The performance gap between the noise-limited and the derived

expressions for the ASEP represents the performance degradation of the MLR due

to uplink aggregate interference. It also shows that the ASEP has a lower decay rate

with ρ in the depicted scenario when compared to the noise-limited regime. This is

due to the fact that increasing ρ does not only improve the intended received signal

strength at the test BS, but also aggravates the uplink aggregate interference. That

is, a higher ρ requires a higher transmit power from the UEs, due to the employed

truncated channel inversion power control, which increases the inter-cell interference.
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In Fig. 4.4 we compare the performance of the developed interference character-

ization with that of Gaussian interference with variance σ2
Iagg

= −Φ′′Iagg
(|ω| = 0) =

ν(ρ,λ)ρΩ
2b−2

, where Φ′′Iagg
(|ω|) is the second derivative of the interference characteristic

function in (4.5). The reported results show that as the intensity of interferers in-

creases, the performance of the Gaussian approximation deviates from the proposed

unconditional interference characterization. This is owing to the fact that few in-

terferers, which are close to the test BS, dominate the aggregate interference, which

renders the central limit theorem (CLT) approximation inapplicable and violates the

Gaussian assumption. Note that for low intensity of BSs, the ASEP performance is

dominated by the noise power and the performance gap is unnoticeable. However, as

the intensity of BSs increases, the interference becomes more prominent and the gap

becomes more distinguishable.

4.6 Chapter Summary

4.6.1 EiD Approach outline

This section summarizes the outline of the EiD approach. In this approach, the com-

plex aggregate interference signal Iagg is first characterized by its CF, which is then

exploited to obtain the conditional Gaussian representation of Iagg. This is achieved

via an infinite sum of randomly scaled zero-mean Gaussian random variables. Match-

ing CFs directly implies EiD, since two random variables are said to be equal in

distribution if they have the same CFs. The Gaussian representation of Iagg enables

the legitimate use of performance expressions available in the AWGN channel litera-

ture. However, these expressions have to be deconditioned over the infinite series of

random variables Bq. Further, as the EiD approach accounts for every transmitted

symbol by each interferer, the expression for the CF of Iagg contains E [f(Z)], where

f(·) is a function that depends on the network parameters (e.g., path loss exponent,

MIMO setup) and Z is a random variable denoting the symbol transmitted by a
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generic interferer.

4.6.2 Conclusion and Future work

In this chapter we develop an analytical paradigm to analyze the average symbol error

probability performance of uplink traffic in a single and multi-tier cellular network

with power control. The developed EiD approach is critically beneficial for studying

network performance in realistic interference environments as it utilizes stochastic

geometric tools to account for the network geometry in the performance characteri-

zation. Contrary to other stochastic geometry models adopted in the literature, the

developed analysis accounts for important communication system parameters and

goes beyond signal-to-interference-plus-noise ratio characterization. That is, the pre-

sented model accounts for the modulation scheme, constellation type, and signal

recovery techniques to model the ASEP. To this end, we derive single integral ex-

pressions for the ASEP for different modulation schemes due to aggregate network

interference. Finally, Monte Carlo simulation results demonstrate the accuracy of

the analytic error probability parametric expressions for square M -QAM modulated

signals and under maximum average received signal power BS association policy. We

also compare the performance of the interference characterization derived herein to

that of the commonly used Gaussian interference power approximation.

In this chapter, the developed model statistically accounts for the transmitted

symbols from each interferer, which highly complicates the analysis. In the next

chapter, we present an approximate framework that is able to capture detailed com-

munication system aspects as the EiD model, but with much simpler analysis. The

proposed model in the next chapter neither has infinite random variable series to

decondition on (i.e., Bq) nor does it need to evaluate the expectation E [f(Z)], which

significantly simplifies the analysis, while maintaining the model accuracy. We next

focus on the Gaussian signaling approach to study the approximate ASEP perfor-
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mance in downlink and uplink cellular networks, and investigate the accuracy of such

approximation.
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Chapter 5

The Influence of Gaussian Signaling Approximation on the

SINR Model

5.1 Introduction

Chapter 4, extended the new EiD paradigm developed in [36,37,113], to capture more

system details and extend the stochastic geometry analysis for cellular networks to

tangible error performance metrics (e.g., symbol error probability). However, the

analysis associated with the EiD approach is involved as it statistically accounts for

the transmitted symbol from each interferer, which can be a BS in the downlink or

user equipment (UE) in the uplink. Further, the EiD approach requires baseband

signal analysis to calculate the characteristic function of the probability density func-

tion (CF) of the complex interference amplitude, which is non-trivial to compute in

advanced system models [37].

This chapter presents an approximate framework that is able to capture detailed

communication system aspects just like the EiD, but with much simpler analysis.

This is achieved by approximating the interferers’ transmitted symbols by Gaussian

codebooks [40, 41, 114]. Such approximation alleviates the baseband analysis of the

EiD approach and thus facilitates the analysis steps. Further, it results in less com-

putationally intensive expressions than the EiD approach and it only requires the

computation of the LT of the interference power1. The accuracy of the proposed ap-

proximation is verified against the exact EiD approach. It is worth mentioning that

1The LT of the interference is equivalent to the moment generating function but with a negative
argument.
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the proposed approximation aligns the error performance analysis with the outage

and ergodic rate calculation in the literature, as all require the LT of the interference

power only. As discussed earlier in Chpater 4, the main problem is that the ASEP

expressions available in the literature are only legitimate for AWGN or Gaussian

interference channels [98, chapter 8], which is not the case in cellular networks [13].

Therefore, both the EiD and the proposed analysis rely on the conditionally Gaussian

interference representation, in order to utilize the conventional SINR model.

Interferers’ symbols are hereafter abstracted and approximated by a Gaussian

signal s̃i with unit power spectral density. Note that the Gaussian interfering symbols

are the core assumption that discriminates the proposed framework in this chapter

from the EiD approach, which accounts for the interferers’ transmitted symbols.

5.2 Proposed ASEP Analysis

In order to derive the ASEP expressions via the porposed framework, we follow the

baseline system model described in Chapter 3 for a single-tier SISO cellular net-

work. Due to the Gaussian codebook assumption for the interfering signals (i.e.,

s̃i ∼ CN (0, 1)), the aggregate interference in (3.2) is conditionally Gaussian (i.e.,

conditioned on ro, Pi, gi and ri ∀i). Note that, in the uplink scenario, Pi = Pui is the

random variable representing the adaptive transmit power of the ith UE under the

assumed truncated channel inversion power control [47], as explained in Chapters 3

and 4. On the other hand, Pi = P is constant in the downlink model, and thus we

no longer need to condition the SINR on the transmit power. The general received

signal model is expressed as

y ≈
√
Po r

− η
2

o goso +
∑
ri∈Ψ̃

√
Pir
− η

2
i gis̃i + n, (5.1)
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Let g̃o = |go|2 and g̃i = |gi|2. For a Nakagami-m fading environment, with inte-

ger m, then g̃o and g̃i follow the gamma distributions g̃o ∼ Gamma (mo,Ωo) and

g̃i ∼ Gamma (mi,Ωi). Accordingly, the conditionally averaged SISO-SINR model is

represented as

Υ (g̃o, ro, Pi, g̃i, ri) =
Por

−η
o g̃o∑

ri∈Ψ̃ Pir
−η
i g̃i +No

, (5.2)

where
∑

ri∈Ψ̃ Pir
−η
i g̃i represents the aggregate network interference power which we

hereafter denote as ID and IU for the downlink and uplink scenarios, respectively,

resulting from the set of interferers Ψ̃.

Since Υ is averaged over a zero-mean conditionally Gaussian aggregate interference

signal, we can utilize the ASEP performance in AWGN channels expressions. In this

case, following [98, chapter 8], for square quadrature amplitude modulation scheme,

i.e., M -QAM, the conditional ASEP is written as

ASEP(M -QAM|Υ) = w1erfc
(√

βΥ
)

+ w2erfc2
(√

βΥ
)
, (5.3)

where w1 = 2
√
M−1√
M

, w2 = −
(√

M−1√
M

)2

, and β = 3
2(M−1)

. The unconditional ASEP is

then obtained by averaging over the random variables {g̃o, ro, Pi, g̃i, ri}.

To facilitate the deconditioning step, we utilize the folowing expressions derived in

[40]

E

[
erfc

(√
aY

X + C

)]
= 1−

Γ(mo + 1
2
)

Γ(mo)

2

π

∫ ∞
0

1√
z
e−z(1+moC

aΩo
)

1F1

(
1−mo;

3

2
, z

)
LX
(
moz

aΩo

)
dz,

(5.4)
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and

E

[
erfc2

(√
aY

X + C

)]
= 1− 4mo

π

∫ ∞
0

e−z
moC
aΩo LX

(
moz

aΩo

)∫ π
4

0
1F1

(
mo + 1; 2,

−z
sin2 ϑ

)
dϑ

sin2 ϑ
dϑdz,

(5.5)

where Y ∼ Gamma(mo,Ωo) follows a Gamma distribution, X has an arbitrary dis-

tribution with LT LX(·), C is constant, a is a scaling factor, and 1F1(a; c; z) =∑∞
q=0

(a)qzq

(c)qq!
is the Kummer confluent hypergeometric function [112]. Note that (5.4)

and (5.5) are only valid for integer mo. Projecting back to the SINR expressions

in (5.3), we can see that Y = g̃o, X = I (whether ID for the downlink or IU for

the uplink) and C = No. Next, it is essential to characterize the LT of the aggre-

gate interference for both the downlink and uplink cases. Generally, the LT of the

interference from a PPP can be written as [17]

LX(z) = exp

{
−2πλ

∫ ∞
t

E
[
1− e−zx−η g̃

]
xdx

}
(5.6)

such that (5.6) is obtained by utilizing the probability generating functional (PGFL)

of the interfering PPP [17]. The above analysis is unified for both the downlink and

uplink scenarios. In what follows we discuss in details the analysis steps for each case

separately.

5.2.1 ASEP in the Downlink Scenario

In order to derive the LT of the aggregate interference given in (5.6), we first let

the limit of the integral t = ro, since ri > ro,∀i. Then, the LT of the aggregate

network interfernce in the downlink ID, is characterized by the following lemma.

Lemma 5.1. Conditioned on ro, the aggregate interference power affecting a receiver

located ro meters away in a downlink cellular network under Nakagami-m fading has
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the LT given by

LID|ro (z) = exp

{
−πλr2

o

[(
2F1

(
−1

b
,mi; 1− 1

b
;−zΩiPr

−η
o

)
− 1

)]}
, (5.7)

where 2F1(·, ·; ·; ·) is the Gauss hypergeometric function [112].

Proof. See Appendix B.1

By using the above lemma, we can derive the ASEP expression for the downlink

scenario, which is summarized in the following theorem.

Theorem 5.1. For the described system model, under Nakagami-m fading environ-

ment and arbitrary path-loss exponent η, for M-QAM modulated signals in the down-

link, the ASEP expression is approximated by

ASEPDL ≈ w1

[
1−

Γ
(
mo + 1

2

)
Γ (mo)

2

π

∫ ∞
0

∫ ∞
0

2πλBxe
−πλBx2 1√

z
e−z(1+moNoxη

ΩoβP
)

×1F1

(
1−mo;

3

2
; z

)
· LID|x

(
mozx

η

ΩoβP

)
dxdz

]
+ w2

[
1− 4mo

π

∫ ∞
0

∫ ∞
0

2πλBxe
−πλBx2

e−z(
moNoxη

ΩoβP
)

×
∫ π

4

0
1F1

(
mo + 1; 2;

−z
sin2ϑ

)
1

sin2ϑ
· LID|x

(
mozx

η

ΩoβP

)
dϑdxdz

]
.

(5.8)

Corollary 5.1. The ASEP expressions in a Rayleigh fading environment, (i.e., mo =

1,mi = 1), with a path-loss exponent η = 4, is further simplified into

ASEPDL ≈
2∑
c=1

wc

1−
∞∫

0

Ξ (z)
λBc erfc

(√
z1{c=2}

)
e−z

√
πz

dz

 (5.9)

such that Ξ (z) = 1
2

√
π
v

exp
{

u2

4v

}
erfc

(
u

2
√
v

)
, u = πλ

[√
z
β

arctan

(√
z
β

)
+ 1

]
and

v = zNo
Pβ

.
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Proof. With the aid of the integral

∫ ∞
0

e−uke−vk
2

dk =
1

2

√
π

v
exp

(
u2

4v

)
erfc

(
u

2
√
v

)
, (5.10)

we can obtain the unconditional ASEPDL in (5.9) by inserting (5.4), (5.5) and (5.7)

into (5.3) and averaging over the aforementioned Rayleigh distance distribution.

5.2.2 ASEP in the Uplink Scenario

To derive the ASEP for the uplink scenario, we start first from the LT expression

in (5.6)which is an approximation as the set of interfering UEs does not constitute

a PPP. Under the truncated channel inversion power control, the lower limit of the

integral from (5.6) is given by t =
(
Pui
ρ

) 1
η

since ri > ro

(
Pui
Po

) 1
η
. The aggregate

interference power in the uplink denoted by IU has the LT characterized via the

following lemma.

Lemma 5.2. In a single-tier SISO uplink cellular network, the aggregate interference

power LT in Nakagami-m fading environment can be approximated by

LIU (z) ≈ exp

{
−ν(ρ, λ)

[(
2F1

(
−1

b
,mi; 1− 1

b
;−zρΩi

)
− 1

)]}
, (5.11)

where ν (ρ, λ) =
γ

(
2,πλ[Puρ ]

1
b

)
1−e−πλ(

Pu
ρ )

1
b

, and γ(a, c) =
∫ c

0
ta−1e−tdt is the lower incomplete

gamma function [112].

Proof. See Appendix B.2

We can now state the following theorem about the ASEP of the uplink scenario.

Theorem 5.2. Under the system model being studied, in Nakagami-m fading environ-

ment and M-QAM modulated signals in an uplink transmission scenario employing
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truncated channel inversion power control, the ASEP expression is approximated by

ASEPUL ≈ w1

[
1−

Γ
(
mo + 1

2

)
Γ (mo)

2

π

∫ ∞
0

1√
z
e−z(1+moNo

Ωoβρ
)

1F1

(
1−mo;

3

2
; z

)
· LIU

(
moz

Ωoβρ

)
dz

]

+ w2

[
1− 4mo

π

∫ ∞
0

e−z(
moNo
Ωoβρ

)
∫ π

4

0
1F1

(
mo + 1; 2;

−z
sin2ϑ

)
1

sin2ϑ
· LIU

(
moz

Ωoβρ

)
dϑdz

]
.

(5.12)

Corollary 5.2. In a Rayleigh fading environment, with mo = mi = 1, and for the

special case of η = 4, the uplink ASEP expressions are simplified to

ASEPUL ≈
2∑
c=1

wc

1−
∞∫

0

c erfc
(√

z1{c=2}
)
e−z(1+No

ρβ )
√
πz

exp

{
−ν (ρ, λ)

√
z

β
arctan

(√
z

β

)}
dz


(5.13)

Proof. We directly plug (5.4), (5.5), and (5.11) into (5.3) to obtain ASEPUL.

A noteworthy observation to be highlighted is that the Gaussian approximation

does not reduce the number of integrals required to calculate the ASEP when com-

pared to the EiD approach in [36, 113]. Nevertheless, it reduces the number of hy-

pergeometric functions inside the exponential function to only one hypergeometric

function for any constellation size (c.f. (5.8) and (5.12)) for M -QAM modulation,

which significantly reduces the computational complexity. As evident from Table 5.1,

the proposed Gaussian codebooks anaylsis significantly decreases the computational

complexity of the EiD appraoch. Particularly, the proposed analysis, for the special

case of η = 4 and Rayleigh fading environments, the ASEP expressions give a single-

integral of some elementary functions (i.e., arctan(·)) which substantially reduces the

computational complexity. Even for the case of general path-loss and Nakagami-m

fading, the ASEP expressions by the proposed approach still take a simpler form. Note

that, in some cases (e.g., phase-shift-keying (PSK)) the EiD-based ASEP expressions
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Adopted Approach Uplink Transmission Downlink Transmission

EiD 156.92 (secs) 7327.374 (secs)
Gaussian Signaling (mo = mi = 1) 0.005245 (secs) 0.3369 (secs)

Table 5.1: Runtime for the EiD and Gaussian Signaling approaches

already have only one hypergeometric function. Though the Gaussian approximation

has no effect on the number of hypergeometric functions in this case, it still repre-

sents a unified framework and provides a consistent methodology for studying more

complex setups.

5.3 Numerical Results

In this section, we verify the proposed analysis against the exact EiD approach in the

depicted downlink and uplink scenarios. For the downlink, we vary the BS transmit

powers (P ) while keeping No constant to vary the transmit SNR, while for the uplink

we change ρ against No. The network parameters are selected as follows, the path-loss

exponent η = 4, the noise powerNo = −90 dBm, the UEs intensity λu = 10 UEs/km2,

the BSs intensity λB = λ = 3 BSs/km2, and the maximum transmit power PU = 1

W. Note that the effective intensity of the interfering UEs is that of the serving BSs

in the resource block of interest, i.e. λ. The desired symbols are modulated using

square quadrature amplitude modulation (QAM) scheme, with a constellation size

M ∈ {4, 16}.

Figs. 5.1 and 5.2 show the ASEP versus P
No , for various Nakagami-m fading

environments in the downlink scenario under 4-QAM and 16-QAM modulated signals,

respectively. In Figs. 5.3 and 5.4, we plot the ASEP performance for the uplink

transmission versus the received SNR for different Nakagami-m fading environments,

for 4-QAM and 16-QAM modulation, respectively. Indeed, the proposed Gaussian

approximation yields very accurate error performance for the system model under
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Figure 5.1: ASEP versus the received Signal-to-Noise ratio (SNR) for 4-QAM mod-
ulated signals in the downlink.

study when compared to the exact EiD analysis. Therefore, the numerical results are

in favor of the proposed approach in terms of accuracy while being computationally

much less complex than the EiD approach.

5.4 Chapter Summary and Conclusions

This chapter presents a simple unified framework for the average symbol error per-

formance in cellular networks. The proposed model provides an approximate, yet

accurate, framework, that is also able to capture fine wireless communication details
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Figure 5.2: ASEP versus the received Signal-to-Noise ratio (SNR) for 16-QAM mod-
ulated signals in the downlink.

similar to the EiD approach, but with much simpler analysis. Moreover, the proposed

approach is critically beneficial for studying network performance in realistic interfer-

ence environments. Although the number of integrals in the ASEP expressions is not

reduced when compared to the EiD approach, this approach alleviates the baseband

analysis and aligns it with the stochastic geometry literature. The analytic and com-

putational complexity is substantially reduced while maintaining the accuracy and

generality of the EiD framework. The presented model is applied to downlink and

uplink scenarios of single-tier cellular SISO networks.

In the next chapter, we extend the developed model to arbitrary MIMO antenna
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Figure 5.3: ASEP versus the received Signal-to-Noise ratio (SNR) for 4-QAM mod-
ulated signals in the uplink.

configurations in more complex setups.
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Chapter 6

Unified Performance Analysis for Downlink MIMO networks

6.1 Introduction

This chapter presents a unified mathematical paradigm, based on Stochastic Geome-

try, for downlink cellular networks with multiple-input-multiple-output (MIMO) BSs.

The developed paradigm presents twofold analysis unification for MIMO cellular net-

works literature. First, it integrates the tangible decoding error probability and the

abstracted (i.e., modulation scheme and receiver type agnostic) outage probability

analysis, which are largely disjoint in the literature. Second, it unifies the analysis for

different MIMO configurations. The unified MIMO analysis provides an equivalent

SISO representation for the per-data stream SINR in MIMO cellular networks. To

this end, we discuss the diversity-multiplexing tradeoff imposed by different MIMO

schemes. Moroever, several design insights are highlighted based on the proposed

unified framework.

It is worth noting that the SISO-SINR representation used in this chapter is used

to study OSTBC in [24, 106, 107], receive diversity in [25], and MU-MIMO in [34].

However, the analysis in [24,25,34,106,107] is confined to outage probability and er-

godic rate only. Also, the OSTBC studies in [24,106,107] use the SISO-SINR model

as an approximation for the outage probblity characterization. In this chapter, we ex-

tend the equivalent SISO-SINR model to evaluate decoding error probability, outage

probability, ergodic rate, and throughput in MIMO cellular networks with trans-

mit diversity (MISO), receive diversity (SIMO), OSTBC, MU-MIMO, and spatial
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multiplexing with zero-forcing receivers (ZF-Rx). Furthermore, we prove that the

equivalent SISO-SINR model is exact in the case of OSTBC MIMO scheme.

6.2 Downlink MIMO System Model

We build the analysis for this chapter on the system model described in Chapter

3, with some extensions to be detailed as follows. BSs and UEs are equipped with

Nt and Nr colocated antennas, respectively. The colocated antennas assumption is

common in MIMO models based on Stochastic Geometry analysis to maintain the

model tractability [24–28,34,35,37,38,63]. Conditions on the relation between Nr and

Nt depend on the MIMO setup under study, as will be shown later. In addition to

path-loss attenuation, we consider a Rayleigh multi-path fading environment between

transmitting and receiving antennas, such that fading channels are independent from

each other. That is, the channel gain matrix from a transmitting BS to a generic UE,

denoted as H ∈ CNr×Nt , has independent zero-mean unit variance complex Gaussian

entries, i.e., H ∼ CN (0, I), where I is the identity matrix. By expressing the received

signal model, differences between the SISO and the MIMO models will be elaborated

as shown in what follows.

6.2.1 Downlink MIMO Received Signal Model

For a general MIMO setup in a Rayleigh fading environment, with arbitrary pre-

coding/combining schemes, the complex baseband received signal vector accounting

for the precoding matrices is denoted as y, and after applying combining matrices is

expressed as ỹ, and we can write

ỹ = Wo y

=

√
P

rηo
WoHoVos +

∑
ri∈Ψ̃o

√
P

rηi
WoHiVisi + Won, (6.1)
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where Ψ̃o is the set of distances between the test receiver and the actively interfering

BSs, such that Ψo = Ψ \ ro. The interfering BSs constitute a PPP ψ̃o = ψ \ o with

intensity λ = pλB, such that p is the activity factor. P = Es
Nt

is the transmit power per

antenna at the BSs as Es is the energy per symbol, Ho ∈ CNr×Nt is the useful channel

matrix from the serving BS, and Hi ∈ CNr×Nt is the interfering channel matrix

from the ith interfering BS, Ho and Hi, have independent and identically distributed

(i.i.d.) CN (0, 1) entries, s ∈ CL×1 and si ∈ CL×1 are, respectively, the intended

and interfering symbols vector, where L represents the number of multiplexed data

streams. 1. The symbols in s and si are independently drawn from an equiprobable

two dimensional unit-energy constellations. The matrices Vo ∈ CNt×L and Vi ∈

CNt×L are the intended and interfering precoding matrices at the intended BS and

the ith interfering BS, respectively, while Wo ∈ CL×Nr is the combining matrix at

the test receiver. Note that Wo and Vo are tailored to each realization of Ho and

are determined based on the employed MIMO scheme at the serving BS. On the

other hand, Vi depends on the employed MIMO scheme at the ith interfering BS

and is independent from the interfering channel matrix Hi as we assume no inter-

BS interference management. The noise n ∈ CNr×1 is the zero-mean additive white

Gaussian noise vector with covariance matrix NoINr , where INr is the identity matrix

of size Nr. Finally, we assume a per-symbol maximum likelihood (ML) receiver at

the test UE to decode the symbols in s.

6.3 Equivalent Downlink SISO-SINR Representation

Assuming per-stream symbol-by-symbol ML receiver, the employed precoding, com-

bining, and equalization techniques decouple symbols belonging to different streams

1According to the employed MIMO setup, we might need to introduce a slight abuse of notation
to preserve the convention used in (6.1). For instance, in multi-user MIMO setup with K single-
antenna users, the parameter Nr should be replaced with K so that the signal model in (6.1) remains
valid.
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(i.e., in case of multiplexing) and/or combine symbols belonging to the same stream

(i.e., in case of diversity) at the decoder to allow disjoint and independent symbol

detection across the multiplexed data streams. Hence, the precoding and combining

matrices (Wo and Vo) are tailored to each realization of Ho such that the product

WoHoVo always gives a diagonal matrix of size L, with the appropriate, possibly

different, diagonal values that correspond to the stream being decoded. Without loss

of generality, let us focus on the decoding performance of a generic symbol in the lth

stream, in which the instantaneous received signal after applying combining/precod-

ing techniques is given by

ỹl =

√
P

rηo

L∑
k=1

[0 0...go,k...0 0]︷ ︸︸ ︷
w̄T
o,lHovo,k sk︸ ︷︷ ︸
go,lsl

+
∑
ri∈Ψ̃o

√
P

rηi

L∑
k=1

a
(i)
l,k︷ ︸︸ ︷

w̄T
o,lHivi,ksi,k︸ ︷︷ ︸
Ii

+ w̄T
o,ln, (6.2)

such that l ∈ {1, · · · , L}, w̄o,l is the lth column of matrix WT
o , and vi,k is the kth

column of matrix Vi which is designed based on the channel matrix between the ith

interfering BS and its associated users, denoted as H̃i. Further, go,l is a real random

scaling factor that appears in the intended signal due to the equalization applied

to detect the lth desired symbol, and a
(i)
l,k, ∀k are the complex random coefficients

combining the interfering symbols from the antennas of the ith interfering BS. As

shown in (6.2), the coefficients a
(i)
l,k are generated from the product w̄T

o,lHivi,k, and

they capture the per-BS precoding and test receiver combining effects on the aggregate

interference. As discussed earlier, W̄o and Vi are designed independently from each

other and neither of them accounts for the realization of the interfering channel matrix

Hi. Therefore, the coefficients a
(i)
l,k randomly change with each realization of Ho, Hi,

and H̃i.

It is clear from (6.2) that the aggregate interference seen at the decoder of the test

UE is highly affected by the per-interfering BS precoding scheme (vi,k), the number of
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streams transmitted by each interfering BS (L), the per-stream transmitted symbol

(si,k), and the employed combining technique (w̄o,l) at the test UE. Therefore, char-

acterizing the aggregate interference in (6.2) is essential to characterize and quantify

the MIMO operation in cellular networks. The aggregate interference term contains

three main sources of randomness, namely, the network geometry, the channel gains2,

and the interfering symbols.

To facilitate the error probability analysis and achieve a unified error probability,

outage probability and ergodic rate analysis, we only account for the entries in the

intended symbol vector s of (6.1) and abstract the entries in si by i.i.d. zero-mean

Gaussian signals s̃i with unit-variance as shown in Chapter 5. Such abstraction

ignores the unnecessary and usually unavailable information of the interfering signals.

Assuming Gaussian signaling for the interfering symbols (i.e., the entries in s̃i are

Gaussian), (6.2) can be rewritten as

yl =
√
Pr
− η

2
o go,lsl +

∑
ri∈Ψ̃o

√
Pr
− η

2
i

L∑
k=1

a
(i)
l,ks̃i,k︸ ︷︷ ︸

Ii

+ w̄T
o,ln. (6.3)

It is important to note that the random variables go,l ∀l are i.i.d, and hence, there

is no loss in generality in dropping the index l and studying an arbitrary stream.

Conditioned on ri and a
(i)
l,k ∀{i, k, l}, the lumped interference-plus-noise term in (6.3)

is Gaussian because of the Gaussianity of s̃i,k, ∀i, k. This renders the well-known

AWGN error probability expressions legitimate to conduct the averaging over the

transmitted symbols and noise, since the noise variance used in the AWGN-based

expressions is replaced by the variance of the lumped interference and noise terms in

(6.3). That is, the decoding error can be studied by using the AWGN expressions with

the conditional SINR (i.e., conditioned on the channel gains and network geometry),

followed by averaging over the different communication aspects using the Stochastic

2Note that the precoding and combining matrices are functions of the channel gains.
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Geometry analysis. The Gaussian signaling approximation leads to the following

proposition.

Proposition 6.1. Consider a downlink MIMO cellular network with Nt antennas at

each BS and Nr antennas at each UE in a Rayleigh fading environment with i.i.d.

unit-mean channel power gains and Gaussian signaling approximation to the inter-

fering symbols, then the per-data stream conditional SINR at the decoder of a generic

UE after combining/equalization can be represented by the following equivalent SISO-

SINR

Υ =
Pr−ηo g̃o∑

ri∈Ψ̃o Pr
−η
i g̃i +No

, (6.4)

where the random variables g̃o ∼ Gamma (mo, 1) and g̃i ∼ Gamma (mi, 1) capture the

effect of MIMO precoding, combining, and equalization. The values of mo and mi are

determined based on the number of antennas (Nt and Nr), the number of multiplexed

data streams per BS (L) and the employed MIMO configuration as shown in Table 6.1.

Proof. The detailed discussion and proof for each MIMO setup is given in Section 6.5

(see Table 6.1). Here, we just sketch a high-level proof of the proposition. The equiv-

alent channel gains in (6.4) are g̃o = |go|2 and g̃i = |gi|2 =
∑L

k=1 |a
(i)
l,k|2, where go is

the random scale for the intended symbol due to precoding and combining/equal-

ization as shown in (6.2). Since precoding and combining/equalization are usually

in the form of linear combination of the channel power gains and that the channel

gains have independent Gaussian distributions, the random variables g̃o and g̃i ∀i are

independent χ2-distributed with degrees of freedom equal to the number of linearly

combined random variables, which depends on the number of antennas, precoding

technique, and number of multiplexed data streams per BS. Note that the χ2 distri-

bution for interfering channel gains g̃i is exact only if the precoding vectors in each

BS are independent. In the case of dependent precoding vectors, the correlation is
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ignored and the χ2 distribution for g̃i is an approximation. Such approximation is

commonly used in the literature for tractability [24, 26–31, 34, 35, 37, 38], and is ver-

ified in Section 6.6. Exploiting the one-to-one mapping between the χ2 distribution

and the gamma distribution, we follow the convention in [24,26–31,34,35,37,38] and

use the gamma distribution, instead of the χ2 distribution, for g̃o and g̃i.

It is important to note that, the proposed SISO-SINR model relies on the as-

sumption of independent Rayleigh fading channels. While spatially correlated fading

channels model provides more realistic fading environment [115], however, such cor-

relation is ignored for tractability as in [24,26–31,34,35,37,38].

MIMO Setup L mo mi Accuracy Proof

SIMO 1 Nr 1 Exact Lemma 6.2
OSTBC Ns NsNr Ns Exact Lemma 6.3
ZF-Rx Nt Nr −Nt + 1 Nt Exact Lemma 6.4
SDMA K Nt −K + 1 K Approx. Lemma 6.5
MISO 1 Nt 1 Exact Corollary 6.1

SM-MIMO Nt Nr Nt Approx. Lemma 6.6

Table 6.1: SISO-equivalent gamma distribution parameters for various MIMO set-
tings.

Proposition 6.1 gives the equivalent SISO representation for the MIMO cellular

network in which the effect of precoding, combining, and equalization of the employed

MIMO scheme is abstracted by the random variables g̃o and g̃i in (6.4). Hence, unified

analysis and expressions for different KPIs and MIMO configurations, respectively,

are viable as will be shown in the next section.

6.4 A Unified Downlink Performance Analysis

Based on the Gaussian signaling approximation, interference-plus-noise in (6.3) is

conditionally Gaussian. Hence, the decoding error performance of the MIMO scheme

is studied by plugging the conditional SINR in (6.4) with the appropriate channel
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gains (i.e., g̃o and g̃i) in the corresponding AWGN-based decoding error expression,

followed by averaging over the channel gains and network geometry. Using the AWGN

expression for the SEP for M -QAM modulation scheme given in [98], the ASEP in

MIMO cellular networks can be expressed as

ASEP (Υ) = w1E
[
erfc

(√
βΥ
)]

+ w2E
[
erfc2

(√
βΥ
)]
, (6.5)

where w1 = 2
√
M−1√
M

, w2 = −
(√

M−1√
M

)2

, and β = 3
2(M−1)

are constellation-size specific

constants. It is worth mentioning that the error probability expression in (6.5) can

model other modulation schemes by just changing the modulation-specific parame-

ters as detailed in [98]. The Gaussian signaling approximation is also the key that

unifies the ASEP, outage probability, and ergodic rate analysis. This is because both

outage and capacity are information theoretic KPIs that implicitly assume Gaussian

codebooks, which directly lead to the conditional SINR in the form given by Propo-

sition 6.1. Consequently, both the outage probability and ergodic capacity are also

functions of the SINR in the form of (6.4), and are given by

O(θ) = P {Υ < θ} , (6.6)

and

R = E [ln (1 + Υ)] . (6.7)

As discussed earlier, the expectations in (6.5), (6.6), and (6.7) are with respect to

the network geometry and channel gains, which are evaluated via Stochastic Geometry

analysis. Such expectations are usually expressed in terms of the Laplace transform

of the aggregate interference power in (6.4), denoted as ID =
∑

ri∈Ψ̃o Pr
−η
i g̃i. The LT

of the interference power in the SISO-equivalent SINR given in (6.4) is characterized

by the following lemma.
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Lemma 6.1. Consider a cellular network with a MIMO transmission scheme that can

be represented via the equivalent SISO-SINR in (6.4) and BSs modeled via a PPP with

intensity λ. Assume that each BS transmits a symbol vector of length L per channel

use (pcu) with symbols drawn from a zero-mean unit-variance Gaussian distribution.

The LT of the interference power affecting an arbitrary symbol at a receiver located

ro meters away from its serving BS is given by

LID|ro (z) = exp

{
−πλr2

o

[(
2F1

(
−1

b
,mi; 1− 1

b
;−zPr−ηo

)
− 1

)]}
, (6.8)

where 2F1(·, ·; ·; ·) is the Gauss hypergeometric function [112].

Proof. Starting from the definition of the LT, we have

LID|ro (z)=E

exp

−z ∑
ri∈Ψ̃o

Pr−ηi g̃i




(a)
= exp

{
−2πλ

∫ ∞
ro

E
[
1− e−zPx−η g̃

]
xdx

}
(b)
= exp

{
−2πλ

∫ ∞
ro

[
1− 1

(1 + zPx−η)mi

]
xdx

}
, (6.9)

where (a) follows from the probability generating functional (PGFL) of the homo-

geneous PPP [17] constituted by the interferers lying outside a disk of radius ro, i.e.

ri > ro, with intensity λ, and (b) follows from the LT of the gamma distributed

channel gains with shape parameter mi and unity scale parameter. Evaluating the

integral yields the LT in (6.8).

Using Proposition 6.1 and Lemma 6.1, we arrive to the unified MIMO expressions

for the ASEP, outage probability, and ergodic rate in the following theorem.

Theorem 6.1. Unified Analysis: Consider a cellular network with MIMO trans-

mission scheme that can be represented via the equivalent SISO-SINR in (6.4) and

BSs modeled via a PPP with intensity λ, in which each BS transmits a symbol vector
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of length L pcu with symbols drawn from an equiprobable unit-power square quadrature

amplitude modulation (M-QAM) scheme, then the ASEP for an arbitrary symbol is

approximated by

ASEPDL ≈ w1

[
1−

Γ
(
mo + 1

2

)
Γ (mo)

2

π

∫ ∞
0

∫ ∞
0

2πλBxe
−πλBx2 1√

z
e−z(1+moNoxη

βP )

× 1F1

(
1−mo;

3

2
; z

)
· LID|x

(
mozx

η

βP

)
dxdz

]
+ w2

[
1− 4mo

π

∫ ∞
0

∫ ∞
0

2πλBxe
−πλBx2

e−z(
moNoxη
βP )

×
∫ π

4

0
1F1

(
mo + 1; 2;

−z
sin2ϑ

)
1

sin2ϑ
· LID|x

(
mozx

η

βP

)
dϑdxdz

]
,

(6.10)

where 1F1(·; ·; ·) is the Kummer confluent hypergeometric function [112].

For an interference-limited scenario, the probability that the SIR for an arbitrary

symbol goes below a threshold θ is given by

ODL (θ) = 1−
∫ ∞

0

2πλB xe
−πλBx2

mo−1∑
j=0

(−1)j

j!

dj

dzj

(
θrηo
P

)j
LID|x (z)

∣∣∣∣∣
z= θxη

P

dx, (6.11)

and the ergodic rate for an arbitrary data stream is given by

RDL =

∫ ∞
0

∫ ∞
0

2πλB xe
−πλBx2LID|x

(
zxη

P

)(
1− (1 + z)−mo

z

)
dzdx, (6.12)

where LID|x (z) in (6.10), (6.11), and (6.12) is the LT given in Lemma 6.1.

Proof. See Appendix C.1.

The ASEP given in (6.10) is an approximation due to the Gaussian signaling

approximation used in (6.3). However, the outage probability and ergodic rate are

both exact because both are typically derived based on the Gaussian codebooks. The
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outage probability in (6.11) is given for interference-limited networks for tractability,

which is a common assumption in cellular network because the interference term

usually dominates the noise. Both equations (6.11) and (6.12) are approximations

in cases of SDMA and SM-MIMO due to the approximate characterization of the

interference as shown in Table 6.1. Note that different exact/approximate forms for

the outage probability and ergodic rate, shown in (6.11) and (6.12), respectively,

can be derived via Gil-Pelaez inversion theorem as in [88,116] and Alzer’s inequality

as in [117, 118]. Nevertheless, both approaches are based on the Gaussian signaling

approximation and equivalent SISO representation given in Proposition 6.1.

The ASEP expression given in (6.10) presents three advantages over the ASEP

expressions given in [37] derived using the EiD approach. First, (6.10) provides a

unified ASEP expression for all considered MIMO schemes. Second, the ASEP is

characterized based on the LT given in Lemma 6.1, which is the same LT used for

characterizing the outage probability and ergodic rate. Third, the computational

complexity to evaluate (6.10) is less than the complexity of the ASEP expressions

in [37]. The reduced complexity of (6.10) stems from the fact that it includes a single

hypergeometric function in the exponential term while the expressions for the ASEP

in [37] include summations of hypergeometric functions inside the exponential term.

It should be highlighted that the EiD approach leads to the same computational

complexity as in (6.10) for some modulation schemes, e.g., phase-shift-keying (M -

PSK) [37]. Nevertheless, the proposed Gaussian approximation and equivalent SISO

representation simplifies the ASEP analysis and unifies it with outage and ergodic

rate results when compared to the EiD approach which always involves the complex

baseband interference analysis.

In Section 6.6, we show that the advantages presented by (6.10) do not sacrifice

the model accuracy when compared to the ASEP in [37], specially that the ASEP

in [37] is also approximate in case of SDMA and SM-MIMO schemes.
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Before giving numerical results and insights obtained from the developed math-

ematical model, we first illustrate how the equivalent SISO-SINR model given in

Proposition 6.1 holds for the considered MIMO schemes.

6.5 Characterizing Downlink MIMO Configurations

This section details the methodology to abstract different MIMO configuration via the

equivalent SISO model given in Proposition 6.1 with parameters given in Table 6.1. In

order to conduct the analysis for the different MIMO setups, we first need to define the

set
{

H̆
}

as the set of channel matrices that affect the aggregate interference signals

due to precoding and/or combining. For instance, due to precoding, combining, and

equalization, the interference from the ith interfering BS is multiplied by WoHiVi,

and hence,
{

H̆
}

= {Ho, H̃i}, where Ho, and H̃i are the channel matrices between,

respectively, the intended BS and the test user, and the ith interfering BSs and its

associated users. The methodology to characterize the distribution of the equivalent

channel gains are given in the following steps:

1. SNR characterization: g̃o is first characterized by projecting the signal of the

intended data-stream on the null-space of the signals of the other data streams

that are multiplexed by the intended BSs. Note that we may manipulate the re-

sultant SNR such that the noise variance is not affected by any random variable

as in (6.4) and the projection effect is contained in g̃o and g̃i only.

2. Per-stream equivalent channel gain representation: g̃i from each interfering BS

is characterized based on the manipulation done in the SNR characterization

in the previous step and characterizing |a(i)
l,k|2 given in (6.3). Note that |a(i)

l,k|2 is

characterized based on
{

H̆
}

which captures the channel gain matrices involved

in precoding the signal at the ith BS and combining the interfering symbols at

the test UE.
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Based on these two steps, the equivalent SISO-SINR given in Proposition 6.1 for

the MIMO schemes given in Table 6.1 is illustrated in this section.

6.5.1 Single-Input-Multiple-Output (SIMO) systems

For a SIMO system, receive diversity is achieved using one transmit antenna (i.e.,

L = Nt = 1) and Nr receive antennas. Since Nt = 1, then the intended and interfering

channel vectors are denoted by ho and hi ∈ CNr×1, respectively. By employing

Maximum Ratio-Combining (MRC) strategy to combine the received signals, then

w̄T
o = hHo . The equivalent SISO channel gains are given by the following lemma.

Lemma 6.2. For a receive diversity SIMO setup technique, the Gamma distribution

parameters for the equivalent intended and interfering channel gains are given by

mo = Nr and mi = 1, respectively.

Proof. See Appendix C.2.

6.5.2 Orthogonal Space-Time Block Coding (OSTBC)

Let the orthogonal space-time block codes be transmitted over T time instants, and

only Ns ≤ Nt transmit antennas are active per time instant. The received signal is

equalized via the equalizer Wo =
HH

eff

‖Ho‖F
, where Heff is the effective intended channel

matrix depending on the employed orthogonal code [24, 37]. Since no precoding is

applied then Vo = Vi = INt . The equivalent SISO channel gains are given by the

following lemma.

Lemma 6.3. A space-time encoder is employed at the network BSs. Then, the

Gamma distribution parameters are given as mo = NsNr and mi = Ns.

Proof. See Appendix C.2.
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6.5.3 Zero-Forcing beamforming with MLR (ZF-Rx)

Zero-forcing is a low-complexity suboptimal, yet efficient, technique to suppress in-

terference from other transmitted symbols in the network. In order to recover the

distinct transmitted streams, the received signal is multiplied by the equalizing matrix

Wo =
(
HH
o Ho

)−1
HH
o representing the pseudo-inverse of the intended channel matrix

Ho, whereas we assume no precoding at the transmitters side, i.e., Vo = Vi = INt .

The equivalent SISO channel gains are given by the following lemma.

Lemma 6.4. By employing a ZF-Rx such that L = Nt distinct streams are being

transmitted from the BSs, it can be shown that mo = Nr −Nt + 1 and mi = Nt.

Proof. See Appendix C.2.

6.5.4 Space-Division Multiple Access (SDMA)

SDMA is used to accommodate more users on the same resources to increase the

network capacity. In this case, we consider that each BS is equipped by Nt transmit

antennas and applies ZF transmission to simultaneously serve K single-antenna UEs

that are independently and randomly distributed within its coverage area. To avoid

rank-deficiency, we let Nt ≥ K, and hence, the number of data streams L = K. A

ZF-precoding in the form of Vo = [v1,v2 · · ·vK] such that vl = ql
‖ql‖

and ql is defined

as the lth column of Q = HH
o

(
HoH

H
o

)−1
is applied by the test BS and no combining is

applied at the single antenna test UE, and hence, Wo = IK. The interfering BSs apply

the same precoding and combining strategy, and hence, the interfering precoding

matrices are in the form Vi = [vi,1,vi,2 · · ·vi,K] such that vi,k = q̃k
‖q̃k‖

and q̃k is the

kth column of Q̃i = H̃
H

i

(
H̃iH̃

H

i

)−1

, note that H̃i 6= Hi is the interfering channel

matrix towards the corresponding intended users. The equivalent SISO channel gains

are given by the following lemma.



98

Lemma 6.5. In a multi-user MIMO setup, the corresponding Gamma distributions

parameters are given by mo = Nt −K+ 1, and mi ≈ K.

Proof. See Appendix C.2.

Corollary 6.1. Single-User Beamforming (SU-BF):

The SDMA scenario reduces to SU-MISO setting if the number of served users in

the network is K = 1. Hence, mo = Nt and mi = 1.

6.5.5 Spatially Multiplexed MIMO (SM-MIMO) systems

For the sake of completeness, we also consider a spatially multiplexed MIMO setup

with optimum joint maximum-likelihood receiver. This case is important because

it represents the benchmark for ZF decoding. Note that the analysis in this case

is slightly different from the aforementioned schemes since joint detection is em-

ployed. Nevertheless, it can be represented via the equivalent SISO-SINR given in

Proposition 6.1. Due to joint detection, no precoding/combining is applied such that

Wo = Vo = Vi = INt . To analyze this case, we define the error vector e (s, ŝ) = s− ŝ

as the distance between s and ŝ and hence we derive the APEP, which is then used

to approximate the ASEP as shown in the following lemma.

Lemma 6.6. For a SM-MIMO transmission, the Gamma distribution parameter for

the equivalent intended channel gains is given by mo = Nr, while for the equivalent

interfering links is given by mi = Nt. Furthermore, the averaged PEP over the

distance distribution of ro is

APEP(‖e‖) ≈ 1−
Γ
(
mo + 1

2

)
Γ (mo)

2

π

∫ ∞
0

∫ ∞
0

2πλBxe
−πλBx2 1√

z
e
−z
(

1+moNoxη
4‖e‖2P

)
×

1F1

(
1−mo;

3

2
; z

)
LID|x

(
moz

4‖e‖2Px−η

)
dxdz.

(6.13)
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Consequently, using the Nearest Neighbor approximation [119], where there are M

equiprobable symbols, then

ASEPDL ≈ N‖e‖min
APEP (‖e‖min) , (6.14)

where N‖e‖min
is the number of constellation points having the minimum Euclidean

distance denoted by min
s,ŝ
‖e (s, ŝ) ‖ among all possible pairs of transmitted symbols,

and hence, is a modulation-specific parameter.

Proof. See Appendix C.2.

6.6 Numerical and Simulation Results

In this section, we verify the validity and accuracy of the proposed unified model and

discuss the potential of such unified framework for designing cellular networks.

6.6.1 Proposed model validation

The BSs transmit powers (P ) vary while No is kept constant to vary the transmit

SNR, the path-loss exponent η = 4, the noise powerNo = −90 dBm, the BSs intensity

λB = 10 BSs/km2, λu = 20 users/km2. The desired symbols are modulated using

square quadrature amplitude modulation (QAM) scheme, with a constellation size

M .

We validate the derived ASEP for the proposed model via Monte Carlo simula-

tions, in Fig. 6.1, for the network setup detailed as: activity factor p = 1 and (a)

SIMO: Nt = 1 and Nr = 3, (b) the OSTBC: we consider a 2 × 2 Alamouti code, (c)

zero-forcing with MLR with Nt = 2, Nr = 5, (d) the SDMA multi-user setting using a

zero-forcing precoder at the transmitters side with K = 3 single-antenna users to be

served by BSs equipped with Nt = 5 antennas. Lines represent the proposed analytic

results, and markers represent Monte Carlo simulations. The figure further veri-
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fies the accuracy of the Gaussian signaling approximation and the developed ASEP

model, in which the analytic ASEP expressions perfectly match the simulations that

generate the exact QAM-modulated interfering symbols. Also, as evident from the

figure, SIMO transmissions, OSTBC, ZF-Rx, and SDMA transmissions have the same

performance up to SNR = 80 dB, i.e., noise-limited network, whereas the ASEP per-

formance starts to be distinguishable when the network becomes interference-limited.
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Figure 6.1: ASEP performance against P
No for different MIMO setups.

6.6.2 Diversity-Multiplexing Tradeoffs & Design Guidelines

For a fixed number of antennas Nt = 2 and Nr = 2, Figs. 6.2, 6.3 and 6.4 together

with Table 6.2 compare the performance of the considered MIMO configurations in
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Figure 6.2: ASEP for 4-QAM modulation, for the different MIMO setups using the
same number of antennas Nt = 2 and Nr = 2, at p = 1.

terms of error probability, outage probability, ergodic rate, and throughput3, and

quantify the achievable gains with respect to the SISO configuration. Note that, for

SIMO and MISO, Nt and Nr are set to 1, respectively. Further, in SDMA scenario, the

number of single-antenna users served in the network is K = 2. Figs. 6.2, 6.3, and

6.4 as well as Table 6.2 clearly show the diversity-multiplexing tradeoff in cellular

networks. Fig. 6.4 shows the outage probability improvement due to diversity, in

which the OSTBC achieves the highest outage probability reduction. This is because

OSTBC provides both transmit and receive diversity while MISO and SIMO provide

either transmit or receive diversity. Note that despite that MISO and SIMO have the

3The throughput is defined as the number of successfully transmitted bits pcu and is given by
log2(M)(1−ASEP).
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Figure 6.3: ASEP for 16-QAM modulation, for the different MIMO setups using the
same number of antennas Nt = 2 and Nr = 2, at p = 1.

same performance, the SIMO is preferred because it relies on the receive CSI which

is easier to obtain than the transmit CSI. The figure also shows the negative impact

of multiplexing on the per-stream ASEP and outage probability in ZF-Rx and MU-

MIMO schemes. However, multiplexing several streams per BS improves the overall

ergodic rate and per-cell throughput as shown in Table 6.2.

The results in Figs. 6.2, 6.3 and 6.4, and Table 6.2 show the diversity-multiplexing

tradeoffs that can be achieved for a 2×2 MIMO setting. However, as Nt and Nr grow,

several diversity and multiplexing tradeoffs are no longer straightforward to compare.

Hence, it is beneficial to have a unified methodology to select the appropriate diversity,

multiplexing, and number of antennas to meet a certain design objective. From

Proposition 6.1 and the subsequent results we noticed two important insights:
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Figure 6.4: Outage Probability versus SIR threshold θ, for the different MIMO setups
using the same number of antennas Nt = 2 and Nr = 2, at p = 1.

MIMO Setup mo mi Ergodic Rate No. of bits pcu
(bits/sec/Hz) 4-QAM 16-QAM

SIMO 2 1 2.9523 1.6926 2.1772
OSTBC 4 2 2.9771 1.7228 2.2044
ZF-Rx 1 2 3.1644 2.6300 2.7008
SDMA 1 2 3.1644 2.6300 2.7008
MISO 2 1 2.9523 1.6926 2.1772
SISO 1 1 1.48899 1.4780 1.6936

Table 6.2: Overall achievable and actual rates gains per cell, with respect to SISO
networks, for the different MIMO setups, in an interference-limited scenario for M =
4, 16-QAM modulation scheme.

� The performances of MIMO schemes differ according to their relative mo and

mi values. In other words, MIMO configurations with equal mo
mi

ratio have ap-
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Figure 6.5: Unified Outage performance versus the ratio mo
mi

for an arbitrary MIMO

setup, for θ = 0, 5, 10 dB at P
No = 90dB.

proximately equivalent per-stream performance as shown in Fig. 6.7. Moreover,

such equivalence in performance can be further verified by the numerical results

of [37] where similar ASEP performance among different MIMO schemes having

the same fading parameters has been reported.

� Multiplexing more data streams increases mi and does not affect mo. On the

other hand, diversity increases mo and does not affect mi. In other words, mo

represents the diversity gain and mi represents the number of independently

multiplexed data streams per BS (i.e., multiplexing gain).

Based on the aforementioned insights, we plot the unified MIMO outage probabil-

ity and ASEP performance results in Figs. 6.5 and 6.6, respectively, which show

the outage probability and ASEP performance for a varying ratio of mo
mi

that can
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Figure 6.6: Unified ASEP performance versus the ratio mo
mi

for an arbitrary MIMO

setup, for 4-QAM and 16-QAM at P
No = 90dB.

be used for all considered MIMO schemes. Conversely, Figs. 6.5 and 6.6 present a

unified design methodology for MIMO cellular networks as shown in Fig. 6.8. Such

unified design provides reliable guidelines for network designers and defines the dif-

ferent flavors of the considered MIMO configurations in terms of achievable diversity

and/or multiplexing gains. For instance, for an ASEP or outage probability con-

straint, the corresponding ratio mo
mi

and modulation scheme are determined. Then,

the network designer can determine the MIMO technique depending on the number

of data streams (or number of users) that need to be simultaneously served (i.e.,

determine L or K). Finally, the number of transmit and receive antennas for the

selected MIMO scheme can be determined from Table 6.1.
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Figs. 6.5 and 6.6 clearly show that incrementing the ratio mo
mi

enhances the di-

versity gain whereas decrementing it provides a higher multiplexing gain. That is,

network designers are able to maintain the same per-stream ASEP/outage probability

by appropriately adjusting the operational parameters, namely, Nr, Nt and L (or K

for SDMA). This is done by compensating mi with the adequate mo such that mo
mi

is

kept constant. For instance, consider a network that needs to increase the number of

served users K without compromising the reliability performance of each served user.

According to Table 6.1 and Figs. 6.5 and 6.6, this is achieved by keeping mo
mi

= c,

where c is a constant, which hence costs the network additional dK(c+ 1)− 1e trans-

mit antennas per BS.
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Figure 6.8: Flowchart for MIMO selection in cellular networks

It is worth mentioning that a design based on the ASEP is more tangible as it is

sensitive to the used constellation, as opposed to the outage probability as shown in

Figs. 6.5 and 6.6, and Table 6.2. Also, note that increasing mo for a fixed mo
mi

ratio

can slightly vary the outage probability due to the channel hardening effect as shown

in Fig 6.7. However, such variation is shown to be negligible for mo > 2. In fact, by

direct inspection of eq. (C.1), it is clear that as mo increases, the value of the summa-

tion also increases and therefore, the overall outage performance decreases, since the

increase in mo is interpreted as an enhancement in the desired signal. Nevertheless,

if the improvement in the desired signal, i.e., mo, is compensated by an equivalent in-
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crease in the interfering signals, i.e., mi, the performance eventually saturates and no

better performance can be achieved as long as the ratio mo
mi

is kept constant. Another

noteworthy observation is that the second term in (6.10), which corresponds to the

erfc2(·) term in (6.5), requires threefold nested integrals that involve hypergeometric

functions to evaluate the ASEP. Such integration is computationally complex to eval-

uate and may impose some numerical instability specially for large arguments of mo

and mi. In order to overcome such complexity and numerical instability, we invoke

Jensen’s inequality to the erfc2(·) term in (6.5). Hence, the ASEP function becomes

ASEP (Υ) ≥ w1E
[
erfc

(√
βΥ
)]

+ w2E
[
erfc

(√
βΥ
)]2

, (6.15)

which reduces one integral from the second term of (6.10). Using Jensen’s inequality

yields a stable and accurate approximation compared to (6.10) as shown in Figure

6.6, where the red curves represent the numerically unstable ASEP performance as

arguments grow, while the black curves represent the Jensen’s inequality highly tight

upper bounds.

6.7 Chapter Summary and Conclusions

The developed mathematical model presents twofold analysis unification for MIMO

cellular networks literature. The unified analysis proposes an equivalent SISO-SINR

representation for the per-data stream SINR in MIMO cellular networks. We show

that the proposed unification simplifies the analysis without sacrificing the model

accuracy. To this end, we discuss the diversity-multiplexing tradeoff imposed by

different MIMO schemes. Finally, we propose a unified design methodology to choose

the appropriate diversity, multiplexing gain, and number of antennas to meet a certain

design objective. In the next chapter, we develop an analogous unified model for the

uplink MIMO transmissions.



109

Chapter 7

Unified Performance Analysis for Uplink MIMO networks

7.1 Introduction

The performance of uplink cellular networks has not be sufficienlty addressed in the

literature using Stochastic Geometry analysis. In [83], the outage and ergodic rate

for maximum-ratio-combining (MRC) receiver and optimum combining receiver (OC)

have been investigated. [120] studies the impact of interference aware fractional power

control in SISO uplink heterogeneous cellular networks on the average transmit power,

and interference statistics. In order to complement available work in the literature,

this chapter presents unified outage, rate and error probability analyses for MIMO

uplink cellular networks. Following the downlink transmission analysis concepts pre-

sented in Chapter 6, the proposed mathematical framework abstracts the network

performance into the channel power gain parameters, namely; mo and mi.

7.2 Uplink MIMO System Model

Following the network model depicted in Chapter 3, for the spatial distribution of

BSs and UEs over the two-dimensional network, we extend the transmitter/receiver

characteristics for a multiple-antenna transmission/reception. The UEs are equipped

with Nt colocated antennas. Similarly, BSs operate Nr-antenna receivers. Rayleigh

multi-path fading environment is assumed, where each link between a transmit-

ting antenna and a receiving antenna follows an i.i.d complex Gaussian distribution

CN (0, 1), which is independent from the transmitter and receiver locations as well
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as the other channel gains. Full inversion power control is employed to fully compen-

sate for the path-loss attenuation. An average received signal power ρ is maintained

constant at the test receiver. The transmit power of the ith UE is a random vari-

able Pui . Moreover, UEs have a maximum transmit power constraint of PU , thus,

Pui = min {ρDη
i , PU}, with Di is the distance between an active UE and its serving

BS. Without loss of generality, the distance Di has the Rayleigh distribution

fDi (d) = 2πλB de
−πλB d2

, 0 ≤ d <∞. (7.1)

Consequently, the distance-dependent transmit power is also a random variable with

PDF [47]

fPui (x) =
2πλx

1
b
−1e−πλ(x

ρ
)

1
b

2b

(
1− e−πλ

(
PU
ρ

) 1
b

) , x > 0, (7.2)

and jth moment [47]

EPui
[
P j
ui

]
=

ρj γ

(
jb+ 1, πλ

[
PU
ρ

] 1
b

)
(πλ)jb

(
1− e−πλ

(
PU
ρ

) 1
b

) . (7.3)

As has been shown for the downlink transmission in Chapter 6, due to the different

MIMO setups, various precoding techniques at the transmitter side and/or com-

bining/equalization techniques at the receiver side are adopted. This renders the

equivalent channel gains after being processed, i.e., the SISO-equivalent gains, no

longer exponential. The intended and interfering SISO-equivalent gains distributions

depend on the adopted MIMO scheme and the number of transmit and receive an-

tennas, namely Nt and Nr.
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7.2.1 Uplink MIMO Received Signal Model

Employing full inversion power control in an arbitrary MIMO system setup for Rayleigh

fading environment, the complex baseband received signal taking into account arbi-

trary combining schemes, is expressed as

ỹ = Woy

=

√
ρ

Nt

WoHo s +
∑
ri∈Ψ̃ui

√
Pui
Nt

r
− η

2
i WoHisi + Won, (7.4)

where the intended and interfering channels are modeled by independent and identi-

cally distributed zero-mean complex Gaussian random variables. The intended chan-

nel matrix to the serving BS is denoted by Ho ∈ CNr×Nt , and the interfering channel

matrix from the ith interfering UE to the test BS is denoted by Hi ∈ CNr×Nt . The in-

tended and interfering transmitted symbols are s ∈ CL×1 and si ∈ CL×1, respectively,

where L is the number of multiplexed data streams. Note that L itself is dictated by

the MIMO setting under study.

From the test receiver point of view, and by adopting the Gaussian signaling ap-

proximation, the symbols si are approximated by s̃i ∼ CN (0, IL), where IL is an

identity matrix of size L. On the other hand, the exact symbols in s are taken into

account and are independently drawn from an equiprobable two-dimensional con-

stellations with |sl|2 = 1, l = 1, 2, · · · , L. The matrix Wo ∈ CL×Nr is the combining

matrix at the test receiving BS and it depends on the corresponding realization of Ho,

according to the employed MIMO scheme. Last, n ∈ CNr×1 is the zero-mean additive

white Gaussian noise vector with covariance matrix NoINr , where INr is the identity

matrix of size Nr. The receiving BS employs a per-symbol maximum likelihood (ML)

receiver to decode the received symbols.

It is worth highlighting that considering the case of multi-user MIMO in the uplink

is still an open problem as it will require cooperation among the UEs to perform
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precoding and is thus not studied in this chapter. Further, it does not necessarily

boil down to a single-antenna transmission equivalent representation. However, we

refer to multi-user uplink transmission in this chapter as multiple MRC links. That

is, for K single-antenna UEs uniformly distributed across the cell of study, each UE-

BS link is seen as single-input-multiple-output link with a maximum-ratio-combining

receiver at the BS. Without any loss of generality, we study one UE-BS link out of

the K links.

7.3 Equivalent Uplink SISO-SINR Representation

In this chapter, we mainly focus on orthogonal space time block coding, maximum-

ratio combining, and zero-forcing receivers as the studied uplink scenarios. Therefore,

combining, and equalization techniques that decode multiplexed symbols from diverse

streams, are of interest in the sequel. The received signal model after applying the

combining matrix is given by

ỹl =

√
ρ

Nt

L∑
k=1

[0 0...go,k...0 0]︷ ︸︸ ︷
w̄T
o,lHo sk︸ ︷︷ ︸

go,lsl

+
∑
ri∈Ψ̃ui

√
Puir

−η
i

Nt

L∑
k=1

a
(i)
l,k︷ ︸︸ ︷

w̄T
o,lHisi,k︸ ︷︷ ︸

Ii

+ w̄T
o,ln, (7.5)

where w̄o,l is the lth column of matrix WT
o , a

(i)
l,k, ∀k are the complex random coefficients

combining the interfering symbols from the antennas of the ith interfering UE. The

coefficients a
(i)
l,k are therefore functions of realizations of the channel matrices Ho and

Hi.

It is clear that from (7.5), similar to the downlink transmission, that the product

WoHo will also result in an identity matrix with possibly different values on the

diagonal, according to the stream being decoded. We use go,l to denote the lth stream.

Note that |go,l|2, ∀l ∈ {1, · · · , L} are i.i.d Gamma random variables.

By adopting the Gaussian signaling approach for the interfering symbols, (7.5) is
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approximated by

yl ≈
√

ρ

Nt

go,lsl +
∑
ri∈Ψ̃ui

√
Pui
Nt

r
− η

2
i

L∑
k=1

a
(i)
l,ks̃i,k︸ ︷︷ ︸

Ii

+ w̄T
o,ln. (7.6)

Following Proposition 6.1 in Chapter 6, the uplink SISO-equivalent SINR is expressed

as

Υ =

ρ
Nt
g̃o∑

ri∈Ψ̃ui

Pui
Nt
r−ηi g̃i +No

, (7.7)

where g̃o and g̃i represent the abstraction of the MIMO setting effect, i.e., combining

matrices. Further, g̃o and g̃i are i.i.d Gamma random variables with shape parameters

mo and mi, respectively.

7.4 A Unified Uplink Performance Analysis

Building on the notion of the uplink equivalent SISO-SINR, and exploiting the claimed

Gamma distributions of g̃o and g̃i in (8.7), we next focus on the unified Laplace

Transform of the PDF of the aggregate interference, LIU (z) = exp {−zIU}, given in

the following lemma.

Lemma 7.1. In an uplink two-dimensional cellular network, with the intensity of

the Poisson distributed interfering UEs is λ = pλB, employing full channel inversion

power control, under a multiple-antenna transmission scheme, that is abstracted via

the equivalent SISO-SINR from (8.7), a UE transmits a vector of length L per channel

use (pcu) of complex Gaussian symbols s̃i ∼ CN (0, IL). Accordingly, the LT of the

aggregate interference power at a test receiving BS is given by

LIU (z) = exp

{
−ν (ρ, λ)

[(
2F1

(
−1

b
,mi; 1− 1

b
;−zρ

)
− 1

)]}
, (7.8)
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where 2F1(·, ·; ·; ·) is the Gauss hypergeometric function [112] and

ν (ρ, λ) =

γ

(
2, πλ

[
PU
ρ

] 1
b

)
1− e−πλ

(
PU
ρ

) 1
b

. (7.9)

Proof. Starting from the definition of the LT, we have

LIU (z)=E

exp

−z ∑
ri∈Ψ̃ui

Puir
−η
i g̃i




(a)
≈ exp

{
−2πλ

∫ ∞
t

E
[
1− e−zPuix−η g̃

]
xdx

}
(b)
= exp

{
−2πλ

∫ ∞
t

[
1− 1

(1 + zPuix
−η)mi

]
xdx

}
,

(c)
= exp

{
−ν (ρ, λ)

∫ 1

0

[
1− 1

(1 + zx̄)mi

]
1

x̄
2
η

+1
dx̄

}
, (7.10)

where (a) follows from the probability generating functional (PGFL) [17] of an ap-

proximate homogeneous PPP that is constituted by interfering UEs whose average

received power at the test BS is less than ρ, i.e., t =
(
Pui
ρ

) 1
η
, (b) follows from the

LT of the gamma distributed channel gains with shape parameter mi and unity scale

parameter, and (c) is obtained from the moment of the transmit power Pui given in

(7.3), and by employing a simple change of variables x̄ = Puix
−η. By solving the inte-

gral in (c), we directly obtain the final expression for the uplink aggregate interference

LT in (6.8).

The uplink MIMO KPIs expressions for cellular networks employing M -QAM

modulation scheme and full channel inversion power control are represented in the

following theorem.

Theorem 7.1. Unified Analysis: For an uplink MIMO cellular network with an equiv-

alent SISO-SINR model represented by (8.7) under an equiprobable unit-power square

quadrature amplitude modulation (M-QAM) scheme, and by approximating the point
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process of the interfering UEs by a homogeneous PPP with intensity λ = pλB, then

the ASEP for an arbitrary symbol is approximated by

ASEPUL ≈ w1

[
1−

Γ
(
mo + 1

2

)
Γ (mo)

2

π

∫ ∞
0

1√
z
e
−z
(

1+moNo
βρ

)
1 F1

(
1−mo;

3

2
; z

)
· LIU

(
moz

βρ

)
dz

]

+ w2

[
1− 4mo

π

∫ ∞
0

e
−z
(
moNo
βρ

) ∫ π
4

0
1F1

(
mo + 1; 2;

−z
sin2ϑ

)
1

sin2ϑ
· LIU

(
moz

βρ

)
dϑdz

]
,

(7.11)

with 1F1(·; ·; ·) defined as the Kummer confluent hypergeometric function [112].

We write the probability that the SIR for an arbitrary symbol goes below a prede-

fined threshold θ as

OUL (θ) ≈ 1−
mo−1∑
j=0

(−1)j

j!

dj

dzj

(
θ

ρ

)j
LIU (z)

∣∣∣∣∣
z= θ

ρ

, (7.12)

whereas the ergodic capacity for an arbitrary data stream is expressed as

RUL ≈
∫ ∞

0

LIU
(
z

ρ

)(
1− (1 + z)−mo

z

)
dz. (7.13)

Proof. We build on the AWGN and the Gaussian interference ASEP expressions,

given as

ASEP (Υ) = w1E
[
erfc

(√
βΥ
)]

+ w2E
[
erfc2

(√
βΥ
)]
, (7.14)

with w1 = 2
√
M−1√
M

, w2 = −
(√

M−1√
M

)2

, and β = 3
2(M−1)

are the constellation-dependent

determinstic values. For the complementary metrics to fully quantify the network

performance, we follow the outline of the outage and ergodic rate proofs in Appendix

C.1, noting that we no longer average over the intended link distance ro, due to the
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full power control compensation.

Unlike the downlink transmission, where the outage and ergodic rate expressions

are exact, the uplink outage and ergodic rate are both approximations due to the

PPP assumption of the interfering UEs. Exploiting the proposed unified model, the

characterization of the different MIMO setups for the uplink is the similar to the

downlink scenario, summarized in Table 7.1.

MIMO Setup L mo mi Accuracy

MRC 1 Nr 1 Exact
OSTBC Ns NsNr Ns Exact
ZF-Rx Nt Nr −Nt + 1 Nt Exact

Table 7.1: SISO-equivalent gamma distribution parameters for various uplink MIMO
settings.

7.5 Characterizing Uplink MIMO Configurations

7.5.1 Maximum-Ratio-Combining (MRC) receivers

Maximum-ratio-combiners (receive diversity) are considered the optimum linear com-

biners for mutliple-antenna transmissions under Gaussian interference channels in

presence of independent fading channels across antenna elements [121–123]. The

MRC vector at the intended BS, dropping the lth stream index for notational conve-

nience, w̄T
o = hHo , optimally combines the Nr replicas of the received signal at the

test BS. Therefore, the received signal is written as

ỹ = w̄T
o y

=

√
ρ

Nt

w̄T
o ho s +

∑
ri∈Ψ̃ui

√
Pui
Nt

r
− η

2
i w̄T

o hisi + w̄T
o n, (7.15)
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where ho and hi are Nr × 1 complex Gaussian vectors with i.i.d entries. Similar to

the SIMO downlink transmission, the abstract fading parameters are mo = Nr, i.e.,

the diversity gain, and mi = 1, i.e., the number of multiplexed streams.

7.5.2 Orthogonal Space-Time Block Coding (OSTBC)

Exploiting space-time constellations in an uplink multiple-antenna transmission for

diversity and mulitplexing gains, the combining matrix Wo =
HH

eff

‖Ho‖F
, where Heff is

the effective channel impulse response that corresponds to the constructed orthogonal

space-time code (cf. Chapter 6). Finally, similar to the downlink OSTBC transmis-

sion, we have mo = Ns ×Nr and mi = Nr.

7.5.3 Zero-Forcing beamforming with MLR (ZF-Rx)

Suboptimal zero-forcing receivers are employed to achieve multiplexing gains. Com-

bining matrix Wo is a function of the uplink channel matrix and is given by Wo =(
HH
o Ho

)−1
HH
o . The diversity gain is thus mo = Nr − Nt + 1 and the multiplexing

gain is mi = Nt.

7.6 Numerical and Simulations Results

In order to provide a fair comparison, we compare the uplink MIMO transmissions

employing maximum ratio combining (MRC), zero-forcing receiver (ZF-Rx), and or-

thogonal space time block coding (OSTBC), for a 2× 2 MIMO system. Note that for

the MRC scheme, Nt = 1. The intensity of BSs is λB = 4BSs/km2, with an activity

factor p = 1. The UEs uniformly distributed across the network is λU = 8UEs/km2.

However, the effective intensity of the interfering UEs is that of the active BSs. The

noise power No = −90 dBm. The average received power ρ varies to provide the

varying average receive SNR ρ
No . The path-loss exponent η = 4. Lines represent

theoretical results, while markers represent Monte Carlo simulations.
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Figure 7.1: ASEP for 4-QAM modulation, for the different MIMO setups using the
same number of antennas Nt = 2 and Nr = 2, at p = 1.

In Figs. 7.1 and 7.2 the performance of average symbol error is verified via Monte

Carlo simulations. Clearly, the best ASEP and outage performance are achieved by

the OSTBC scheme, with mo
mi

= 2, and the least is by the ZF-Rx, with mo
mi

= 1
2
, since

OSTBC provides transmit and receive diversity whereas the ZF-Rx offers multiplexing

diversity. MRC provides receive diversity, with mo
mi

= 2 similar to the OSTBC and

thus has a very close performance. However, the actual values of mo and mi have an

impact on the resulting performance, which is in compliance with the observations

for the downlink transmission from Chapter 6

The analytic unified uplink MIMO outage probability and ASEP performance

results are presented in Figs. 7.3 and 7.4, respecitvely. Obviously, by exploiting

Figs. 7.3 and 7.4, we can have a complete network design model for different ρ and/or
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Figure 7.2: ASEP for 16-QAM modulation, for the different MIMO setups using the
same number of antennas Nt = 2 and Nr = 2, at p = 1.

θ values. The same network design methodology from Chapter 6 holds for the uplink

transmission.

7.7 Chapter Summary and Conclusions

Performance trends of uplink MIMO transmissions are studied in this chapter. Moti-

vated by the unified framework developed in Chapter 6 for the downlink transmissions,

this chapter presents a unified paradigm for uplink cellular networks employing full

channel inversion power control. The ASEP, outage probability and ergodic rate have

been analytically formulated via tractable unified mathematical expressions. Orthog-

onal space time block coding, zero-forcing receiver, and maximum ratio combiner

only have been studied since they were shown to be the uplink MIMO setups that
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Figure 7.3: Unified Outage performance versus the ratio mo
mi

for an arbitrary uplink
MIMO setup, for θ = 0, 5, 10 dB at ρ = −70 dBm.

boil down to a single-antenna transmission equivalent. With the aid of the presented

mathematical framework, an uplink design strategy is developed that allows for effi-

cient use of network parameters and resources, e.g., UEs transmit power, number of

antennas, and MIMO setting. In the next chapter, we study the impact of interfer-

ence temporal correlation on retransmissions upon decoding errors performance, in

both downlink and uplink scenarios.
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Chapter 8

Effect of Interference Temporal Correlation

8.1 Introduction

Signals retransmissions are used for incorrectly received data in large-scale cellular

networks to improve the network performance. Erroeneous signals retransmissions in

cellular networks implicitly imply that the randomly chosen test user has encountered

decoding errors due to being in a spatial location with poor signal-to-interference-and-

noise-ratio (SINR) or signal-to-interference-ratio (SIR) condition. Poor SINR and SIR

conditions may imply a poor intended link quality, high interference, or both. Due

to the common set of interfering sources, it is shown that the aggregate interference

in large-scale cellular networks is correlated over the spatial and time domains [124].

That is to say, interference temporal correlation in cellular networks is an inherent net-

work characteristic which degrades the overall performance.Although we assume that

the channel fading independently changes from one time slot to another, the interfer-

ence at a given location is correlated across time for the same network realization due

to the fixed locations of the complete set of BSs and/or UEs. In other words, assuming

a static UE, a subset of the interferers at a given time slot might also be interfering in

subsequent time slots, which introduces temporal interference correlation that needs

to be taken into account. Potential performance gains, specifically time diversity

gains, can be realized through erroneous signals retransmissions in both downlink

and uplink scenarios. Hence, it is crucial to account for the temporal interference

correlation for true assessment of the retransmissions performance [32,125,126].
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This chapter extends the unified mathematical paradigm proposed in Chapters 5

and 6 to account for signal retransmission upon decoding errors, in which the temporal

correlation among the SINRs of the original and retransmitted signals is accounted

for. For the downlink setup, the effect of retransmission upon decoding errors on the

network performance is only studied for cooperating single-antenna BSs [32], which is

different from the case when both BSs and UEs are equipped with multiple antennas

and precoding/combining is applied in the downlink. In this chapter, we shed lights

on the diversity loss due to the temporal correlation among the SINRs of the original

and retransmitted signals in the downlink. For the uplink scenario, power control

strategies play a vital role in the achievable retransmission diversity. Thus, this

chapter investigates the impact of fractional power control schemes on network-wide

coverage probability and quantifies the potential time diversity gains. Full channel

inversion is shown to overcome interference correlation and achieve the optimistic

independent transmissions performance. Furthermore, several design insights are

highlighted for both setups. The uplink system model employed in this study follows

the state of the art stochastic geometry models developed in [47, 83, 127] and all the

mathematical findings herein are verified via Monte Carlo simulations.

8.2 Temporal Correlation in the Downlink

The downlink network performance with retransmission cannot be directly deduced

from Lemma 6.1 and Theorem 6.1 of Chapter 6 due to the temporal interference

correlation. In this chapter, we study temporal correlation between two arbitrary time

slots at the same spatial location. Based on the interference temporal correlation, we

derive the conditional success probability of a retransmission such that an earlier

transmission at the same location was unsuccessful. Note that the presented analysis

captures the pairwise temporal correlation across any two time slots as long as the

spatial location of the test receiver is fixed. This section builds on the same system
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model as that described in Chapter 6, where an Nr×Nt system employing an aribtrary

MIMO setting is considered. Let Ψ̃o be the set of distances between the interferers

to the test receiver, excluding ro, such that Ψ̃o = {ri},∀i. We assume that p is the

independent BSs activity factor in an arbitrary time slot. We study a snapshot of

two arbitrary time slots over which a signal retransmission is required to enhance the

the SIR performance.

To incorporate the effect of retransmission into the analysis, the temporal corre-

lation of the interference should be characterized via the joint LT of the interferences

across different time slots. First, let Ψ̃o
1 ⊂ Ψ̃o and Ψ̃o

2 ⊂ Ψ̃o be the sets of interfering

BSs in the first and second time slots of transmissions, respectively. Exploiting the

independent transmission assumption per time slot, Ψ̃o
1 and Ψ̃o

2 can be decomposed

into the three independent PPPs, that for notational and mathematical convenience

are represented by the sets {Ψ̃o
1 \ Ψ̃o

2}, {Ψ̃o
2 \ Ψ̃o

1}, and {Ψ̃o
2 ∩ Ψ̃o

1}, and have the inten-

sities p(1−p)λB, (1−p)pλB, and p2λB, respectively. The receive SIR at the receiving

UE, at a given time slot j, is written as

Ῡ(j) =
Pr−ηo g̃o∑

ri∈Ψ̃o Pr
−η
i g̃i

. (8.1)

Substituting pλB = λ, the joint LT of the two random variables I(1)
D , and I(2)

D is given

by the following lemma.

Lemma 8.1. Consider a cellular network with MIMO transmission scheme that can

be represented via the equivalent SISO-SINR in (8.1) and BSs are modeled via a PPP

with intensity λB and activity factor p, the joint LT of the interferences at a given

location at two different time slots, denoted by I(1)
D and I(2)

D , such that the interfering
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BSs may use different MIMO scheme across time, is given by

L
I(1)
D ,I(2)

D

∣∣ro (z1, z2) = exp

{
−πλr2

o

[
p

(
F1

(
−2

η
;mi,1,mi,2; 1− 2

η
;−z1r

−η
o ,−z2r

−η
o

)
+ 1

)
+(1− p)

(
2F1

(
−1

b
,mi,2; 1− 1

b
;−zPr−ηo

)
+ 2F1

(
−1

b
,mi,1; 1− 1

b
;−zPr−ηo

))
− 2

]}
,

(8.2)

where mi,1 and mi,2 are the parameters of the Gamma distributed equivalent channel

gains (given in Table 6.1) corresponding to the employed MIMO scheme at the first

and second time slots, respectively, and F1 (·; ·, ·; ·;u, v) is the Appell Hypergeometric

function, which extends the hypergeometric function to two variables u and v [128].

Proof. The joint LT of I(1)
D and I(2)

D is given by

L
I(1)
D ,I(2)

D

∣∣ro (z1, z2) = E
[
exp

{
−z1I(1)

D − z2I(2)
D

}]
= E

exp

− ∑
ri∈Ψ̃o2∩Ψ̃o1

Pr−ηi

(
z1g̃

(1)
i + z2g̃

(2)
i

)
× exp

−z1

∑
ri∈Ψ̃o1\Ψ̃o2

Pr−ηi g̃
(1)
i − z2

∑
ri∈Ψ̃o2\Ψ̃o1

Pr−ηi g̃
(2)
i




(a)
= exp

{
−2πpλ

∫ ∞
ro

E
g̃

(1)
i ,g̃

(2)
i

[
1− e−Px

−η
(
z1g̃

(1)
i +z2g̃

(2)
i

)]
xdx

}
× exp

{
−2π(1− p)λ

∫ ∞
ro

E
g̃

(1)
i

[
1− e−Px−ηz1g̃

(1)
i

]
xdx

−2π(1− p)λ
∫ ∞
ro

E
g̃

(2)
i

[
1− e−Px−ηz2g̃

(2)
i

]
xdx

}
(b)
= exp

{
−2πλ

∫ ∞
ro

(
p

[
1− 1

(1 + Px−ηz1)mi,1
1

(1 + Px−ηz2)mi,2

]
+(1− p)

[
1− 1

(1 + Px−ηz1)mi,1

]
+ (1− p)

[
1− 1

(1 + Px−ηz2)mi,2

])
xdx

}
,

(8.3)

where (a) is obtained from the PGFL and exploiting the independence between the
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PPPs represented by the sets {Ψ̃o
1\Ψ̃o

2}, {Ψ̃o
2\Ψ̃o

1}, and {Ψ̃o
2∩Ψ̃o

1} [17], and (b) follows

from the LT of the two independent gamma distributed random variables g̃
(1)
i and

g̃
(2)
i . Solving the integral completes the proof.

8.2.1 Downlink Coverage Probability Analysis

The average coverage probability (defined as 1 − O (θ)) with retransmissions and

independent signal decoding is given by

PDL
cov (θ) = P

(
Ῡ(1) > θ

)
+ P

(
Ῡ(2) > θ

)
− P

(
Ῡ(1) > θ, Ῡ(2) > θ

)
, (8.4)

where Ῡ(1) and Ῡ(2) are the SIRs at the first and second transmissions. Using the

joint LT in Lemma 8.1, the average coverage probability with retransmission in MIMO

cellular network is given by the following theorem.

Theorem 8.1. Consider a cellular network with MIMO transmission scheme that

can be represented via the equivalent SISO-SINR in (8.1) and BSs modeled via a PPP

with intensity λB, the SIR coverage probability for a generic UE with retransmission

such that the serving BS and interfering BSs may use different MIMO schemes across

time, is given by

PDL
cov (θ) =

∫ ∞
0

2πλB xe
−πλBx2

[
−

mo,1−1∑
j1=0

mo,2−1∑
j2=0

(−1)j1+j2

j1!j2!
θ̄j1+j2

∂(j1+j2)

∂zj11 ∂z
j2
2

LI(1),I(2)|x (z1, z2)

∣∣∣∣
z1=z2=θ̄

+

mo,1−1∑
j1=0

(−1)j1

j1!
θ̄j1

∂j1

∂zj11

LI(1)|x (z1)

∣∣∣∣
z1=θ̄

+

mo,2−1∑
j2=0

(−1)j2

j2!
θ̄j2

∂j2

∂zj22

LI(2)|x (z2)

∣∣∣∣
z2=θ̄

]
dx,

(8.5)

where θ̄ = θxη

P
.

Proof. See Appendix D.1.
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8.2.2 Numerical and Simulation Results

In this section, we verify the validity and accuracy of the proposed unified model for

the downlink setup, incorporating the effect of temporal correlation of interference.

The BSs transmit powers (P ) vary while No is kept constant to vary the transmit

SNR, the path-loss exponent η = 4, the noise powerNo = −90 dBm, the BSs intensity

λB = 10 BSs/km2, λu = 20 users/km2. Lines represent theoretical findings, while

markers represent Monte Carlo simulations.

Fig. 8.1 validates Theorem 8.1 for the outage before and after retransmission

against Monte Carlo simulations. The figure shows the time diversity loss due to

interference temporal correlation when compared to the independent interference sce-

nario. The figure also shows that assuming independent interference across time is

too optimistic, since those UEs requiring retransmissions are then biased to ones

where there are interferers nearby due to interference temporal correlation. Never-

theless, it is possible for the network operators to exploit more diversity in the second

transmission to compensate for the expected degraded retransmission performance.

Fig. 8.2, shows the effect of incremental diversity in the second transmission on the

outage performance for mo = 2 and mi = 2. The figure shows that adjusting the

MIMO configuration such that mo = 5 in the second transmission compensates for

the temporal correlation effect and achieves the same performance as independent

transmission (e.g., up to 3 dB SIR improvement can be achieved).

8.3 Temporal Correlation in the Uplink

Next, the retransmission performance in uplink cellular networks is investigated. UEs

transmit powers define the aggressiveness of the aggregate network interference power,

and consequently, impact the effectiveness of signals retransmissions. To this end,

power control strategies are being adopted for the effective use of the UEs transmit

power as a valuable and limited resource, as well as limiting the interference power.
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Figure 8.1: The effect of interference correlation for different mo and mi.

Specifically, a UE is able to partially compensate for the path-loss attenuation via

a fractional power control (FPC) [129, 130] scheme that depends on the distance

between the transmitting UE and its intended Base Station (BS) [83,120,127,131]. In

the context of cellular networks, the effect of interference correlation is mainly studied

for downlink transmission [24, 32, 125, 126]. The effect of temporal SIR correlation

in uplink transmission is never addressed. In this section, we study the impact of

FPC on interference temporal correlation in uplink cellular networks. We propose a

network design methodology based on the power-ramping scheme, for an enhanced

performance by adjusting the fractional compensation of the path-loss attenuation

during the retransmission slot.
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Figure 8.2: Incremental diversity for the same inter-cell interference.

8.3.1 System Model

We study a single-tier single-input-single-output (SISO) uplink cellular network and

follow the same network model in Chapter 3 with some modifications, where BSs and

UEs locations are modeled by two independent homogeneous PPPs, denoted by ψB

and ψu with intensities λB and λU , respectively. Although the locations of interfering

UEs are correlated, they are identically distributed. However, for tractability, we

ignore such dependence and consider the distances between an active UE and its

serving BS, denoted as Di, to be i.i.d Rayleigh distributed random variable. Let

ri be the distance from the interfering UE to the test BS. We follow the system

model in [127] to impose the interference protection region analogous to the downlink

scenario. Therefore, since ri ≥ Di, the PDF of Di conditioned on ri is a truncated
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Figure 8.3: Variation of the average received power for the different ε values together
with the CDF of the serving distance against the serving distance ro.

Rayleigh distribution [127], where,

fDi|ri (d|ri) =
2πλBde

−πλBd2

1− e−πλBr2 , 0 ≤ d ≤ ri. (8.6)

Further, interferers observed by the intended BS outisde a disc of radius r from this

BS, constitute a non-homogeneous PPP with intensity λB

(
1− e−πλBr2

)
. The point

process of the actively serving BSs after independent thinning is also a PPP but with

intensity λ = pλB

(
1− e−πλBr2

)
[17], where p is the independent activity probability

for each BS in ΨB. Note that, due to the no intra-cell interference assumption, the

interfering UEs do not constitute a PPP. However, following [47,110], we approximate

the set of interfering UEs by a PPP ψ̃u whose effective intensity is that of the active

BSs, i.e., λ. Let the set Ψ̃u contain the distances between the interferering UEs to

the test BS, ri.
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Power-law path-loss attenuation is assumed, such that the signal power attenuates

at the rate d−η with the distance d, where η > 2 is the path-loss exponent. A Rayleigh

fading environment is considered in which the channel power gains are exponentially

distributed with unit mean. Channel gains are independent from each other as well

as from the spatial locations of the UEs and BSs. UEs have single antennas and

maximum transmit powers of PU . In addition, UEs employ FPC with parameter

ε ∈ [0, 1] to partially compensate for the path-loss attenuation [83, 127], in which

ε = 0 and ε = 1 correspond, respectively, to the constant transmit power and full

channel inversion. At full channel inversion, every UE intends to maintain an average

received power of ρ at its serving BS [47]. However, fractional channel inversion may

be adopted to mitigate prominent interference induced by UEs located far-away from

their serving BSs at the expense of maintaining lower average received powers at

their serving BSs. Overall, the transmit power of a typical UE to its intended BS at

distance d is P = min {ρdηε, PU}, which accounts for full inversion, partial inversion,

and the maximum transmit power constraint of the UEs. Fig. 8.3 demonstrates the

effect of the FPC and the compensation factor on the average received power at the

test receiver as well the percentages of UEs that employ a certain FPC scheme based

on their distance from their intended BS.

8.3.2 Uplink Coverage Probability Analysis for Retransmis-

sions

Despite that the BSs and UEs constitute independent PPPs, the mutually interfering

UEs do not form a PPP because uplink scheduling enforces only one UE per resource

block at each Voronoi cell. Furthermore, the association link distances in adjacent

cells are correlated because of the correlated sizes of adjacent Voronoi cells. For

tractability, we approximate the interfering UEs with a PPP with independent link

distances. This approximation is also used in [47, 83, 127] and is verified herein via
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Monte Carlo simulations.

Without loss of generality, we conduct the analysis on a test BS located at an

arbitrary origin. Let Ψ̃ ⊂ Ψ̃u be the set of actively interfering UEs and Di be the

ith association link distance (i.e., the distance between the ith interfering UE and the

ith BS). The set of UEs that can fulfill the FPC is denoted as Ψ̃PC = {ri ∈ Ψ̃ :

Di <
ηεi

√
Pm/ρ}, and hence, the set of UEs that transmit at their peak power is

Ψ̃NI = Ψ̃ \ Ψ̃PC . Consequently, the SIR at the jth time slot at the test BS is given by

Ῡ(j) =
Po r

−η
o g̃

(j)
o∑

ri∈Ψ̃
(j)
PC

ρDηεi
i g̃

(j)
i r−ηi

︸ ︷︷ ︸
,I(j)

PC

+
∑

ri∈Ψ̃
(j)
NI

PU g̃
(j)
i r−ηi

︸ ︷︷ ︸
,I(j)

NI

, (8.7)
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Figure 8.5: Coverage probability for ε = 0.5.

where a superscript of (·) denotes the time slot and is only associated to parameters

that change with time when conditioned on the network geometry, Po = min
{
ρrηε

(j)

o , PU

}
is the test UE’s transmit power, ro is the intended link distance, ε(j) is the power con-

trol parameter for the test UE at time slot j, εi is the power control parameter of

the ith UE which is considered fixed across time, g̃
(j)
o and g̃

(j)
i at the intended and

interfering channel gains at time slot j, respectively.

Let C(j)
◦ be the probability that the test UE can satisfy the FPC at the jth time slot.

Then, the probability of FPC is fulfilled for the test UE is C(j)
◦ = P

(
ρrηε

(j)

o ≤ PU

)
=

1 − e
−πλB

(
PU
ρ

) 2

ηε(j)

. Note that, the test UE may change the FPC parameter upon

transmission failure to improve the retransmission performance. On the other hand,

the FPC parameter of the interfering UEs is considered fixed for simplicity. Hence, we

drop the time index in the probability of FPC fulfillment for the interfering UEs, which
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is given by Ci = P (ρDηεi
i ≤ PU) = 1−e−πλB

(
PU
ρ

) 2
ηεi

. Let p be the independent activity

probability for each BS in ΨB, with 0 ≤ p ≤ 1. Then, active BSs constitute a PPP,

with intensity λ = pλB

(
1− e−πλBr2

)
[127]. Exploiting the PPP with independent

distance distributions approximation, the PPPs represented by the sets Ψ̃
(j)
PC and Ψ̃

(j)
NI ,

are independent with intensities Ciλ and (1− Ci)λ, respectively. This is because

Ψ̃
(j)
PC ∪ Ψ̃

(j)
NI = Ψ̃ and Ψ̃

(j)
PC ∩ Ψ̃

(j)
NI = φ, in which the total intensity is λ due to the one

active UE per resource block per Voronoi cell.

To study the joint transmission and retransmission performance, we consider a

snapshot of two arbitrary time slots over which the UE of interest is static and thus

is associated to the same BS. Let I(j) , I(j)
PC +I(j)

NI be the total aggregate interference

at time slot j. We define the Laplace transforms (LTs) of the marginal and joint

PDF of the aggregate interference as L(j)
I (z) , E{exp(−zI(j))} and L(1,2)

I (z1, z2) ,
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E{exp(−z1I(1) − z2I(2))}, respectively. Both LTs are characterized via the following

lemmas.

Lemma 8.2. The LT of the aggregate interference induced by UEs transmitting at

their peak powers (i.e., non-inverting UEs), is given by

LNI
I(j)(z) = E

[
e
−z
∑
ri∈Ψ̃

(j)
NI

PUgir
−η
i

]
= exp

{
−2πpλBe

−πλB
(
PU
ρ

) 2
ηεi

×
∫ ∞

0

(1− e−πλBx2

)

(
1− 1

1 + zPUx−η

)
xdx

}
. (8.8)

The LT of the aggregate interference resulting from UEs which can apply FPC, is

given by

LPC
I(j)(z) = E

[
e
−z
∑
ri∈Ψ̃

(j)
PC

ρD
ηεi
i g

(j)
i r−ηi

]
= exp

{
−2πpλB

(
1− e−πλB

(
PU
ρ

) 2
ηεi

)∫ ∞
0

∫ x

di=0

2πλBdie
−πλBd2

(
1− 1

1 + zρDηεi
i x−η

)
x ddi dx

}
.

(8.9)

Finding the joint LT L(1,2)
I (z1, z2) across time is a major contribution of this

paper. We focus on the worst case of maximally correlated interference scenario, i.e.,

p = 1. The partially correlated scenario p < 1 can be easily obtained by following

similar steps but considering the three disjoint sets of interfering UEs {Ψ̃(j) \ Ψ̃(k)},

{Ψ̃(k) \ Ψ̃(j)}, and {Ψ̃(j)∩ Ψ̃(k)} with intensities (1−p)λ, (1−p)λ, and pλ, respectively

[32,125]. The joint LT is hence given by the following lemma for p = 1.

Lemma 8.3. Consider a power-ramping scheme, i.e., ε1 < ε2, in an uplink cellular

network with FPC. Then, the joint LT of maximally correlated interference powers

I(1)
U and I(2)

U , i.e., p=1, is given by
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L(1,2)
IU (z1, z2) = E

[
e
−
∑

Ψ̃
(j)
NI

(
z1PUr

−η
i g̃

(1)
i +z2PUr

−η
i g̃

(2)
i

)
× e

−
∑

Ψ̃
(j)
PC

(
z1ρD

ηεi
i r−ηi g̃

(1)
i +z2ρD

ηεi
i r−ηi g̃

(2)
i

)]

= exp

{
− 2π

∫ ∞
0

λ (1− Ci)
[
1− 1

1 + z1PUx−η
1

1 + z2PUx−η

]
xdx

}
× exp

{
− 2π

∫ ∞
0

∫ x

0

λCi ·
2πλBdie

−πλBd2

1− e−πλBx2

[
1− 1

1 + z1ρd
ηεi
i x−η

1

1 + z2ρd
ηεi
i x−η

]
x ddi dx

}
.

(8.10)

Proof. Due to the independence of Ψ
(j)
NI and Ψ

(j)
PC, and by averaging over the PDF [127],

fDi|ri (d|ri) =
2πλBde

−πλBd2

1− e−πλBr2 , 0 ≤ d ≤ ri (8.11)

equation (8.10) is obtained.

Exploiting lemmas 8.2 and 8.3, we derive the average coverage probability in the

next theorem.

Theorem 8.2. The coverage probability for a single transmission at an arbitrary time

instant j, for predefined SIR threshold θ, is given as

P(j)
c (θ) = E

[
P
(
Ῡ(j) > θ

)]
=

∫ (
PU
ρ

) 1

ηε(j)

0

2πλro e
−πλr2

o L(j)
I

(
θr

η(1−ε(j))
o

ρ

)
+

∫ ∞
(
PU
ρ

) 1

ηε(j)
2πλro e

−πλr2
o L(j)
I

(
θrηo
PU

)
dro.

(8.12)

Further, the average coverage probability upon signal retransmission, given by

PUL
cov (θ) =

2∑
j=1

P
(
Ῡ(j) > θ

)
− P

(
Ῡ(1) > θ, Ῡ(2) > θ

)
. (8.13)
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where the marginal coverage probabilities are expressed in (8.12) and the joint coverage

probability is given by

P
(
Ῡ(1) > θ, Ῡ(2) > θ

)
≈
∫ T2

0

2πλBro e
−πλBr2

o

∑
z2∈Z2

L(1,2)
I (z1, z2)

∣∣∣∣
z1=

θr
η(1−ε(1))
o

ρ

dro

+

∫ ∞
T1

2πλBro e
−πλBr2

o L(1,2)
I (z1, z2)

∣∣∣∣
z1=z2= θ

PUr
−η
o

dro, (8.14)

with T1 =
(
PU
ρ

) 1

ηε(1)

, T2 =
(
PU
ρ

) 1

ηε(2)

, and Z2 =

{
θr
η(1−ε(2))
o

ρ
, θr

η
o

PU

}
.

Proof. Eq. (8.12) follows from the complementary cumulative distribution function

(CCDF) of the exponential random variable g̃
(j)
o , and by averaging over the PDF of

ro given as fro (r) = 2πλBre
−πλBr2

, ro > 0. Eq. (8.13) follows from the law of total

probability. Assuming power-ramping (i.e., ε(2) > ε(1)), the joint CCDF of Ῡ(1) and

Ῡ(2) is approximated by

P
(
Ῡ(1) > θ, Ῡ(2) > θ

)
≈ E

[
P

(
g̃(1)
o >

θI(1)

ρr
η(ε(1)−1)
o

, g̃(2)
o >

θI(2)

ρr
η(ε(2)−1)
o

)
C(2)
o

]

+ E

[
P

(
g̃(1)
o >

θI(1)

ρr
η(ε(1)−1)
o

, g̃(2)
o >

θI(2)

PUr
−η
o

)
C̄(2)
o

]

+ E
[
P
(
g̃(1)
o >

θI(1)

PUr
−η
o

, g̃(2)
o >

θI(2)

PUr
−η
o

)
C̄(2)
o

]
, (8.15)

and incorporating the CCDFs of the i.i.d. g̃
(1)
o and g̃

(2)
o , which leads to (8.14).

Finally, the LT of the resulting interference at an arbitrary time instant j, is given as

LI(j)(z) = LNI
I(j)(z)×LPC

I(j)(z). Note that, the case that the intended user transmits at

its peak power in the first time slot and fulfills the FPC in the second slot is neglected

due to the employed power-ramping scheme.
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Figure 8.7: Coverage probability for hybrid compensation factors.

8.4 Non-binding Transmit Power Constraint

The case of non-binding maximum power constraint is of special interest as it is

th typical scenario in dense cellular environments. Following [47], such scenario is

captured by setting PU = ∞. The following lemmas characterize the LT of the

aggregate network interference where all UEs are always capable of inverting their

path-loss effect, in which LNI
I(j) = 1 and C(j)

o = Ci = 1. For notational convenience, we

define the following functions,

H1(z, u, v) =

∫ ∞
0

∫ v

0

2πpλBue
−πλBu2

(
1− 1

1 + zρ uηεiv−η

)
vdudv, (8.16)

and,
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Figure 8.8: Analytic coverage probability versus ε(2) employing power-ramping scheme
at θ = 10 dB.

H2 (z1, z2, u, v) =

∫ ∞
0

∫ v

0

2πpλBue
−πλBu2

[
1− 1

(1 + z1ρ uηεiv−η)

1

1 + (z2ρ uηεiv−η)

]
vdudv.

(8.17)

The Laplace transform of the interference for the non-binding power constraint is

given by the following two lemmas.

Lemma 8.4. Consider an uplink cellular network employing FPC with PU =∞, the

LT of the interference power at an arbitrary time instant j at the intended BS is given

by

LI(j)
U

(z) = E

[
exp

{
−z
∑
ri∈Ψ

ρDηεi
i g̃

(j)
i r−ηi

}]

= exp

{
− 2πpλBH1(z, di, x)

}
. (8.18)
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Figure 8.9: Analytic coverage probability versus ε employing for PU = ∞ at θ =
0, 10 dB.

Proof. Following the steps in Lemma 8.2, such that the special function defined in

(8.16) is exploited, eq. (8.18) is obtained.

Lemma 8.5. For the depicted system model with FPC, the joint LT of the interfer-

ences at a given location at two different time slots, denoted by I(1) and I(2), for an

arbitrary activity factor 0 ≤ p ≤ 1, is computed as

L(1,2)
IU (z1, z2) = exp

{
−2πp2λBH2 (z1, z2, di, x)− 2πp(1− p)λBH1 (z1, di, x)

−2πp(1− p)λBH1 (z2, di, x)} . (8.19)

Proof. Following [125, Lemma 2], we exploit the MGF of g̃
(1)
i and g̃

(2)
i , together with

the PGFL of the PPPs. Finally, we average over the PDF fDi|ri (d|ri), and utilize the

special functions in (8.16) and (8.17), then, (8.19) is obtained.
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The coverage probability for the non-binding scenario is similar to Theorem 8.2,

but using the LTs from Lemmas 8.4 and 8.5.

8.5 Numerical and Simulations Results

We first verify the accuracy of the proposed mathematical model via Monte Carlo

simulations. Unless otherwise stated, the simulations setup is as follows. The maxi-

mum average received power at the receivers ρ = −50 dBm, the path-loss exponent

η = 4, the BSs intensity λB = 4 BSs/km2, λu = 8 users/km2, PU = 1 W, and finally

the activity factor p = 1, which implies maximum interference temporal correlation.

In all figures, theoretical results and Monte Carlo simulations are represented by lines

and markers, respectively.

Fig. 8.9 shows the coverage performance for the single transmission, retrans-

mission with correlated SIRs, and retransmission assuming independent SIRs for

ε(1) = ε(2) = ε with non-binding transmit power constraint (PU = ∞). The figure

manifests the effect of temporal SIR correlation and confirms that assuming indepen-

dent SIRs result in an optimistic performance assessment. Interestingly, the figure

shows that increasing the amount of path-loss compensation mitigates the effect of

temporal correlations, which is due to mitigating the impact of path-loss on the SIR

correlation. The full power inversion shown in Fig. 8.4 almost achieves the inde-

pendent transmission performance, i.e., full diversity, as it completely eliminates the

intended link path-loss. Since the interference is maximally correlated across time,

i.e., p = 1, it is concluded that the path-loss effect is much more prominent for SIR

temporal correlation than the interference.

In light of Fig. 8.4 insights, we advocate adjusting the FPC compensation pa-

rameter during the second time slot as shown in Fig. 8.7. The figure is plotted for

ε(1) = 0.5 in which ε(2) is increased in the retransmission to improve the temporal

diversity gain due to the power-ramping, (i.e., ε(2) > ε(1)). As evident from the figure,
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≈ 90% diversity gain is achieved at θ = 20 dB, by employing full channel inversion in

the retransmission slot. Fig. 8.8 shows that retransmission performance can only be

improved by increasing ε. For instance, for ε(1) = 0, full coverage can be obtained by

adjusting ε(2) = 0.4, while for ε(1) = 0.5, full coverage is achieved by setting ε(2) = 0.8.

Consequently, a lower ε at the first time slot can immensely save the retransmission

power. Fig. 8.9 demonstrates the optimum operational ε in both time slots under

non-binding transmit power constraint.

8.6 Chapter Summary and Conclusions

This chapter proposes an extension for the developed paradigm in Chapters 5 and

6 to study the coverage probability after signal retransmission upon decoding errors

in a MIMO downlink cellular network, and a SISO uplink cellular network. For the

downlink scenario, we shed lights on the diversity loss due to temporal interference

correlation and discuss the diversity-multiplexing tradeoff imposed by MIMO config-

urations. In addition, this chapter studys the effect of fractional power control on

temporal transmission diversity performance for uplink cellular networks. It is shown

that the path-loss has more prominent effect than interference on the SIR correlation

and that completely inverting the path-loss almost achieves full temporal diversity.

A Hybrid fractional power control scheme via increased path-loss compensation is

advocated to improve the retransmission performance. Finally, the proposed model

provides an insightful design methodology to choose the appropriate diversity, multi-

plexing, number of antennas in the downlink, and compensation factor in the uplink,

to meet a certain design objective.
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Chapter 9

Interference Management

9.1 Introduction

In this chapter, we extend the proposed framework in Chapter 5 to study the effect

of different interference management techniques in downlink cellular networks. In the

context of interference management, [132] provides a tractable analysis for succes-

sive interference cancellation (SIC) in downlink OFDM-based heterogeneous cellular

networks. In [30], the authors investigate the improvement in coverage under BSs co-

ordinated multi-point transmission (CoMP) in downlink communication to deal with

the increase in inter-cell interference in heterogeneous networks. Moreover, in [29] the

performance in a location-aware two-tier CoMP scheme is quantified. SINR charac-

terization via its cumulative distribution function (CDF), i.e., outage probability, is

a common factor in the aforementioned literature.

In this work, we take advantage of the proposed unified framework, to quantify

the effect of interference management on the ASEP performance in downlink cellular

systems. Particularly, we take into account the effect of interference management

techniques, namely; frequency reuse and BS coordination, on the ASEP performance.

9.2 System Model

We consider the single-tier downlink cellular network depicted in Chapter 3. In

addition, signals experience unit mean (i.i.d.) Nakagmai-m channel power gains,

where m is assumed to be an integer. Therefore, the analysis is valid for various
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fading environments, as Nakagami-m can approximate several fading models.

For the purpose of interference management, BSs coordination and frequency

reuse are considered. Note that traditional hexagonal grid tailored frequency reuse

schemes cannot be employed due to the random network structure. Instead, the avail-

able spectrum is divided into ∆ sub-bands and each BS selects one of the sub-bands

for transmission. Fractional frequency reuse (FFR) is the most commonly studied in-

terference management technique in the literature, since it achieves balance between

the cell-edge users performance and cell-center users performance [87, 133, 134]. For

mathematical convenience, we analyze two sub-band selection schemes, namely, sim-

ple random frequency reuse [14,87] and coordinated frequency reuse schemes. In the

random frequency reuse scheme, each BS selects one of the ∆ sub-bands with equal

probability ∆−1. On the other hand, the coordinated frequency reuse scheme neces-

sitates that the BSs coordinate together such that the ∆-closest neighboring BS use

different frequencies1. Furthermore, it is assumed that the test receiver has perfect

intended link CSI and is unaware of the inter-cell interference.

9.3 Impact of Interference Management on ASEP perfor-

mance

In this section, we study the ASEP performance under inter-cell interference man-

agement. As mentioned before, we consider two main frequency reuse schemes with

∆ sub-bands. In the first, denoted as coordinated frequency reuse scheme, each BS

chooses a sub-band not used by its (∆−1) neighboring BSs. In the second, denoted as

random frequency reuse scheme, each BS randomly and independently chooses one of

the sub-bands with probability 1
∆

. For the sake of comparison, we study BS coordina-

tion without frequency reuse, in which the test BS avoids or cancels the interference

from the (∆− 1) neighboring BSs only.

1The ∆-closest BSs are with respect to the UE not the BS.
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9.3.1 Random Frequency Reuse

The random frequency reuse scheme is easy to incorporate into the analysis due to

the independent and random selection of the frequency sub-band. As shown in [14],

in the random frequency reuse scheme, interfering BSs constitute a PPP thinned by

the factor ∆−1. As a consequence, the LT of the residual downlink interference under

random frequency reuse, denoted as ÎD is given as

LRFR
ÎD|ro

(z) = exp

{
−π λ

∆
r2
o

[(
2F1

(
−2

η
,mi; 1− 2

η
;−zΩiPr

−η
o

)
− 1

)]}
, (9.1)

where 2F1(·, ·; ·; ·) is the Gauss hypergeometric function [112]. Note that, this is

similar to (5.7), but with intensity λ
∆

.

9.3.2 Coordinated Frequency Reuse

On the other hand, the analysis of the coordinated frequency reuse scheme is more

involved for two reasons. The first is that the sub-band selection scheme introduces

correlations, in the form of repulsion, between the set of BSs using the same frequency.

Hence, the interfering BSs (excluding the origin) do not constitute a PPP. Secondly,

we have to find the joint distribution between the distance to the serving BS and

the distance to the ∆th − 1 neighbor to estimate the interference protection imposed

by the BS coordination. Let the distance between the test UE to its nth neighbor

interfering BS be denoted as ‖xn‖. The conditional and joint distributions between

the distance to the serving BS ro and the distance to the nth neighboring BS are given

by the following lemma.

Lemma 9.1. The conditional PDF of the distance between a user, located ro meters

away from its serving BS, to the nth neighbor interfering BS is given by

f
‖xn‖
∣∣ro (xn|ro) =

2(πλ)nxn(x2
n − r2

o)
n−1e−πλ(x2

n−r2
o)

Γ(n)
, (9.2)



146

where ro < xn <∞. The joint PDF of ‖xn‖ and ro is given as

f‖xn‖,ro(xn, r) =
4(πλ)n+1rxn(x2

n − r2
o)
n−1e−πλx2

n

Γ(n)
, (9.3)

where r < xn <∞, where 0 ≤ r ≤ ∞.

Proof. See Appendix E.1.

For the sake of simple presentation, we focus on the special case of η = 4 and

Rayleigh fading with m = mo = 1 in the rest of the chapter. For analytical

tractability, we approximate the set of interfering BSs, in the coordinated frequency

reuse scheme, with a PPP with intensity λ
∆

. It is well known that approximating

a point process with repulsion with an equi-dense PPP gives an accurate estimate

for the interference if the exclusion distance around the test receiver is well esti-

mated [13, 46, 47, 135, 136]. Exploiting the equi-dense PPP approximation and the

interference exclusion distance estimated in Lemma 9.1, the LT of the downlink ag-

gregate interference ÎD in the case of coordinated frequency reuse scheme is given by

the following lemma.

Lemma 9.2. Let D∆ be the set of dominant interferers up to the nearest ∆th − 1

interferer. Thus, conditioned on ro, the LT of ÎD under coordinated frequency reuse

is given by

LCFR

ÎD
∣∣ro(z) =

∫ ∞
ro

2(πλ)∆−1xn(x2
n − r2

o)
∆−2e−πλ(x2

n−r2
o)

Γ(∆− 1)

× exp

{
−π λ

∆
x2
n

[
2F1

(
−2

η
,mi; 1− 2

η
;
−zPΩi

xηn

)
− 1

]}
dxn

η=4,mi=1,Ωi=1
=

∫ ∞
ro

2(πλ)∆−1xn(x2
n − r2

o)
∆−2e−πλ(x2

n−r2
o)

Γ(∆− 1)
exp

{
−π λ

∆
r2
o

√
zP arctan

(√
zP

x2
n

)}
dxn

(9.4)

Proof. See Appendix E.2.
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The ASEP under interference management is consequently expressed as

ASEPIM
DL ≈ w1

[
1−

Γ
(
mo + 1

2

)
Γ (mo)

2

π

∫ ∞
0

∫ ∞
0

2πλre−πλr
2 1√

z
e
−z

(
1+moNorη

ΩoβP

)
1F1

(
1−mo;

3

2
; z

)
· LÎD|r

(
mozr

η

ΩoβP

)
drdz

]

+ w2

[
1− 4mo

π

∫ ∞
0

∫ ∞
0

2πλre−πλr
2

e
−z

(
moNorη

ΩoβP

) ∫ π
4

0
1F1

(
mo + 1; 2;

−z
sin2ϑ

)
1

sin2ϑ
· LÎD|r

(
mozr

η

ΩoβP

)
dϑdrdz

]
,

(9.5)

where LÎD|r(z) is replaced with LCFR

ÎD
∣∣ro or LRFR

ÎD
∣∣ro according to the employed interfer-

ence management technique.

As shown in (9.5), the interference protection imposed by the coordinated fre-

quency reuse scheme highly complicates the ASEP expression. Nevertheless, the

integrals in (9.5) can be numerically evaluated by Matlab and the results can be

used to draw design insights. For the BS coordination only (i.e., without frequency

reuse), the exact ASEP is similar to the expression given in (9.5) without the intensity

thinning factor ∆−1 in the first term in the exponent of (9.4).

9.4 Simulation Results

In this section, we verify the proposed analysis, for the depicted downlink scenario,

via Monte Carlo simulations and against the EiD approach, which is denoted as

“Exact” in the figures. We vary the BS transmit powers P , while keepingNo constant.

Unless otherwise stated, the path-loss exponent η = 4, the noise power No = −90

dBm, the users intensity λu = 30 UEs/km2, the BSs intensity λ = 10 BSs/km2,

Rayleigh fading is assumed with unity mean channel (power) gain. The desired and

interfering symbols are modulated using square quadrature amplitude modulation

(QAM) scheme, with a constellation size M ∈ {4, 16}. For illustration purposes,

we consider the intended and the interfering signals to be modulated via the same

modulation scheme.

Figs. 9.1 and 9.2 quantify the performance of the ASEP under coordinated fre-
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Figure 9.1: The effect of coordinated frequency reuse on the average symbol error
probability in the downlink scenario for 4-QAM modulated signals.

quency reuse for different values of ∆, for 4-QAM and 16-QAM modulated signals,

respectively. The figures show a close match between simulations and the proposed

Gaussian codebook approximation for all values of ∆, which validates our analysis.

We also plot the EiD approach, which is denoted as “Exact” in the figures, for ∆ = 1

case to demonstrate that the exact EiD analysis highly matches the proposed analy-

sis. Extensions of the EiD approach for higher values of ∆ are not investigated due

to tractability issues.

In Figs. 9.1 and 9.2, we plot the aggressive frequency reuse scheme (∆ = 1) and

the noise-limited downlink performance to benchmark the frequency reuse perfor-

mance. The performance gap between the noise-limited and the derived expressions
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Figure 9.2: The effect of coordinated frequency reuse on the average symbol error
probability in the downlink scenario for 16-QAM modulated signals.

for the ASEP represents the performance degradation of the MLR due to aggregate

network interference. Hence, the figures clearly show the penalty of interference. That

is, while the ASEP in the noise-limited case monotonically decreases with the trans-

mitted power, the ASEP in downlink network saturates at a certain power, due to

the transition to the interference-limited operation. This saturation is due to the fact

that the noise term becomes negligible as P increases and therefore the increase in

the serving BS transmit power is canceled by the increase in interference signals. No

matter how much interferers are avoided with coordinated frequency reuse, the ASEP

performance will be interference-limited at a certain transmit power. However, the

transition point from the noise-limited operation to the interference-limited operation
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Figure 9.3: The effect of coordination and frequency reuse on average symbol error
probability in the downlink scenario for 4-QAM modulated signals with ∆ = 8.

depends on the frequency reuse scheme. The figures also show the additional gain

acquired by increasing ∆. It is worth noting that these results may be exploited to

design the transmit power of the cellular network such that a noise-limited operation

is always guaranteed. This is because any increase in the transmit power after the

transition to the interference-limited operation is wasted.

In Figs. 9.3 and 9.4, the impact of the different interference management tech-

niques, namely, BSs coordination, random frequency reuse, and coordinated frequency

reuse on the ASEP performance improvement is investigated. The figures also show

the degraded ASEP performance due to the aggressive universal frequency reuse for

∆ = 1. Hence, interference management is essential for adequate network opera-
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Figure 9.4: The effect of coordination and frequency reuse on average symbol error
probability in the downlink scenario for 4-QAM modulated signals with ∆ = 4.

tion. While it is obvious that the coordinated frequency reuse scheme achieves the

best ASEP performance, it is not intuitive that the random frequency reuse scheme

outperforms the BS coordination. Hence, it can be concluded that the interferers

intensity have more prominent effect than the interference boundaries in cellular net-

works. This is because the UEs are already protected in the downlink via the associ-

ation strategy from arbitrary nearby interferers. Fig. 9.3 also shows that coordinated

frequency reuse provides an additional 35% and 80% reduction in the ASEP over,

respectively, the random frequency reuse, and BS coordination.
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9.5 Chapter Summary and Conclusions

In this chapter, we analyze the average symbol error performance with interference

management in downlink cellular networks, through a simple unified framework. The

proposed approach characterizes the parametric ASEP in realistic interference en-

vironments and captures several key network parameters. We investigate different

interference management techniques for the purpose of enhancing the ASEP per-

formance. We observe that coordinated frequency reuse provides 35% reduction in

the ASEP compared to the random frequency reuse. Also, we show that random

frequency reuse outperforms BSs coordination only by up to 40% lower ASEP.
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Chapter 10

Concluding Remarks and Future Directions

10.1 Conclusion

Models exploiting tools from Stochastic Geometry have been proposed to capture sev-

eral sources of randomness that govern large-scale interference and study spatially av-

eraged network-wide performance. Basically, in this thesis, the developed framework

is based on the homogeneous spatial point processes abstraction model from stochas-

tic geometry theory, such that the aggregate network interference is represented as

a Poisson point process (PPP). To this end, a stochastic geometric model is utilized

to study the exact aggregate network interference in a simple single-input-single-

output (SISO) network setup in Chapter 4. The error performance of a sinlge-tier

and a multi-tier uplink cellular network with power control has been investigated.

Following the recently proposed Equivalent-in-Disrtibution (EiD) methodology for

aggregate interference characterization, single integral expressions have been derived

to compute the ASEP in realistic interference environments. Furthermore, the per-

formance of the commonly used Gaussian interference power approximation has been

shown to be highly optimistic when compared to the performance of the interference

characterization derived following the EiD approach. Thus, such Gaussian power

approximation does not provide true network performance assessment. With the

analysis being inevitably involved due to statistically accounting for each interferer’s

signal, we then exploit the Gaussian signaling approximation in Chapter 5. Using

Gaussian codebooks the distribution of the out-of-cell aggregate interference signal is
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represented by a conditionally Gaussian distribution, when conditioning on the net-

work geometry. Hence, the ASEP expressions for AWGN channels are legitimate to

be exploited. Such approximation circumvents the complexity of the EiD approach

by abstracting unnecessary system details (i.e., the interferers transmitted symbols)

without compromising the performance accuracy. Moreover, it is directly extended

to different fading environments in both uplink and downlink cellular networks. In

Chapter 6, we go beyond the simplistic network model, and study more complex

system setups employing various MIMO transmission schemes. We develop a unified

analysis that is based on an equivalent SISO representation for the per-data stream

SINR in downlink MIMO cellular networks. In addition, we present a single com-

prehensive study that bridges the gap between error probability, outage probability,

and ergodic rate analysis. Hence, it is possible to look at all three performance met-

rics within a single study in order to efficiently shed lights on design guidelines and

optimize the network performance. Further, we discuss the diversity-multiplexing

tradeoff imposed by different MIMO schemes. Since the uplink MIMO networks are

not sufficiently addressed in the literature, Chapter 7 investigates the performance

of decoding error probability, outage and ergodic rate under a full channel inversion

power control scheme. Similar to the downlink transmission scenario, a novel network

design methodology is proposed.

Chaper 8 quanitfys the time diversity loss due to the temporal correlation among

the SIRs of the original and retransmitted signals when compared to the independent

interference scenario. It studies the retransmission performance in MIMO downlink

cellular networks, in addition to SISO uplink cellular networks with fractional channel

inversion power control. Then, we advocate proper adjustment of different network

parameters in the retransmission slot, to improve retransmission diversity. Specifi-

cally, in the MIMO downlink scenario, appropriate choice of the diverstity gain in the

retransmission time slot achieves a higher temporal diversity gain in the retransmis-
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sion performance. On the other hand, for the uplink scenario, the power control com-

pensation parameter is adjusted in the second time slot to achieve enhanced coverage

probability. Furthermore, it has been shown that full channel inversion power control

scheme has the potential to completely eliminate the intereference temporal corre-

lation effect, and achieves the optimistic independent retransmissions performance.

Therefore, the developed model provides a design strategy that has the potential to

suggest modified network operational parameters in order to achieve the optimistic

independent transmissions scenario.

In addition, characterizing the aggregate network interference in large-scale net-

works opens the road for applying interference management techniques in order to

enhance the network performance. The effect of interference management techniques,

namely; frequency reuse and BS coordination, on the ASEP performance has been

studied in Chapter 9.

The proposed framework throughout this thesis has been verified against the exact

EiD approach, and intensive Monte Carlo simulations, demonstrating high accuracy

as well as significantly reduced computational complexity.

10.2 Future Directions

10.2.1 Impact of imperfect Channel state information (CSI)

The proposed model throughout the thesis relies on the assumption of perfect chan-

nel state information (CSI) availability. However, in practical scenarios, channel

information is prone to estimation errors during pilot-aided transmissions. Chan-

nel estimation errors in MIMO setups will introduce another type of interference to

the network in addition to the typical inter-cell interference. Specifically, intra-cell

interference will represent a non-negligible portion of the aggregate network interfer-

ence. Moreover, the new channel estimates distributions will be location-dependent,

which is expected to complicate the analysis. Therefore, the network geometry has a
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strong impact on the estimation errors and hence it is essential to quantify the effect

of the introduced intra-cell interference in a realistic scenario on the network-wide

performance.

10.2.2 Extension to Massive MIMO Setup

Massive MIMO systems are envisioned as one of the promising solutions for meet-

ing existing and future challenges in emerging wireless demands. Specifically, massive

MIMO is considered an enabler for next-generation 5G wireless networks. By employ-

ing a huge number of antennas at the BSs, spectacular potential gains are expected

to be achieved. However, deploying massive MIMO technology in future heteroge-

neous networks is still an open research direction in order to tackle the encountered

technical challenges. To name a few, the effect of pilot contamination on the aggre-

gate interference, the need for efficient interference management strategies, as well

as achieving energy efficient operation. In [137, 138] the pilot contamination effect

on the aggregate network inetrference has been quantified. In [139], optimal energy

efficiency performance in massive MIMO networks has been studied by joint optimiza-

tion of several system parameters. Utilizing the proposed unified model, it is possible

to take the model some steps further to quantify the effect of pilot contamination,

deploying more BSs versus adding more antennas to the BSs and/or served users to

the network on the energy consumption requirements coupled with other tangible

performance metrics.
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APPENDICES

Appendix A

A.1 Proof of Lemma 4.1

Let zi = sigi. Based on the assumed Rayleigh distribution of gi, then zi is a spherically

symmetric (SS) random variable [36]. That is, its distribution is rotationally invariant

[140]. As a consequence, Iagg which can be represented as

Iagg =
∑
ri∈Ψ̃u

√
Puir

−b
i gisi

=
∑
ri∈Ψ̃u

√
Puir

−b
i zi, (A.1)

is also an SS random variable. Now recall that, the characteristic function of an SS

random variable is a function of |ω|2. Accordingly, the characteristic function of the

aggregate interference is given by

ΦIagg(|ω|) = E
[
ej|ω|Iagg

]
= E

[
e
|ω|

∑
ri∈Ψ̃u

√
Puizir

−b
i

]
. (A.2)

Owing to the fact that Pui is a random variable with PDF given in (4.3), then,

ΦIagg(|ω|) = EPui ,zi,Ψ̃u

∏
i∈Ψ̃u

e|ω|
√
Puizir

−b
i


≈ exp

{
−2πλ

∫ ∞
t

EPui ,zi
[
1− e|ω|

√
Puizix

−b
i

]
xdx

}
, (A.3)
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where t =
√

(
Pui
ρ

)
1
b . The approximation in (A.3) follows from approximating Ψ̃u

(i.e., the set of interfering users) with a PPP and using the probability generating

functional (PGFL) of the PPP [17], while the limits of the integral follow from the

constraint on the received power at the intended BS, where Puir
−η
i < ρ. Let u =

|ω|x−b, and ẑi = Re {zi}. Using properties of the SS random variable [140] where

ΦX(ω) = ΦRe{X}(ω) and ΦX(ω) = Re {ΦX(ω)}, we can write

ΦIagg(|ω|) ≈ exp

{
−2πλ

b
EPui

[∫ |ω|√ ρ
Pui

0

Eẑi
[
1− cos(

√
Pui ẑiu

]
u−1− 2

bdu

]}
(a)
= exp

{
−πλ

(
Pui
ρ

) 1
b
[

1F2

(
−1

b
;
1

2
, 1− 1

b
;
−|ω|2ρẑ2

i

4

)
− 1

]}
(b)
= exp

{
EPui

[
−πλ

(
Pui
ρ

) 1
b

Eẑi

(
∞∑
q=1

τq

[
−|ω|2ρẑ2

i

4

]q)]}
(c)
= exp

{
ν(ρ, λ)

(
∞∑
q=1

Eẑi
[
ẑ2q
i

]
τq

[
−|ω|2ρ

4

]q)}
, (A.4)

where ν (ρ, λ) is defined in (4.6) and τq in (4.7).

We use the following steps in arriving at (A.4), (a) follows from [141, equation 3.771.4],

(b) results from the series representation of the generalized hypergeometric function

1F2(·; ·, ·; ·) [112], while (c) follows from the independence of Pui and ẑi. It remains

to compute Eẑi
[
ẑ2q
i

]
. To do so, we derive the moments of the random variable w =

cos2 (ϕi + φi). We can show that, Eφi [wq] =
Γ(q+ 1

2)√
πΓ(q+1)

. Consequently,

Eẑi
[
ẑ2q
i

]
= E

[
α2q
]
E
[
|s|2q

]
E [wq]

= Ωq
i

M∑
κ=1

1

M

∣∣s(κ)
∣∣2q Γ

(
q + 1

2

)
√
πΓ (q + 1)

. (A.5)

Substituting (A.5) in (A.4) completes the proof.
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A.2 Proof of Lemma 4.2

Let ζ = ρ
No

[
1 +

∑∞
q=1

Bqσ2
q

No

]−1

. Then,

FΥ (y) = P
{
ζα2

o < y
} (d)

= EBq
[
1− e−

y
ζΩi

]
= EBq

[
1− e

− yNo
ρΩi

(
1+
∑∞
q=1

Bqσ2
q

No

)]
(e)
= 1− e−

yNo
Ωiρ

(
∞∏
q=1

e−
σ

2q
q yq

Ω−iqρq

)

= 1− e−
yNo
Ωiρ

[
e
−
∑∞
q=1

σ
2q
q yq

Ω
q
i
ρq

]
, (A.6)

where (d) follows from the Rayleigh fading assumption and (e) from MBq (s) =

exp {sq}. Let

∆(y) =
∞∑
q=1

σ2q
q yq

Ωq
iρ
q
. (A.7)

The SINR CDF expression then follows by substituting σ2
q from equation (4.7) in

(A.7).

A.3 Proof of Theorem 4.1

The ASEP expression in (4.17) directly follows from (4.13) and the definition of

JΥ(µ, β). The integral JΥ(µ, β) is computed as follows

JΥ(µ, β) =

∫ µ

o

β

sin2 ϑ

∫ ∞
o

e(−
β

sin2 ϑ
)FΥ(y)dydϑ. (A.8)
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By interchanging the two integrals, applying a change of variables to the integral∫ µ
o

β
sin2 ϑ

e(−
β

sin2 ϑ
)dϑ and making use of the integral

∫
e−am√
m− 1

dm =

√
πe−aerf(

√
a(m− 1))√
a

, (A.9)

we get

JΥ(µ, β) = µ−
∫ ∞
o

βY (βy)FΥ(y)dy, (A.10)

where FΥ (y) = 1 − FΥ (y) and Y (βy) is defined in (4.19). Direct substitution in

(A.10) yields the result of Theorem 4.1.

A.4 Proof of Lemma 4.3

By following the same steps as Appendix A.1, and letting zi,k = si,kgi,k, where zi,k is

a spherically symmetric (SS) random variable [36]. Then the inter-cell interference

from tier k, Ik, is given by

Ik =
∑
i∈Ψ̃u,k

√
Pui,kr

−b
i,kgi,ksi,k =

∑
i∈Ψ̃u,k

√
Pui,kr

−b
i,kzi,k, (A.11)

which is also found to be an SS random variable. Next, similar to Appendix A.1, we

need to derive the characteristic function of the CF of the inter-cell intereference as

an SS random variable, which is expressed as

ΦIk(|ω|) = E
[
e|ω|Ik

]
= E

[
e
|ω|

∑
i∈Ψ̃u,k

√
Pui,kzi,kr

−b
i,k

]
. (A.12)
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Note that, the UE transmit power of a generic UE in the kth tier, Pui,k, is a random

variable with PDF given in (4.20), then,

ΦIk(|ω|) = E

 ∏
i∈Ψ̃u,k

e|ω|
√
Pui,kzi,kr

−b
i,k


≈ exp

{
−2πλk

∫ ∞
t

EPui,k,z
[
1− e|ω|

√
Pui,kzx

−b
]
xdx

}
, (A.13)

such that t =
√

(
Pui,k
ρk

)
1
b . As shown in Appendix A.1, the set of interfering users,

Ψ̃u,k, is approximated by a PPP. The limits of the integral follow from the constraint

on the received power at the intended BS in tier k, where Pui,kr
−η
k < ρk. By following

the proof steps in Appendix A.1, we have

ΦIk(|ω|) ≈ exp

 −2πλk
b

EPui,k

∫ |ω|√ ρk
Pui,k

0

Eẑ
[
1− cos(

√
Pui,kẑu)

]
u−1− 2

bdu


= exp

{
−πλk

(
Pui,k
ρk

) 1
b
[

1F2

(
−1

b
;
1

2
, 1− 1

b
;
−|ω|2ρkẑ2

4

)
− 1

]}

= exp

{
EPui,k

[
−πλk

(
Pui,k
ρk

) 1
b

Eẑ

(
∞∑
q=1

τq

[
−|ω|2ρkẑ2

4

]q)]}

= exp

{
−ν(ρk, λk)

(
∞∑
q=1

Eẑ
[
ẑ2q
]
τq

[
−|ω|2ρk

4

]q)}
, (A.14)

where ν (ρk, λk) is defined in (4.23) and τq is given as in (4.7)

The moments of ẑ are computed like in Appendix A.1, and accordingly,

Eẑ
[
ẑ2q
]

= E
[
α2q
]
E
[
|s|2q

]
E [wq]

= Ωq
k

M∑
κ=1

1

M

∣∣s(κ)
∣∣2q Γ

(
q + 1

2

)
√
πΓ (q + 1)

. (A.15)

Then, the lemma is obtained by substituting (A.15) in (A.14).
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A.5 Proof of Lemma 4.4

As shown in Appendix A.2, we derive the CDF of the SINR at the test UE in tier j.

First, let ζj =
ρj
No

[
1 +

∑K
k=1

∑∞
q=1

Bq,kσ2
q,k

No

]−1

. Then,

FΥj (y) = P
{
ζjα

2
j < y

}
= EBq,k

[
1− e−

y
ζjΩj

]
= EBq,k

1− e
− yNo
ρjΩj

(
1+
∑K
k=1

∑∞
q=1

Bq,kσ
2
q,k

No

)
= 1− e−

yNo
Ωjρj

 K∏
k=1

∞∏
q=1

e
−
σ

2q
q,k

yq

Ω
q
k
ρ
q
k


= 1− e−

yNo
Ωjρj

e−∑K
k=1

∑∞
q=1

σ
2q
q,k

yq

Ω
q
k
ρ
q
k

 , (A.16)

We let ∆(y, k) =
∞∑
q=1

σ2q
q,ky

q

Ωq
kρ

q
k

, then SINR CDF expression then follows by substituting

σ2
q,k from equation (4.25) in ∆(y, k) to conclude the proof.

A.6 Proof of Theorem 4.2

Theorem 4.2 is proved directly as in Appendix A.3, by substituting Υ with Υj, and

therefore,

JΥj(µ, β) = µ−
∫ ∞
o

βY (βy)FΥj(y)dy, (A.17)

Direct substitution in (A.17) yields the result of Theorem 4.2.
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Appendix B

B.1 Proof of Lemma 5.1

Conditioned on ro, the LT of ID is given by

L
ID
∣∣ro(z)

(a)
= exp

{
−2πλB
η

r2
o

∫ 1

0

[
1−

(
1

1 + zΩiy

)mi] 1

y
2
η

+1
dy

}
(b)
= exp

{
−πλBr2

o

[
2F1

(
−2

η
,mi; 1− 2

η
;−zΩi

)
− 1

]}
(B.1)

where (a) follows from the gamma distribution of gi with shape and scale parameters

mi and Ωi, respectively, and (b) is obtained from a simple change of variables y =

x−ηrηo and evaluating the integral using [141].

B.2 Proof of Lemma 5.2

The LT of the uplink interference power is expressed as

LIU (z)
(c)
≈ exp

{
−2πλB

∫ ∞
t

EP,g
[
1− e−zPuix−ηg

]
xdx

}
(d)
= exp

{
−ν (ρ, λB)

∫ 1

0

[
1−

(
1

1 + zΩiy

)mi] 1

y
2
η

+1
dy

}
(B.2)

where the approximation of (c) follows from the PPP assumption of the active UEs,

(d) follows by the independence of Pui and gi, incorporating the LT of the gamma

random variable gi, and the change of variables y = x−ηP . Solving the integral as in
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Appendix B.1 and substituting using (4.3) such that

E
[
P

2
η

]
=

1

πλB

ρ
2
η γ

(
2, πλB

(
Pu
ρ

) 2
η

)
1− e−πλB(Puρ )

2
η

(B.3)

from (4.4) (cf. [47]) completes the proof.
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Appendix C

C.1 Proof of Theorem 6.1

The ASEP expression in (6.10) is obtained by taking the expectation over Υ and then

using expressions from [114, eq. (11), (21)] as has been detailed in Chapter 5.

For the outage probability, conditioned on ro, we have

ODL (ro, θ) = E
[
P
(
g̃o <

θI
Pr−ηo

)]
(e)
= E

[
1−

mo−1∑
j=0

1

j!

(
θI
Pr−ηo

)j
exp

{
−θI
Pr−ηo

}]
, (C.1)

where (e) follows from the CDF of the gamma distribution. The expression of (6.11)

is finally obtained using the rules of differentiation of the LT, together with averaging

over the PDF of ro.

The ergodic rate expression in (6.12) follows from [142, Lemma 1] which represents

the ergodic capacity as

E
[
ln

(
1 +

Y

X + C

)]
=

∫ ∞
0

LX (z)− LX,Y (z)

z
exp (−zC)dz (C.2)

Now set Y = Pr−ηo g̃o, X =
∑

ri∈Ψ̃o Pr
−η
i g̃i in an interference-limited scenario (C =

No = 0), and exploit the independence between the useful and interfering signals, as

well as incorporating the CDF of the gamma random variable, to obtain the ergodic

capacity exprssion in (6.12).



181

C.2 Equivalent SISO model for different MIMO configura-

tions

C.2.1 Proof of Lemma 6.2

In SIMO transmission, by applying MRC at the receiver side, for w̄T
o = hHo , the

post-processed signal is written as

ỹ = w̄T
o y

=
√
Pr
− η

2
o ‖ho‖2 so +

∑
ri∈Ψ̃o

√
Pr
− η

2
i hHo his̃i + hHo n. (C.3)

We start with computing the effective noise variance since a post-processor is applied.

The noise power is expressed as

Varn
[
hHo n

]
= No‖ho‖2. (C.4)

Therefore, the random variable ε = ‖ho‖2, is used to normalize the resultant interfer-

ence power. The effective interference variance conditioned on the network geometry

and the intended channel gains with respect to s̃i is given by

ID =
1

ε
Vars̃i

∑
ri∈Ψ̃o

√
Pr
− η

2
i hHo his̃i

 =
∑
ri∈Ψ̃o

Pr−ηi
|hHo hi|2

‖ho‖2
. (C.5)

By inspection of the interference variance, it is clear that
{

H̆
}

= {Ho}. Also, we no-

tice that there exists only one coefficient a
(i)
l = hHo hi

‖ho‖ . Recall that the number of inde-

pendent coefficients a
(i)
l,k depends on the number of independent transmitted streams,

which is equal to one in the SIMO case. Accordingly, g̃i =
∣∣a(i)
l

∣∣2 ∼ Gamma (mi, 1),

with mi = 1. Similarly, conditioned on the intended and interfering channel gains,
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the received signal power, with respect to the transmitted signal, can be shown to be

S =
1

ε
Varso

[√
Pr
− η

2
o ‖ho‖2so

]
= Pr−ηo ‖ho‖2. (C.6)

Therefore, g̃o = ‖ho‖2 ∼ Gamma (mo, 1) where mo = Nr.

C.2.2 Proof of Lemma 6.3

Employing OSTBC, the received vector at a typical user at time instant τ,Nt ≤ τ ≤

T , is given by

y (τ) =
√
Pr
− η

2
o Hos +

∑
ri∈Ψ̃o

√
Pr
− η

2
i His̃i + n (τ) . (C.7)

Let Y be the stacked vector of received symbols over T intervals, and let L = Nt,

such that,

Y =
√
Pr
− η

2
o Heff s + iagg + n. (C.8)

whereY ∈ CT ·Nr×1, and iagg is the concatinated aggregate interference T ·Nr×1 vector.

The effective channel matrix Heff ∈ CT ·Nr×Nt is expressed as a linear combination of

the set of dispersion matrices A and B chosen according to the adopted orthogonal

space-time code as follows [8, 143],

Heff =
Nr∑
j=1

Nt∑
q=1

αjqAjq + βjqBjq, (C.9)

where hjq = αjq+βjq. Moreover, HH
effHeff = ‖Ho‖2

FI where ‖Ho‖2
F =

∑Nr
j=1

∑Nt
q=1 |hjq|2

is the squared Frobenius norm of the intended channel matrix. Hence, ‖Ho‖2
F ∼
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1
2
χ2 (2NsNr) [144]. Moreover, the aggregate interfering signals are expressed as

iagg =
∑
ri∈Ψ̃o

√
Pr
− η

2
i Hi,eff s̃i, (C.10)

such that Hi,eff is defined similar to (C.9). For detection, we equalize the effective

channel matrix at the receiver side by Wo. Hence, the received vector Ỹ is written

as

Ỹ = WoY

=
√
Pr
− η

2
o ‖Ho‖F s +

∑
ri∈Ψ̃o

√
Pr
− η

2
i Ais̃i + w, (C.11)

such that w = Won and Ai = WoHi,eff with elements a
(i)
l,k as defined in (6.2). Without

loss of generality, let us consider the detection of the lth arbitrary symbol from the

received vector Ỹ . Due to the adopted Gaussian signaling scheme, we lump interfernce

with noise, and thus it is essential to obtain the interference variance. First, let us

define qk as the kth column of the matrix Heff, similarly, qi,k is the kth column of the

matrix Hi,eff. Then, the received interference variance for the lth symbol denoted as

Il, computed with respect to the interfering symbols s̃i can be derived as

Il = Vars̃i

∑
ri∈Ψ̃o

Ns∑
k=1

√
Pr
− η

2
i

qHl qi,k
‖Ho‖F

si,k

 =
∑
ri∈Ψ̃o

Ns∑
k=1

Pr−ηi

∣∣qHl qi,k∣∣2
‖Ho‖2

F

, (C.12)

where the summation is over the Ns active antennas per transmission. Note that, con-

ditioned on
{

H̆
}

= {Ho}, a(i)
l,k =

qHl qi,k
‖Ho‖F

is a normalized and independently weighted

sum of complex Gaussian random variables, thus a
(i)
l,k ∼ CN (0, 1). Although a post-

processor is applied, the noise power is maintained to be No. Thus, g̃i ∼ (mi,Ωi)
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with mi = Ns and Ωi = 1. Similarly, the received signal power is found to be

S = Vars

[√
Pr
− η

2
o ‖Ho‖F

]
= Pr−ηo ‖Ho‖2

F, (C.13)

where g̃o ∼ Gamma (mo,Ωo) with mo = NsNr and Ωo = 1.

C.2.3 Proof of Lemma 6.4

Applying a ZF-Rx, without loss of generality, we focus on the detection of an arbitrary

symbol l from the received vector ỹ = Woy, given by

ỹl =
√
Pr
− η

2
o sl +

∑
ri∈Ψ̃o

√
Pr
− η

2
i w̄T

o,lHis̃i + w̄T
o,ln, (C.14)

which is similar to (6.2). First we need to to obtain the received noise variance since

a post-processing matrix is applied and thus the noise variance is scaled. Conditioned

on Ho, the received noise power is defined as

Varn
[
w̄T
o,ln
]

= w̄T
o,lE

[
nnH

]
w̄∗o,l

= No
(
WoW

H
o

)
ll

= No
(
HoH

H
o

)−1

ll
. (C.15)

Then, the scaling random variable is ε =
(
HoH

H
o

)−1

ll
. Next, we obtain the effective

interference variance from the lth received symbol as
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Il =
1

ε
Vars̃i

∑
ri∈Ψ̃o

√
Pr
− η

2
i w̄T

o,lHis̃i


=

1

ε

∑
ri∈Ψ̃o

Pr−ηi
(
WoW

H
o

)
ll

(
HiH

H
i

)
ll

=
∑
ri∈Ψ̃o

Pr−ηi
(
HiH

H
i

)
ll
. (C.16)

In this case, the processing resulting interference channel set
{

H̆
}

= ∅. Therefore,

a
(i)
l,k =

(
HiH

H
i

)
ll

and g̃i ∼ (mi,Ωi), with mi = Nt and Ωi = 1. The received signal

power is similarly computed as

S =
1

ε
Vars

[√
Pr
− η

2
o sl

]
=

Pr−ηo(
HoH

H
o

)−1

ll

. (C.17)

Since gw =
(
HoH

H
o

)−1

ll
∼ Inv-Gamma (Nr −Nt + 1, 1) [144]. Then, we can let

1
gw

= g̃o ∼ Gamma (mo,Ωo), where mo = Nr −Nt + 1 and Ωo = 1.

C.2.4 Proof of Lemma 6.5

In a multi-user MIMO setting, we introduce a slight abuse of notation for the intended

and interfering channel matrices such that they are of dimensionsK×Nt. The received

interference power at user l where 1 ≤ l ≤ K, averaged over the interfering symbols

s̃i is given by

Il = Vars̃i

∑
ri∈Ψ̃o

√
Pr
− η

2
i hi,lVis̃i

 =
∑
ri∈Ψ̃o

Pr−ηi ‖hi,lVi‖2, (C.18)

where hi,l is the lth row of Hi and
{

H̆
}

= {Vi}. Also, ‖hi,lVi‖2 =
∑K

l=1 |a
(i)
l,k|2. How-

ever, the column vectors of Vi are not independent. Therefore, conditioned on vi,l,

the linear combination
∑K

l=1

∣∣a(i)
l,k|2 does not follow a Gamma distribution. Neverthe-
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less, for tractability we approximate this summation by a Gamma distribution. Thus,

g̃i ∼ Gamma (mi,Ωi), where mi = K and Ωi = 1 by assuming such independence.

This renders the aggregate interference power distribution at user l an approximation.

Similarly, the useful signal power at user l is straightforward to be obtained, after

appropriate diagonalization, as S = 1
‖vl‖2

∼ Gamma (mo,Ωo), with mo = Nt −K + 1

and Ωo = 1 [6]. This can also be interpreted as having the precoding matrix nulling

out K − 1 directions out of the Nt subspace at the transmitter side.

C.2.5 Proof of Lemma 6.6

Since, there are Nt distinct multiplexed symbols to be transmitted, we will study the

pairwise error probability (PEP) of two distinct transmitted codewords, denoted as

PEP = P {s̃ = s1|so}. For ease of notaion, let δ =
√
Pr
− η

2
o . Therefore,

‖y− δHoso‖2
s1
>
<
so
‖y− δHos1‖2. (C.19)

Using some mathematical manipulations, and assuming so was the actual transmitted

symbols, it can be shown that

PEP (e) = P
{[

IH
agg + nH

]
Hoe + eHHH

o [Iagg + n] > δeHHH
o Hoe

}
, (C.20)

where Iagg =
∑

ri∈Ψ̃o Ii. Conditioned on the channel matrices Ho and Hi, and consid-

ering the Gaussian signaling approximation, the L.H.S of the above inequality repre-

sents the interference-plus-noise power and is a Gaussian random variable, denoted

as V with zero-mean and variance σ2
V , thus, PEP (e) = 1

2
erfc

(
δ eHHH

o Hoe√
2σ2
V

)
, where the

variance σ2
V is given by

σ2
V = 2

[
eHHH

o Hoe
]No +

∑
ri∈Ψ̃o

Pr−ηi

Nt∑
k=1

| (Hoe)H hi,k|2

‖Hoe‖2
2

 . (C.21)
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By following the same convention used in this thesis, it is clear that the interference

power is represented as

ID =
∑
ri∈Ψ̃o

Pr−ηi

Nt∑
k=1

| (Hoe)H hi,k|2

‖Hoe‖2
, (C.22)

and thus we see that
{

H̆
}

= {Ho} and a
(i)
l,k =

(Hoe)Hhi,k
‖Hoe‖ . Conditioned on Ho,

g̃i ∼ Gamma (Nt, 1). Furthermore, let S = eHHH
o Hoe

d
= ‖e‖2

(
HH
o Ho

)
ll
, hence

it is starightforward to see that
(
HH
o Ho

)
ll

has a χ2 (Nr) distribution. Thus, g̃o =(
HH
o Ho

)
ll
∼ Gamma (mo,Ωo), with mo = Nr and Ωo = 1. Then, the conditional

pairwise error probability is expressed by

PEP (e) =
1

2
erfc

(√
Pr−ηo ‖e‖2g̃o

4
(
No +

∑
ri∈Ψ̃o Pr

−η
i g̃i

)) . (C.23)
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Appendix D

D.1 Proof of Theorem 8.1

The joint CCDF of Ῡ(1) and Ῡ(2) is given by

P
(
Ῡ(1) > θ, Ῡ(2) > θ

)
= E

[
P
(
g̃(1)
o >

θI(1)

Pr−ηo
, g̃(2)

o >
θI(2)

Pr−ηo

)]
(i)
= E

[
mo,1−1∑
j1=0

mo,2−1∑
j2=0

1

j1!j2!

(
−θ
Pr−ηo

)j1+j2 ((
I(1)
)j1 (I(2)

)j2)
exp

{
−θ
(
I(1) + I(2)

)
Pr−ηo

}]

(ii)
= E

mo,1−1∑
j1=0

mo,2−1∑
j2=0

1

j1!j2!

(
−θ
Pr−ηo

)j1+j2 ∂(j1+j2)

∂zj11 ∂z
j2
2

LI(1),I(2)|ro (z1, z2)

∣∣∣∣
z1=z2= θ

Pr
−η
o

 ,
(D.1)

such that (i) follows from the independence of g̃
(1)
o and g̃

(2)
o along with the CCDF of

their Gamma distributions. (ii) is obtained by utilizing the LT identity ta1t
b
2f(t1, t2)⇔

∂(a+b)

∂za1∂z
b
2
Lt1,t2(z1, z2) , which can be proved as follows. First, we write the joint Laplace

Transform of two variables t1 and t2 as

Lt1,t2 (z1, z2) =

∫ ∞
0

∫ ∞
0

f(t1, t2)e−z1t1e−z2t2dt1dt2, (D.2)

then,

∂j1+j2Lt1,t2 (z1, z2)

∂zj11 ∂z
j2
2

=
∂j1+j2

∂zj11 ∂z
j2
2

∫ ∞
0

∫ ∞
0

f(t1, t2)e−z1t1e−z2t2dt1dt2

=

∫ ∞
0

∫ ∞
0

(−1)j1+j2 (t1)j1 (t2)j2 f(t1, t2)e−z1t1e−z2t2dt1dt2, (D.3)
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where the second equality follows by Leibniz rule and applying the rules of partial

differentiation, which proves the identity.
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Appendix E

E.1 Proof of Lemma 9.1

Since the number of points in disjoint regions are independent, the conditional CDF

for the distance to the nth neighboring BS can be written as

P {‖xn‖ < r| ro} = 1−
n−1∑
j=0

πλ (x2
n − r2

o)
j e−πλ(x2

n−r2
o)

j!
. (E.1)

By differentiating (E.1), the conditional PDF is given by

f
‖xn‖
∣∣ ro (xn| ro) = 2πλ xn e

−πλ (x2
n−r2

o)

(
n−1∑
j=0

πλ(x2
n − r2

o)
j

j!
− 1{n>2}

n−2∑
j=0

πλ(x2
n − r2

o)
j

j!

)
(E.2)

which can be further simplified to the form of (9.2). Then, multiplying (9.2) by the

PDF of ro, the joint PDF of ‖xn‖ and ro is given as in (9.3).
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E.2 Proof of Lemma 9.2

Let n = ∆− 1. Since the distance of the interferers ‖xi‖ > ‖xn‖, then the LT of the

residual conditional interference is obtained from

L
ÎD
∣∣xn,ro(z) = E

 ∏
ri∈Ψo\D∆

e−zPr
−η
i gi


(a)
= exp

{
−2π

λ

∆

∫ ∞
‖xn‖

E
[
1− e−zPr

−η
i gi
]
xdx

}
(b)
= exp

{
−2πλ

∆η
x2

n

∫ 1

0

[
1−

(
1

1 + zPΩiyx
−η
n

)mi] 1

y
2
η

+1
dy

}
(c)
= exp

{
−π λ

∆
‖xn‖2

[
2F1

(
−2

η
,mi; 1− 2

η
;
−zPΩi

xηn

)
− 1

]}
(η=4,mi=1,Ωi=1)

= exp

{
−π λ

∆
r2
o

√
zP arctan

(√
zP

x2
n

)}
(E.3)

where (a) is obtained by utilizing the PGFL of the interfering BSs that are approx-

imated by a PPP [17], (b) follows from the MGF of the gamma distribution of gi

with parameters mi,Ωi, along with a simple change of variables y = ‖xn‖η
xη

and (c)

is obtained by solving the integral using [141] where 2F1(a, b; c; z) =
∑∞

q=0
(a)k(b)k
(c)kk!

zk

is the Gauss hypergeometric function [112]. Then, we average over the conditional

distribution of ‖xn‖ given ro, and apply the change of variables r = ‖xn‖
ro

to get (9.4).
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