
Efficient Bandwidth Management for Ethernet Passive
Optical Networks

Dissertation by
Amr Elsayed Mostafa Elrasad

In Partial Fulfillment of the Requirements for the Degree of

Doctor of Philosophy

King Abdullah University of Science and Technology, Thuwal,

Kingdom of Saudi Arabia

May, 2016



2

The dissertation of Amr Elsayed Mostafa Elrasad is approved by the examination committee

Committee Chairperson: Prof. Basem Shihada

Committee Member: Prof. David Keyes

Committee Member: Prof. Mohamed-Slim Alouini

Committee Member: Prof. Biswanath Mukherjee



3

Copyright ©2016

Amr Elsayed Mostafa Elrasad

All Rights Reserved



4

ABSTRACT

Efficient Bandwidth Management for Ethernet Passive Optical Networks

Amr Elsayed Mostafa Elrasad

The increasing bandwidth demands in access networks motivates network operators,

networking devices manufacturers, and standardization institutions to search for new ap-

proaches for access networks. These approaches should support higher bandwidth, longer

distance between end user and network operator, and less energy consumption.

Ethernet Passive Optical Network (EPON) is a favorable choice for broadband access

networks. EPONs support transmission rates up to 10 Gbps. EPONs also support distance

between end users and central office up to 20 Km. Moreover, optical networks have the

least energy consumption among all types of networks.

In this dissertation, we focus on reducing delay and saving energy in EPONs. Reducing

delay is essential for delay-sensitive traffic, while minimizing energy consumption is an

environmental necessity and also reduces the network operating costs. We identify five

challenges, namely excess bandwidth allocation, frame delineation, congestion resolution,

large round trip time delay in long-reach EPONs (LR-EPONs), and energy saving. We

provide a Dynamic Bandwidth Allocation (DBA) approach for each challenge. We also

propose a novel scheme that combines the features of the proposed approaches in one

highly performing scheme.

Our approach is to design novel DBA protocols that can further reduce the delay and be

simultaneously simple and fair. We also present a dynamic bandwidth allocation scheme

for Green EPONs taking into consideration maximizing energy saving under target delay
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constraints.

Regarding excess bandwidth allocation, we develop an effective DBA scheme called

Delayed Excess Scheduling (DES). DES achieves significant delay and jitter reduction and

is more suitable for industrial deployment due to its simplicity. Utilizing DES in hybrid

TDM/WDM EPONs (TWDM-EPONs) is also investigated. We also study eliminating the

wasted bandwidth due to frame delineation. We develop an interactive DBA scheme, Ef-

ficient Grant Sizing Interleaved Polling (EGSIP), to compensate the unutilized bandwidth

due to frame delineation. Our solution achieves delay reduction ratio up to 90% at high

load. We also develop a Congestion Aware Limited Time (CALT) DBA scheme to detect

and resolve temporary congestion in EPONs. CALT smartly adapts the optical networking

unit (ONU) maximum transmission window according to the detected congestion level.

Numerical results show that CALT is more robust at high load compared to other related

published schemes.

Regarding LR-EPONs, the main concern is large round trip delay mitigation. We ad-

dress two problems, namely bandwidth over-granting in Multi-Thread Polling (MTP) and

on-the-fly void filling. We combine, with some modifications, EGSIP and DES to resolve

bandwidth over-granting in MTP. We also manage to adaptively tune MTP active running

threads along with the offered load. Regarding on-the-fly void filling, Our approach, Par-

allel Void Thread (PVT), achieves large delay reduction for delay-sensitive traffic. PVT is

designed as a plus function to DBA and can be combined with almost all DBA schemes pro-

posed before. The powerful feature of our proposed solutions is integrability. We integrate

our solutions together and form a multi-feature, robust, fairly simple, and well performing

DBA scheme over LR-TWDM-EPONs.

Our final contribution is about energy saving under target delay constraints. We tackle

the problem of downstream based sleep time sizing and scheduling under required delay

constraints. Simulation results show that our approach adheres to delay constraints and

achieves almost ideal energy saving ratio at the same time.
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Chapter 1

Introduction

Fiber-to-the-X (FTTX) is proposed as a solution to increasing bandwidth demand in access

networks. FTTX aims to deeply penetrate optical fiber to the user premises. X could be

home (FTTH), curb (FTTC), or user premises (FTTP). Passive Optical Network (PON) is

considered one of the main promising approaches to apply FTTX in the first mile. PON is

popular for many reasons: it uses passive components between central office (CO) and user

premises; it can support remote users over long distances up to 20 Km in legacy PONs and

100 Km in long-reach PONs (LR-PON). There exist two approaches for PON: Ethernet

Passive Optical Network (EPON), standardized by IEEE; Gigabit-Capable Passive Optical

Networks (GPON), standardized by ITU-T.

Conventional PON consists of single optical line terminal (OLT), located at a central

office (CO), connected to a set of optical network units (ONUs) located at the end-user

locations via a feeder optical fiber and passive splitter as shown in Figure 1.1 (presented

in [1]). PON employs wavelength division multiplexing (WDM) to establish full duplex

connectivity between OLT and ONUs. The passive splitter nature allows the downstream

signal to be splitted and delivered to all ONUs (see Figure 1.2), however the upstream signal

is only received by the OLT (see Figure 1.3). PON is considered as point to multi point

in downstream direction, while considered multi point to one point in upstream direction.

In order to coordinate bandwidth access between ONUs to avoid upstream data collisions,

dynamic bandwidth allocation (DBA) algorithm is needed. In EPONs, OLT and ONUs
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Figure 1.1: Passive Optical Network.

communicate through Multi point Control Protocol (MPCP), while the DBA algorithm is

left to be vendor specific task.

1.1 Motivation and Challenges

DBA in EPONs is considered a very vital task and crucial to network performance. Both

IEEE 802.3ah and 802.3av standards left the DBA to be vendor specific task. This opens

the path to propose various DBAs that differ in their goals. These goals could be reducing

delay, increasing bandwidth allocation fairness, supporting multiple services, and energy

saving.

The main research theme of this dissertation is reducing delay and saving energy. Re-

ducing delay improves network performance and leverage the network ability to carry delay

sensitive traffic such as voice-over-IP (VoIP) and live video streaming. Saving energy has
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Figure 1.3: Upstream transmission.

two fold benefit: reducing CO2 emissions and reducing operating costs for both network

operator and end users.

In this dissertation, we identify five challenges, namely excess bandwidth allocation,

frame delineation, congestion, large round trip time (RTT) effect in LR-EPONs, and down-

stream based DBA in Green EPONs.

Excess bandwidth is the unclaimed bandwidth of lightly loaded ONUs. Due to the

bursty nature of access network traffic, some ONUs can be temporary overloaded, while

the others are lightly loaded. Excess bandwidth of lightly loaded ONUs can be redistributed

among the overloaded ONUs to quickly flush their upstream buffered data. This mechanism



19

has high impact on delay reduction at high load. Most of the proposed schemes for excess

bandwidth allocation incur adding extra idle time. In this dissertation, we discuss how to

allocate excess bandwidth in fair and simple way without incurring extra idle time.

Since Ethernet frames cannot be fragmented, ONUs suffer from frame delineation prob-

lem when a node is allocated its maximum transmission window. Frame delineation means

that some of the allocated bandwidth cannot be utilized because the last frame cannot be

fitted in. In [2], author investigated the wasted bandwidth caused by frame delineation

and showed that frame delineation wastes 4% of bandwidth. We address this issue in this

dissertation to better utilize the bandwidth and also to reduce delay at high load.

One of the interesting EPON research challenges is congestion. The bursty nature of

access networks traffic could turn the network from lightly loaded to congested in very short

time interval. We present a study about how to detect and resolve network congestion.

Long-reach EPONs is an attractive research trend in passive optical networks. The

real challenge in LR-EPONs is to mitigate the round trip time (RTT ) effect on average

delay. Results presented in [3, 4] show that no presented single-thread DBA scheme is

able to achieve delay below 1.5 RTT , where RTT is the average round trip time. In LR-

EPON, RTT can be up to 1 ms. This would negatively impact the delay-sensitive traffic

performance.

Energy saving while maintaining required average delay constraint is a hard dilemma.

Putting some ONUs to sleep might affect the average delay. The key challenge is how to

schedule sleep/wakeup time without violating the required delay constraints.

1.2 Contribution

In this dissertation, our goal is to propose DBA schemes that mainly reduce the average

packet delay, simple, fair, and operate under energy saving policy. Our research covers all

kind of EPONs flavors. We investigate DBA in Time Division Multiplexed (TDM) EPONs,
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Hybrid Time/Wavelength Division Multiplexed (TWDM), standard specified reach [5, 6],

Long-Reach EPONs (LR-EPONs), and Green EPONs. Our approach to achieve our goal is

to go through two phases. The first phase is to study and understand the queuing model of

EPON and to identify the parameters controlling both the delay and bandwidth utilization.

The second phase is to formulate the research challenges related to those parameters and

develop novel schemes to resolve these challenges.

In this dissertation, we provide solutions to the challenges mentioned above. We pro-

pose a solution for each individual challenge and compare it to the benchmark related

solutions in literature. The key point of this dissertation is integrability. Our proposed so-

lutions are integrable and can be combined in multi-feature DBA scheme the resolves all

the discussed challenges.

Regarding excess bandwidth allocation, we propose a simple, yet effective DBA scheme

called Delayed Excess Scheduling (DES) [7]. DES reduces both the average delay and the

delay jitter. Moreover, DES is practical and robust to be implemented in industry. We also

present a wavelength based version of DES named Flexible DES (FDES). FDES is ap-

plied within the context of TWDM-EPONs that applies Dynamic Wavelength Assignment

(DWA).

We investigate frame delineation problem in TWDM-EPONs. Our research leads to

introduction of a novel concept of bandwidth compensation and a new DBA scheme called

Efficient Grant Sizing Interleaved Polling (EGSIP). Our simulation experiment results in-

dicate that removing and compensating wasted bandwidth can significantly reduce the av-

erage packet delay.

Dealing with temporary congestion is not an easy task for three reasons. First, DBA

scheme has to quickly and accurately detect that there is congestion in upstream direction.

Second, resolution should be also fast and fair. Third, what are the tuning parameters to

resolve the congestion?. We develop a framework called Congestion Aware Limited Time

(CALT) to address this challenge. CALT has its own criteria to detect temporary conges-
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tion, defines its tuning parameters, and has a fast acting resolution mechanism. CALT

smartly tunes the ONU maximum transmission window among pre-defined values when

congestion is detected.

In LR-EPONS, large RTT highly impacts the average packet delay at low and medium

load. We contribute to resolving this challenge in two directions. The first direction is

Multi-Thread Polling (MTP) [8]. MTP is proposed to reduce polling delay and hence re-

duce the total average delay. MTP suffers from bandwidth over-granting among running

threads. This problem leads to performance degradation. Moreover, MTP is not robust

at high load compared to Single-Thread Polling (STP) [4] due to the increased bandwidth

overhead. Our solution, Integrated Bandwidth Allocation (IBA), takes care of this problem

and can achieve the minimum theoretical delay bounds of MTP. We also develop a frame-

work to adaptively tune the number of active thread to enhance the performance along the

whole load range. In fact, IBA can be seen as a combination of both DES and EGSIP.

The second direction, is to detect and fill the voids (idle times) between bandwidth grants.

We call our approach Parallel Void Thread (PVT) [9]. We provide a mathematical analysis

of this technique and show that it can lead to significant delay reduction under reasonable

conditions. One of PVT major advantages is that it can be considered as a plus function

that and be combined with many DBA schemes appeared in literature.

Our next contribution focuses on solution integrability as we mentioned earlier. Within

the context of LR-TWDM-EPONs, we combine, with some modifications, EGSIP, FDES,

and PVT to constitute a high performing DBA scheme compared to the recent proposed

DBA schemes in literature.

Our final contribution is to design a downstream scheduling policy for Green EPONs

while maintaining a certain delay constraints. Our results show that the network can reach

the ideal energy saving ratio.
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1.3 Dissertation Outline

The rest of this dissertation is divided as follows: Chapter 2 presents a background review

of EPONs and DBA schemes. DES scheme is presented in details in Chapter 3. Frame

delineation problem is discussed in Chapter 4. Chapter 5 discusses congestion problem in

EPONs. In Chapter 6, we present an effective solution to bandwidth over-granting problem

associated with Multi-Thread Polling (MTP). A detailed investigation and analysis of void

filling problem is presented in Chapter 7. In Chapter 8, we present an integrated DBA

scheme that resolves all the features we discussed in the previous chapters. Energy saving

in EPONs is discussed in Chapter 9. Finally, conclusions and future research directions are

presented in Chapter 10.
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Chapter 2

Background and State of the Art

In this chapter, we present an overview on Passive Optical Networks (PONS). This includes

signaling protocols, mathematical model of PON, and benchmark dynamic bandwidth al-

location (DBA) schemes .

2.1 Multi Point Control Protocol (MPCP)

In both IEEE 802.3ah [5] and IEEE 802.3av [6], MPCP is defined as a signaling protocol

to exchange information between ONUs and OLT. MPCP defines six control messages:

gate, report, register, register req, and register ack. Register, register req, and register ack

control messages are used when an ONU first joins the network. In normal operation mode,

both gate and report messages are used.

Report message, shown in Figure 2.1, is sent by ONU to inform OLT about its buffer

size. The standard supports multiple threshold reporting. This means that the ONU can

report multiple requests based on pre-defined threshold values. The standard also supports

differentiated services (DiffServ) reporting.

Gate message, shown in Figure 2.2, is sent by the OLT to single ONU to let the ONU

know the time and duration of its next upstream transmission. According to standard, gate

message can support up to four grant allocations.
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Figure 2.1: Report control frame.

2.2 Dynamic Bandwidth Allocation

As we mentioned before, a coordination is needed among ONUs to avoid upstream data

collisions. The most straight forward method is to assign fixed transmission window for

each ONU. This solution has poor bandwidth utilization as some ONUs might not have data

to send [10] due to the bursty nature of access network traffic [11]. A dynamic approach

that adapts the transmission window according to each ONU buffer size is much more

convenient.

Dynamic bandwidth allocation (DBA) is the most vital task in EPONs. It mainly con-

sists of two subtasks: grant sizing and grant scheduling. Grant sizing task determines the

allocated bandwidth grant to each ONU in each cycle. Grant scheduling is the one respon-

sible for scheduling both the start and end times of bandwidth grant.

DBA can be either run online, offline, or hybrid. In online scheme, the OLT runs the

DBA algorithm after receiving the bandwidth request (report message) from an ONU (see

Figure 2.3). The online scheme reduces the idle time gabs (voids) between grants but

on the other hand the OLT decision is not optimal as it is based on single ONU request.

In offline DBA, the OLT runs the DBA algorithm after collecting all bandwidth requests
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Figure 2.2: Gate control frame.

from all ONUs (see Figure 2.4). This gives the OLT full control and enables it to allocate

bandwidth in more fair way. On the other hand, offline schemes poorly utilize bandwidth

as there exits large void between each consecutive cycles. This cycle is RTT long, where

RTT is the round trip time delay. Hybrid schemes allow some bandwidth requests to be

allocated online, while the rest are allocated offline. Interested readers are encouraged to

refer to [12, 13] for more information about DBA approaches in literature.

2.2.1 Interleaved Polling With Adaptive Cycle Time (IPACT)

Interleaved Polling With Adaptive Cycle Time (IPACT) [10, 14] is the one of the well

known benchmark online allocation schemes. During cycle n� 1, the OLT receives band-

width request for next cycle, R(i, n). IPACT applies a limited time grant sizing policy,

where the allocated bandwidth grant to ith ONU cannot exceed Gmax
i . Hence, the allocated
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bandwidth grant during cycle n is:

G(i, n) =

8
><

>:

Gmax
i R(i, n) > Gmax

i ,

R(i, n) R(i, n)  Gmax
i ,

(2.1)

2.2.2 Upstream Bandwidth Allocation As A Polling System

Upstream bandwidth allocation in passive optical networks can be modeled as a polling

system [15, 14]. In a polling system, shown in Figure 2.5 (presented in [16]), the server

(OLT) polls the queues (ONUs) according to some service policy (limited time) [17].

The main parameters of EPON is the offered load (⇢), the round trip time (RTT ), the
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Figure 2.5: Polling system model.

maximum cycle time (Tmax
cycle), and the voids between consecutive grants. This dissertation

is about controlling these parameters to further improve network performance.

2.3 Excess Bandwidth Allocation

Excess bandwidth allocation [18, 19, 20, 21, 22] is proposed to reduce the average de-

lay at medium and high load. Excess bandwidth is the unclaimed bandwidth of lightly

loaded ONUs (R(i, n) < Gmax
i ). This bandwidth can be allocated to heavily loaded ONUs

(R(i, n) > Gmax
i ). In [18], the authors presented two different excess bandwidth alloca-

tion schemes: DBA1, and DBA2. Both of them classifies ONUs into underloaded (U) and

overloaded (O) according to the above mentioned criteria. DBA1 is offline scheme, while

DBA2 is hybrid scheme. In DBA1, the OLT computes the cumulative excess bandwidth

during cycle n (E(n)) as:

E(n) =
X

i2U

Gmax
i �R(i, n) (2.2)
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This value is distributed among overloaded ONUs as:

Ei(n) =

8
><

>:

wiP
j2O wj

E(n) i 2 O,

0 i 2 U,
(2.3)

Hence, the bandwidth allocated to each ONU is:

G(i, n) =

8
><

>:

Gmax
i + Ei(n) i 2 O,

R(i, n) i 2 U,
(2.4)

DBA2 applies the same DBA1 grant sizing approach. However, DBA2 early allocates

underloaded ONUs at the horizon time (first free time). Numerical results in [18] show

that DBA2 outperforms DBA1 in terms of average packet delay at low and moderate load.

This is because DBA2 better utilizes the available bandwidth. At high load, DBA2 suffers

from idle time (void) between grants because the ONUs are less likely to be underloaded.

Hence, DBA2 will be acting as an offline scheme.

Both DBA1 and DBA2 employ uncontrolled excess allocation. This means that some

overloaded ONUs might get more bandwidth than they requested. This negatively impacts

the network performance due to unnecessary allocated idle time. In [19], the authors pre-

sented a fair weighted excess bandwidth sizing scheme that can be combined with both

DBA1 and DBA2. In [23], the authors proposed dividing the ONUs into two subgroups.

Each subgroup allocate excess bandwidth in offline manner as DBA1. This technique tends

to reduce the impact of idle bandwidth due to offline excess allocation.

In order to solve the problem of idle time (tidle) at high load, Zheng [24] proposed an

early allocation scheme (E-DBA2) to remove this undesired effect. The proposed scheme

keeps track of last assigned grant end time, tend, and the current time, t. If tend � t < Tidle,

The OLT will schedule one of the overloaded ONUs without assigning excess bandwidth

to it. One of the proposed scheme drawbacks is its need of precise timing to remove Tidle

completely. The scheme might introduce some idle time if the gate message is delayed by
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a long Ethernet downstream frame.

In [21], the authors presented three DBA schemes, namely WDBA-1, WDBA-2, and

WDBA-3. WDBA-1 and WDBA-2 are the WDM versions of DBA-1 and DBA-2 respec-

tively. The authors also considered three ways to allocate excess bandwidth namely un-

controlled excess (UE), controlled excess (CE), and fair excess (FE). The most efficient

algorithm is WDBA-2(FE), which we will refer to as WDBA-2. The performance excel of

WDBA-2 comes on the expense of complexity as WDBA-2 has to keep track of all over-

lapped cycles [21]. Their results show that WDBA-2 outperforms IPACT With A Single

Polling Table (IPACT-st) [25] for K = 2, while it achieved the opposite performance for

higher values of K. The reasons of such behavior are the idle time wasted waiting for cycle

end and what we call the overload delay penalty. The overload delay penalty, which is

common for all early allocation approaches, is that overloaded OUNs, with more buffered

frames in general, are delayed till cycle end and excess bandwidth can be allocated. This

means that many frames in overloaded ONUs will encounter additional delay for the sake

of additional frames to be transmitted in this cycle. In [26], the authors modified WDBA-1

by sending the report message in the beginning of the time slot in order to reduce the idle

time.

In [22], the author proposed an online excess allocation scheme to allocate excess band-

width on-the-fly. In this scheme, the OLT maintains an excess bandwidth allocation pool

used to both accumulate and distribute excess bandwidth. The excess pool has a maxi-

mum value defined by the network operator. Upon receiving bandwidth request from un-

derloaded ONU, the OLT increases the excess pool value by Gmax
i � R(i, n) taking into

consideration the maximum value of the excess pool. When overloaded ONU sends band-

width request, the OLT assigns on-the-fly its maximum transmission window plus excess

bandwidth share not exceeding wiEpool, where Epool is the accumulated excess bandwidth

and wi is the ONU relative weight according to its service level agreement. Upon doing

so, the OLT updates the excess allocation pool. Online excess allocation does not incur
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idle bandwidth, however it has a fairness problems and does not efficiently utilize excess

bandwidth.

2.4 Frame Delineation

Multiple threshold reporting is an efficient technique to eliminate the wasted bandwidth.

In [27], a threshold reporting based DBA (TDBA) is proposed. Each ONU can send up

to 5 different queue sets within the same report frame. Upon receiving all report frames,

the OLT calculates the total excess bandwidth and the cumulative request per threshold

from all overloaded ONUs. The OLT starts to find a matching threshold not greater than

the available bandwidth in the next cycle for the overloaded ONUs. If the OLT finds a

matching threshold, it grants each overloaded ONU the reported amount in that matching

threshold, otherwise it equally divides available bandwidth among the overloaded ONUs.

The matching threshold concept is not fair since some less overloaded ONUs may receive

less grants due to other highly overloaded ONUs. In other words, TDBA treats the granting

cycle bandwidth as single pool and tries to get to a compromise between ONUs bandwidth

requests without considering the fair bandwidth allocation. Another drawback, which is

common between DBA1 and TDBA, is that OLT has to wait for all report frames to run

the DBA, hence each granting cycle has idle time of round-trip-time (RTT) plus the DBA

calculation time.

Nikolova et al. [28] presented a similar idea to TDBA. In order to avoid the idle time

problem, they run the DBA before collecting all report frames. The unreported ONU will

not be assigned a bandwidth grant. They changed the ONUs polling order randomly to

equally give ONUs the chance to report before the DBA run time. In [29], Kramer et al.

presented a solution to the frame delineation problem by using two stage buffer. They are

able to remove the wasted bandwidth on the expense of increasing the average delay. They

suggested to decrease the maximum cycle time to remedy this problem, although this will
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decrease the bandwidth utilization.

2.5 Congestion Resolution in EPONs

There is little research work done on changing the maximum cycle time value. In [30],

TADBA is proposed. TADBA sets two values for maximum cycle time: TMIN and TMAX .

The value for each cycle is determined based on the total requested bandwidth. If the total

requested bandwidth is less than one fourth TMAX , the maximum cycle time is set to TMIN .

TADBA treats the cycle bandwidth as single pool and build its decisions based on the total

requested bandwidth. This concept does not consider the SLA differences between users.

TADBA also does not take into account that the larger requested bandwidth can be because

of one highly loaded ONU and switching to TMAX will benefit only this node and leads to

unfair bandwidth allocation.

2.6 DBA Schemes for long-reach passive Optical Networks

Recently, Long-reach passive Optical Networks (LR-PONs) has gained more attention in

research. One of the goals of next generation PONs is to increase the distance (reach)

between the OLT and the ONUs. The reach can be up to 100 Km, this means almost 1 ms

of RTT . Since DBA is run at the OLT, each ONU cannot be polled less than every RTT .

This is very crucial to delay sensitive traffic and leads to performance degradation. In the

following, we present a brief of the benchmark DBA schemes for LR-EPONs.

Multi-Thread polling (MTP) [8] (referred to as MTP-off) is suggested to reduce average

packet delay. The idea is to run two or more independent offline DBA process (threads)

to poll ONUs. The numerical results show that MTP outperform offline Single-Thread

Polling (STP). MTP-off is more complex than STP as it requires thread tuning, inter-thread

coordination, and bandwidth over-grant problems [8, 3]. In [3], the authors deeply inves-

tigated offline MTP and showed that IPACT (online DBA) outperform MTP-off. The also
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showed that all proposed schemes cannot reduce delay below 1.5 RTT . In [4], the authors

proposed an online MTP algorithm (MTP-on). Their results show that online MTP signifi-

cantly outperforms offline MTP. They have also show that STP outperforms MTP at Tmax
cycle

below 4 ms.

In addition to MTP approach, there are decentralized techniques, optical coding tech-

niques, and request based void filling. In [31, 32], the authors proposed a decentralized

scheme where bandwidth is allocated through ONUs coordination. In order to do that, the

passive splitter is modified to allow the upstream signal to be reflected in the down stream

direction to all ONUs. In [33], the authors proposed that ONUs should use optical coding

to transmit frequent Queue Increment Request (QIR). On the other hand, the OLT applies

Just-In-Time scheduling approach [34]. QIRs help updating the OLT with the most recent

ONUs queue size. The ideal minimum delay bound of this technique is RTT . On the other

hand, optical coding needs highly accurate synchronization between the OLT and ONUs

especially for long-reach distance.
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Figure 2.6: Request based void filling.

In [35, 36, 37], a request based void filling (RBVF) is proposed to fit grant requests

from relatively nearer ONUs into available voids as shown in Figure 2.6. Upon receiving

bandwidth request and employing grant sizing policy to determine G(i, n), the OLT begins

to search for eligible void that fits the bandwidth grant. A void Vk is considered usable if it
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matches two conditions described as follows:

Ve(k, n)� Vs(k, n) � G(i, n) (2.5)

and

Ve(k, n)�G(i, n) � tmin
s (i, n), (2.6)

where Ve(k, n) and Vs(k, n) represent the void start and end times, respectively. If Vk is

satisfies the above conditions, the grant start (ts(i, n)) and end times (te(i, n)) are given by

ts(i, n) = max(tmin
s (i, n), Vs(k, n)) (2.7)

and

te(i, n) = ts(i, n) +G(i, n). (2.8)

The selected void is the one that has minimum ts(i, n) among the set of eligible voids.

The computation complexity of RBVF is O(N). If binary search tree is used, the computa-

tion complexity is reduced to O(logN) [35]. The results in [35] show that RBVF reduces

the average delay compared to NVF. However, it does not reduce the average delay below

the 1.5 RTT bound. In the best case, each ONU cannot transmit less than every RTTi.

RBVF performance improvement decreases with ONUs with small distance variations. If

all ONUs have the same Di, RBVF cannot reduce the average delay compared to NVF [35].

In [38, 39], authors proposed a request based partial void filling (RBPVF) scheme to

further improve RBVF. Their algorithm is a mix between RBVF and Multi-Thread Polling

(MTP) [8]. Upon receiving bandwidth request, the OLT invokes RBVF to fit the grant

within one of the available voids. If the OLT cannot find suitable void, it invokes RBPVF

that can divide G(i, n) into at most P chunks and switch the corresponding ONU to Multi-

Thread mode. During Multi-Thread mode, the OLT cannot invoke RBPVF and it can use

RBVF only. The OLT starts killing the threads requesting zero bandwidth until there is
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only one thread left. The OLT switches this ONU back to single-thread mode again. This

method enables long grants that do not fit in a single void to be divided into two or more

grants. Their results show a delay improvement compared to Earliest Finishing Time with

Void Filling (EFT-VF) [35], but the minimum delay bound can be reached is 1.5 RTT for

the same reasons listed above.

2.7 Energy Saving in EPONs

In EPON, energy saving can be achieved by putting ONU into sleep mode while watch-

ing the network QoS condition. Most of the DBA studies assume that all ONUs can sleep

except the one transmitting data to the OLT [40, 1, 41, 42, 43, 44, 45, 46, 47]. The funda-

mental assumption in all of these studies is that the OLT can buffer the downstream traffic

of the sleeping ONU until it returns back to the operational mode. It is important to obtain

the optimal sleeping time while considering certain traffic QoS requirements.

In [48], the authors developed a new MAC-Layer protocol that uses fixed bandwidth

allocation scheme under low load operation. The OLT goes to the energy saving mode if it

finds that the throughput is below certain threshold. In sleeping mode, each ONU wakes-up

periodically in predefined periods to send and receive upstream and downstream traffic, re-

spectively. The authors in [49] tackled the energy saving problem in Gigabit-PON (GPON)

using the adaptive link rate (ALR) approach. They use a simple mechanism to enable the

ONU to adaptively change the optical link rate based on the traffic load to increase the

sleep mode period. However, the proposed scheme did not consider any specific traffic

QoS requirements.

Two energy saving downstream MAC-layer schemes are proposed in [50]. In the first

scheme, which is called downstream centric scheduling (DCS), the downstream traffic for

certain ONU is buffered until an upstream time slot is assigned to it. In the second scheme,

which is called the upstream centric scheduling (UCS), the ONU switches to active mode
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whenever there is an upstream or downstream transmission slots scheduled. Although UCS

achieves better energy saving, it causes higher delay when downstream and upstream time

slots are not efficiently scheduled. The research study in [51] developed a downstream

traffic scheduling protocol with the limited service discipline under the UCS-based green

bandwidth allocation framework. The developed scheme investigates the maximum sleep

time of each ONU and maximum possible energy saving.
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Chapter 3

Excess Bandwidth Distribution for

EPONs

3.1 Introduction

As we mentioned in Chapter 2, bandwidth allocation (BA) is considered the most vital

task in EPONs functionality. It coordinates between ONUs to transmit their upstream data

to the OLT. Bandwidth allocation can be static (SBA) or dynamic (DBA). DBA is more

suitable for access networks due to its bursty traffic. The concept of excess bandwidth

distribution [18] is introduced to increase bandwidth utilization. The ONUs are divided

into underloaded and overloaded according to the reported buffer size (R(i, n)). In this

chapter, we present an effective yet simple excess bandwidth allocation and scheduling

scheme called Delayed Excess Scheduling (DES).

3.2 Delayed Excess Scheduling (DES)

DES main idea is to delay scheduling of excess bandwidth to the next cycle and use the

assigned excess bandwidth as increase to Gmax
i [7]. In other words, the maximum assigned

bandwidth during cycle n is Gmax
i (n) = Gmax

i +Ei(n� 1), where Ei(n� 1) is the excess

bandwidth share of ONU i from cycle (n� 1). DES divides ONUs into three groups:
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1. Underload (U): an ONU is considered underloaded if R(i, n)  Gmax
i

2. Satisfied (S): an ONU is satisfied if Gmax
i < R(i, n)  Gmax

i (n)

3. Overloaded (O): an ONU is considered overloaded if R(i, n) > Gmax
i (n)

The algorithm works as follows:

• During cycle (n� 1), The OLT receives bandwidth requests for cycle n.

• The OLT assigns on the fly bandwidth grant G(i, n) = min(R(i, n), Gmax
i (n)).

• The OLT identify the state of each ONU: U, S, or O.

• After receiving all report messages, the OLT calculates the excess bandwidth share of

each overloaded ONU as Ei(n) =
wiP

k2O
wj

P
j2U

Gmax
i �R(i, n), where wi is the weight

assigned to each ONU according to service level agreement.

• The OLT updates Gmax
i (n+ 1) as

Gmax
i (n+ 1) =

8
><

>:

Gmax
i + Ei(n) i 2 O

Gmax
i i 2 S [ U.

(3.1)

It is important to note that DES does not encounter any idle time and does not allocate

overloaded ONUs unnecessary bandwidth. DES is very simple and does not require any

precise timing procedure and can be implemented easily.

3.3 Delayed Excess Allocation for hybrid TDM/WDM

EPONs

Excess bandwidth allocation in hybrid TDM/WDM EPONs (TWDM-EPONs) with dy-

namic wavelength assignment (DWA) is more complex than in TDM EPONs. This is
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because TWDM-EPONs with DWA have no cyclic polling order anymore. In other words,

bandwidth allocation cycles overlap. This is why cyclic based excess bandwidth allocation

schemes suffer from performance degradation when applied to TWDM-EPONs [21]. The

other alternative is to apply an online excess allocation scheme as in [22]. However, online

excess allocation has two major drawbacks. First, it does not fully utilize the accumulated

excess bandwidth. Second, it does not allocate excess bandwidth fairly among all over-

loaded ONUs. In the following, we explain our approach to extend DES so that it can be

applied to TWDM-EPONs.

Our TWDM approach for excess bandwidth allocation is called Flexible Delayed Ex-

cess Scheduling (FDES). FDES has the same ONU classification criteria as DES. Unlike

DES, FDES works on segments rather than on cycles. A new segment starts when the OLT

receives report message from all ONUs. It is important to note that the OLT might receive

more than one report message from some ONUs during one segment. In order to detect a

new segment start, the OLT maintains a Boolean check table for all ONUs.

Upon receiving bandwidth request, the OLT does the following:

• The OLT updates the check table entry for the reporting ONU. It also increments the

checked ONUs counter if the check table entry was previously false.

• The OLT identifies the state of the reporting ONU: U, S, or O.

• The OLT assigns on the fly bandwidth grant G(i, n) = min(R(i, n), Gmax
i (n)).

• For overloaded and satisfied ONUs, the OLT updates Gmax
i (n) to be:

Gmax
i (n) =

8
><

>:

Gmax
i i 2 O

Gmax
i (n) +Gmax

i �G(i, n) i 2 S.
(3.2)

When the checked ONUs counter becomes N (the number of all ONUs), the OLT

detects a new segment start and acts as following:
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Figure 3.1: EF average packet delay.

• The OLT calculates the excess bandwidth share of each overloaded ONU as Ei(n) =

wiP
k2O

wj

P
j2U

Gmax
i � R(i, n), where wi is the weight assigned to each ONU according

to service level agreement.

• The OLT updates Gmax
i (n+ 1) for the new segment as

Gmax
i (n+ 1) =

8
><

>:

Gmax
i + Ei(n) i 2 O

Gmax
i i 2 S [ U.

(3.3)

For TDM-EPONs and TWDM-EPONs with static wavelength assignment, FDES con-

verges exactly to DES.
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Figure 3.2: AF average packet delay.
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Figure 3.3: BE average packet delay.
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3.4 Numerical Results

3.4.1 TDM EPON

We consider an EPON with a single OLT and 16 ONUs with 10 MB buffer size. The up-

stream and downstream transmission rates are symmetric with 1 Gbps. We use the packet

size distribution reported in [11], with a minimum Inter Frame Gap (IFG) of 12 B and

preamble of 8 B. The distance between OLT and all ONUs is set to 20 Km, which cor-

responds to 200 µs RTT . The generated traffic is DiffServ with three classes of service:

Expedited Forward (EF), Assured Forward (AF), and Best Effort (BE). EF ONU offered

load share is 20%, while the rest is divided equally between AF and BE. EF is constant-

bit-rate (CBR) traffic with Poisson arrivals and fixed packet size of 70 B, while AF and BE

traffic are self-similar with long range dependence and hurst parameter of 0.8. Gmax
i is set

to 15000 B and the guard bandwidth is set to 625 B. DES is evaluated against E-DBA2 [24]

and a combination of DBA-2 [18] and W-DBA [19] (referred to as W-DBA2). Regarding

simulation results, the sample size is 1 million packets per ONU. Consequently, the confi-

dence interval bars are not shown through all the dissertation because it will not be visible

compared to the average value.

Figures 3.1, 3.2, and 3.3 show the average packet delay for EF, AF, and BE traffic,

respectively. It can be seen that DES shows superior performance against E-DBA2 and

W-DBA2. DES reduces the EF average delay by 1.5 ms compared to E-DBA2 at 0.7 load

and by 0.4 ms compared to W-DBA2 at 0.8 load. At load beyond 0.9, we notice that DES

and E-DBA2 are similar while W-DBA2 is lagging due to idle time problem. The reason

behind DES excel is its ability to remove idle time and incorporating controlled excess

allocation as well. DES shows similar performance in both AF and BE traffic. For AF,

DES reduces the average delay by 1.1 ms and 0.3 ms compared to E-DBA2 and W-DBA2

respectively at 0.8 load. At 0.8 load, DES reduces the average delay by 20 ms for BE traffic.
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Figure 3.4: EF average delay jitter.
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Figure 3.5: AF average delay jitter.

Delay jitter is shown in Figures 3.4, 3.5, and 3.6. For EF traffic, DES jitter reduction

ranges from 0.1 ms to 0.8 ms at load 0.5-0.7 compared to E-DBA2. The EF jitter of DES
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Figure 3.6: BE average delay jitter.

and W-DBA2 are close with advantage to DES. For AF traffic, both DES and W-DBA2

Jitter are lower than E-DBA2 at 0.5-0.8 load. At load 0.8-full load, DES and E-DBA2 are

better than W-DBA2. The performance of the three schemes is close in case of BE with

relative advantage to DES.

3.4.2 Hybrid TDM/WDM EPON

In this section, we show the simulation results of TWDM-EPONs. We consider a TWDM

EPON with single OLT, 128 ONUs and four upstream WDM channels. Each ONU is

equipped with fast tunable laser (negligible tuning time) that can be tuned to any of the

upstream channels. Incoming traffic is self-similar with long range dependence and Hurst

parameter of 0.8. Guard bandwidth is set to 1 µs (125 B). We consider two distance spans

scenarios: 20 Km and 100 Km (long-reach). For 20 km span, the maximum cycle time

is set to 2 ms. This corresponds to Gmax
i of 7187 B. For 100 Km span, the maximum

cycle time is set to 4 ms. This corresponds to Gmax
i of 15500 B. FDES is tested against
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Figure 3.7: FDES, DWBA-2, and IPACT-st performance comparison for 20 Km span (a)
Average delay (b) Delay reduction ratio. (%)
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Figure 3.8: FDES, DWBA-2, and IPACT-st performance comparison for 100 Km span (a)
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IPACT-st [25] (WDM version of IPACT) and DWBA-2 [21] (WDM version of W-BDA2).

Figure 3.7 shows the average delay comparison among the tested schemes for 20 Km

span. For offered load below 0.6, all schemes have the same average delay. At load above

0.6, DWBA-2 average delay quickly increase with offered load. IPACT-st average delay is

less than DWBA-2 till load of 0.78. Between 0.78 and 0.9 load, IPACT-st delay is higher

than both DWBA-2 and FDES. FDES Outperforms DWBA-2 at load range between 0.6

to 0.85 and from 0.9 to 1. It also outperforms IPACT-st at load range between 0.7 to 0.9.

FDES achieves delay reduction up to 90% compared to IPACT-st. On the other hand,

DWBA-2 performance fluctuates between achieving positive and negative delay reduction.

Figure 3.8 shows the average delay comparison between the tested schemes for 100 Km

span (long-reach). DWBA-2 has the worst performance. Its delay quickly increases at load

of 0.4. This is because ONUs are overloaded most of the time in long-reach case. This

makes DWBA-2 works almost as an offline scheme rather than early allocation scheme.

FDES is stable compared to both DWBA-2 and IPACT-st. FDES achieves delay reduction

up to 75% compared to IPACT-st.

3.5 Summary

In this chapter, we introduced a novel scheme, DES, to effectively distribute upstream

excess bandwidth with overloaded ONUs using controlled allocation and without incorpo-

rating idle time. DES uses delayed allocation rather than early allocation. DES preserves

ONUs polling order and hence reduces delay Jitter. DES achieves delay reduction for EF,

AF, and BE traffic. Our proposed scheme can fit easily with industrial ONU deployment

due to its simplicity and its small DBA run time.

We also investigated applicability of DES to TWDM EPONs. We presented FDES as a

WDM extension to DES. FDES allocates excess bandwidth allocation upon the start of new

segment. Numerical results show that FDES achieves less delay compared to IPACT-st and
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DWBA-2. It is important to note that both DES and FDES performance converges to IPACT

and IPACT-st, respectively at high load. This is because all ONUs are overloaded and

excess bandwidth becomes scarce. Next chapter discusses the performance enhancement

at high load through resolving frame delineation challenge in TWDM-EPONs.
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Chapter 4

Bandwidth Compensation of Frame

Delineation Wasted Bandwidth

4.1 Introduction

(TWDM)-EPON is considered one of the candidates of next generation PONs (NG-PONs).

TWDM employs K upstream channels to carry the upstream data of N ONUs. Wavelength

assignment (WA) can be either static (SWA) or dynamic (DWA) [21]. In this chapter, we

present a novel DBA scheme called Efficient Grant Sizing Interleaved Polling (EGSIP).

We introduce a novel concept in DBA process called bandwidth compensation. Bandwidth

compensation allows ONUs to reuse the wasted bandwidth due to frame delineation [29] in

their next cycle(s) and hence achieve the maximum bandwidth efficiency. Bandwidth com-

pensation reduces the average packet delay and packet dropping while increases network

throughput.
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Figure 4.1: Wasted bandwidth.

4.2 Efficient Grant Sizing Interleaved Polling (EGSIP)

4.2.1 EGSIP

In limited time polling disciplines, some of the granted bandwidth is wasted due to frame

delineation as shown in Figure 4.1, where wb(i, n) is the wasted bandwidth and tc is the

report frame size including Inter Frame Gap (IFG) and preamble. Considering Ethernet

frames, wb(i, n) ranges from 1 to 1537 B. In order to show the effect of wb(i, n) on perfor-

mance, we define the bandwidth efficiency, ⌘eff , given by:

⌘eff =

NP
i=1

(Gi � wb(i, n))

NP
i=1

Gi +
N⇥tg⇥C

8

, (4.1)

where Gi is the average grant size, C is the transmission rate, and tg is the guard time

between time slots. The maximum bandwidth efficiency can be achieved is:

⌘max
eff =

Tmax
cycle �N ⇥ tg

Tmax
cycle

, (4.2)

Only overloaded ONUs suffer from wasted bandwidth, which we refer to as the over-
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Figure 4.2: Bandwidth compensation.

load penalty. Removing wasted bandwidth reduces packet delay and reduces the polling

cycle length, hence, reduces the bandwidth utilization. In [15], the authors developed a

mathematical model to calculate the average wasted bandwidth given that the ONU is over-

loaded to be:

E[w/overloaded] =
1

X

Smax�1X

r=1

r ⇥ (1� FX(r)), (4.3)

where X and FX(x) is the average value and cumulative distribution of packet size (bytes),

respectively, and Smax is the maximum packet size. For the distribution in [11], w ' equals

598 B. This waste represents 4% of the bandwidth for 16 ONUs with maximum cycle time,

Tmax
cycle, of 2 ms and tg = 5 µs. In general, the average wasted bandwidth in seconds, w, is:

w =
poverloaded ⇥ 8

C ⇥X

Smax�1X

r=1

r ⇥ (1� FX(r)), (4.4)

where poverloaded is the probability that the ONU is overloaded.

EGSIP uses threshold reporting but in more smart way. EGSIP adaptively changes the

maximum transmission window, Gmax
i (n) according to frame delineation existence. The

idea of EGSIP is shown in Figure 4.2. EGSIP algorithm uses two thresholds in report

frame, R1(i, n) and R2(i, n), where n is the granting cycle index. R1(i, n) cannot exceed

Gmax
i (n), where Ui(n� 1) is the reusable bandwidth credit left form cycle n� 1. R2(i, n)
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is used to report the whole ONU buffer size. The threshold values include the size of the

report frame. Gmax
i (n+ 1) is updated as:

Gmax
i (n+ 1) =

8
><

>:

Gmax
i , R2(i, n)  Gmax

i

Gmax
i +Gmax

i (n)�R1(i, n). otherwise
(4.5)

A similar process is done on the OLT side to update Gmax
i (n + 1). The OLT allocates

the bandwidth according to:

G(i, n) =

8
><

>:

R1(i, n), R1(i, n)  Gmax
i (n)

Gmax
i (n). otherwise

(4.6)

It is worth to note that no malicious/malfunction ONU can be granted more than its basic

maximum transmission window. If the ONU is working properly, the allocated bandwidth

will be always R1(i, n). The compensated bandwidth, U(i, n) = Gmax
i (n)�R1(i, n), can-

not exceed the length of the largest frame including IFG and preamble, which corresponds

to U(i, n)  1537 B in case of Ethernet traffic.

In order to estimate R1(i, n), ONUs need to know the minimum guaranteed bandwidth.

This can be done via two methods. The first method is through the extended versions of

register or gate frames [52] using part of the padding. The other one is what we call it the

exploring report method. The idea is to use the first report message after ONU registration

to know the basic Gmax
i . The ONU will send a report message containing with R1i and

R2i equal to the maximum ONU buffer capacity. As a result, the ONU will reply with a

gate message containing the maximum permissible grant. The ONU with use this value as

Gmax
i and start applying EGSIP.

The computation complexity of R1(i, n) depends on the ONU state. If ONU is un-

derloaded, the computation complexity is O(1). This is because in that case R1(i, n),

R2(i, n), and buffer size are identical. If ONU is overloaded, The ONU begins sequentially
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to calculate R1(i, n) by summing the buffered packet sizes as shown in Figure 4.2. The

computation complexity in that case will be O(Kmax), where Kmax is

Kmax =
Gmax

i + 1537

tc
. (4.7)

Kmax represents the maximum number of frames to be transmitting during Gmax
i , while tc

is the time needed to transmit the smallest Ethernet frame (control frame).

4.2.2 Stability Conditions

Stability is an important factor in EPONs. Stability is measured as the maximum offered

load the network can handle. Without loss of generality, we consider TWDM-EPONs with

SWA. In general, the maximum offered load, ⇢max, can be measured as:

⇢max =
Tmax
cycle � Tidle

Tmax
cycle

, (4.8)

where Tidle is the average cycle idle time. We can apply this concept to derive the stability

conditions for IPACT and EGSIP as follows:

⇢max
IPACT =

Tmax
cycle �N ⇥ tg �N ⇥ wIPACT

Tmax
cycle

, (4.9)

⇢max
EGSIP =

Tmax
cycle �N ⇥ tg

Tmax
cycle

. (4.10)

From (4.9) and (4.10), it can be noticed that:

⇢max
EGSIP > ⇢max

IPACT . (4.11)

The last inequality proves that bandwidth compensation is more stable than IPACT. Fur-

thermore, EGSIP is the only one achieves the maximum permissible offered load (e.g., the
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maximum achievable bandwidth).

To the best of our knowledge, all of EPON mathematical modeling studies ignores the

effect of frame delineation [53, 54, 55, 56, 57]. In [53], an approximate model for IPACT

is proposed. The authors did not consider the effect of the wasted bandwidth on the delay.

We modify their model and include the effect of w. The modified formula is:

T IPACT ⇡ �X2

2(1�⇢(Tmax
cycle�Ntg�NwIPACT )/Tmax

cycle)
+

(3N�⇢� 2⇢(N�⇢)(Ntg+NwIPACT )
(1�⇢)(Tmax

cycle
�Ntg�NwIPACT )

)

2(1�⇢(Tmax
cycle�Ntg�NwIPACT )/Tmax

cycle)
(tg + wIPACT ),

(4.12)

where T IPACT is the average packet queuing delay for IPACT. The average packet queuing

delay, TEGSIP , is given by:

TEGSIP ⇡ �X2

2(1�⇢(Tmax
cycle�Ntg)/Tmax

cycle)
+

(3N�⇢� 2⇢(N�⇢)Ntg
(1�⇢)(Tmax

cycle
�Ntg)

)

2(1�⇢(Tmax
cycle�Ntg)/Tmax

cycle)
tg.

(4.13)

Comparing (4.12) and (4.13), we observe that TEGSIP  T IPACT for all values of ⇢. The

delay reduction ratio mainly depends on the offered load. It also depends on the packet size

distribution, guard time, maximum cycle time, and the number of ONUs.

4.3 Simulation and Numerical Results

4.3.1 Simulation Model

We consider an EPON with a single OLT and 128 ONUs with 10 MB buffer size. Ethernet

frames size is between 64 to 1518 B, we use the packet size distribution reported in [11],

with a minimum IFG of 12 B and preamble of 8 B. The distance between OLT and all ONUs

is set to 20 Km, which corresponds to 200 µs RTT. The offered traffic is self-similar with
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Hurst parameter 0.8 and long range dependence (LRD). The offered traffic is distributed

uniformly over all ONUs. We use guard period of 125 B between consecutive slots. There

are K upstream channels with transmission rate 1 Gbps, where K is set to 4. Gmax
i is set

to 7687 B. We use both SWA and DWA. For DWA, we assume that all ONUs are equipped

with fast tunable lasers in order of few microseconds. EGSIP is evaluated against IPACT-

st. It worth to note that in case of SWA, IPACT-st acts as IPACT. The main performance

measures are average delay, blocking probability, and bandwidth efficiency.

4.3.2 Numerical Results

Figure 4.3 shows performance comparison between IPACT-st and EGSIP in case of SWA.

Figure 4.3(a) shows the average delay in ms. At load below 0.5, both IPACT-st and EGSIP

are almost identical. At load above 0.5, EGSIP outperforms IPACT-st. In terms of delay

reduction, EGSIP reduces IPACT-st delay by 16% at 0.65 load, 70% at 0.75 load, and 98%

at 0.9 load. This reduction proves the EGSIP robustness against IPACT-st derived in (4.10).

Packet dropping probability is shown in Figure 4.4(a). EGSIP shows substantial low

dropping rate compared to IPACT-st at high load. This is mainly because EGSIP ability to

eliminate idle time and compensate it in the next grant(s). This would help faster packet

transmission, reducing buffer size, and reducing dropping rate. The last performance mea-

sure is bandwidth efficiency shown in Figure 4.4(b). EGSIP is more efficient than IPACT-st

at high load. It also achieve bandwidth efficiency close to ⌘max
eff . It is very important to clar-

ify that EGSIP does not outperform IPACT-st at low load because the problem tackled by

EGSIP (frame delineation) becomes more apparent at high load.

Figure 4.5 shows performance comparison between IPACT-st and EGSIP in case of

DWA. EGSIP reduces IPACT-st delay by 10% at 0.73, 60% at 0.8, and 98% at 0.9 load. It

can be noticed that IPACT-st delay in DWA is less than its peer in SWA. This is because the

wavelength assignment gain in DWA. ONUs are polled faster in DWA rather than in SWA.

EGSIP still outperforms IPACT-st in terms of dropping rate and bandwidth efficiency (see
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Figure 4.3: SWA, K=4: (a) Average delay (b) Average delay reduction.

Figure 4.6).
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Figure 4.4: SWA, K=4: (a) Dropping probability (b) Bandwidth efficiency.
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Figure 4.5: DWA, K=4: (a) Average delay (b) Average delay reduction.

4.4 Summary

In this chapter, we introduced a novel concept in DBA which is bandwidth compensation.

We also presented a new DBA scheme called EGSIP which improves the TWDM EOPN
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Figure 4.6: DWA, K=4: (a) Dropping probability (b) Bandwidth efficiency.

performance. EGSIP resolves the frame delineation problem and guarantees that each over-

loaded ONUs can obtain their maximum grant size. We proved via mathematical analysis
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that EGSIP is more stable than IPACT-st. This stability has a large impact on delay and

buffer size reduction. The main reason behind EGSIP superior performance is its capability

of utilizing the available bandwidth without loss as in IPACT-st and without reduction as in

threshold reporting. EGSIP outperforms IPACT-st at load higher than 0.5 and 0.6 for SWA

and DWA respectively. EGSIP computation complexity is O(1) in case of underloaded

ONU. In case of overloaded ONU, the computation complexity is O(Kmax), where Kmax

is the maximum number of packets can be transmitted during a bandwidth grant. EGSIP is

more stable than IPACT-st and can be used at load peaks or sudden network congestion.
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Chapter 5

Congestion Detection and Resolution

5.1 Introduction

In the two previous chapters, we investigated both excess bandwidth allocation and frame

delineation in EPONs. However, in both chapters, the maximum cycle time is assumed to

be set to fixed value defined by network operators. Most of the proposed DBA schemes

so far apply time-limited polling [10]. Time-limited polling sets a maximum value for

cycle time and ONU grant size to avoid bandwidth monopoly from high loaded ONUs.

Increasing the maximum cycle time improves bandwidth utilization especially in peak-

hours time but some packets will experience longer delays due to longer cycle times [10].

On the other hand, decreasing the maximum cycle time helps to reduce the delay sensitive

traffic (real time) average delay because it allows ONUs to transmit more frequently. Many

of the proposed DBA schemes choose the maximum cycle value to be 2 ms [10, 18, 20, 19]

in their simulation experiments. There is not much research on varying the value of the

maximum cycle time.

In this chapter, we analyze in-depth the effect of dynamically changing the maximum

cycle time value with network load status on the main performance metrics: average delay,

throughput, dropping, and fairness. Moreover, we present our new DBA algorithm called

Congestion Aware Limited Time (CALT). CALT is a smart framework that adapts the max-

imum cycle time duration with the incoming traffic load to achieve a compromise between
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increasing bandwidth utilization and reducing packet delay from one side and keeping ac-

cepted fairness level form the other side.

5.2 Congestion Aware Limited Time

In polling systems, the polling disciplines with longer cycle time have the least average

queueing delay [58]. Exhaustive service and gated service are the best known disciplines

in terms of queueing delay and they are the biggest in terms of polling cycle time. Both

of them are not suitable for bandwidth allocation as they suffer from bandwidth monopoly.

In [53], the authors presented a mathematical model for IPACT. They derived an approx-

imate formula for the queueing delay for limited service under incoming Poisson traffic.

The model shows that increasing Tmax
cycle reduces the queueing delay.

Another reason to consider Tmax
cycle is the bursty and self-similarity nature of access net-

work traffic [59]. Figure 5.1 shows the measured traffic load of generated self-similar traffic

with long range dependence (LRD) of 0.25 load sampled over a scale of 1 ms. Figure 5.1(a)

shows that the measured traffic load values range from zero to full load. Although the gen-

erated traffic load is 0.25, the CDF distribution shows that the traffic load is more than 0.25

almost 40% of time and greater than 0.75 almost 10% of time. It also shows that 10% of

the time, the traffic load is less than 0.08. The reason behind such behavior is that frames

arrive in longer bursts with off periods between them. This behavior highlights the im-

portance of dynamically changing Tmax
cycle to cope with the long data bursts and also the off

periods to ensure better utilization and accepted fairness level. In [60], the authors evalu-

ated the effect of changing the maximum cycle time on EPON performance. Their results

show good improvement in both delay and bandwidth utilization especially in medium and

higher load which makes increasing Tmax is a good option during peak hours. We conclude

from the above discussion that DBA should dynamically tune its parameters with the short

term load variations (Figure 5.1 and long term variations such as peak hours load. Our
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Figure 5.1: Self-similar traffic load over a scale of 1 ms.

proposed scheme, CALT. is a smart dynamic framework that adaptively controls the max-

imum cycle time duration based on the detected offered load condition. CALT goal is to
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decrease average packet delay and increase the bandwidth allocation fairness and utiliza-

tion. In CALT, the OLT maintains a set of L levels (values){T1, T2, ..., TL} of Tmax
cycle, where

Ti < Tj 8 i < j. CALT uses the number of overloaded ONUs, NO, as a heuristic to move

between the different levels. NO is considered an indicator to network congestion. The

OLT keeps a matrix of threshold values of moving upward and downward, Q, as:

Q =

2

666666666666664

0 Q1
U

Q2
D Q2

U

. .

. .

. .

QL
D N

3

777777777777775

. (5.1)

Ql
D and Ql

U represents the downward and upward threshold values of level l respectively.

Increasing Ql
U reduces the probability of incrementing the maximum cycle time. The dif-

ference between Ql
U and Ql

D along with the traffic load determines how often the OLT uses

this level. Network operators determines the best value of Q according to the acceptable

congestion level. CALT works as follows:

step 1: the OLT receives bandwidth requests and assigns bandwidth to each ONU accord-

ing to (2.1) until all ONUs report frames are received.

step 2: the OLT counts the number of overloaded ONUs, NO.

step 3: if NO > Ql
U then the OLT increases the current maximum cycle level by 1 to be

l+1. If NO < Ql
D then the OLT decreases the current maximum cycle level to l�1.

step 4: the OLT recalculates Gmax
i according to new Tmax

cycle.

step 5: go to step 1.

CALT operates in either waste (W) or threshold reporting (T) modes. In W mode, some

of the granted bandwidth to overloaded ONUs will be wasted due to frame delineation. In

T mode, ONU takes advantage of reporting multiple thresholds to OLT. The OLT sends
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Figure 5.2: CALT-T.

the threshold values, representing Gmax
i in all L levels, to ONUs using the pad segment of

the Register frame [5, 6]. It is worth to note that T mode cannot be used for more than 12

levels because of the size limitations of report frame. The idea of threshold reporting is

shown in Figure 5.2, where Ti and R(i, n) are the threshold and reported values of level l

respectively. The last report value, Rl+1 represents the whole ONU buffer size.

5.3 Numerical Results

5.3.1 System Model

We consider an EPON with single OLT and 16 ONUs with 10 MB upstream buffer size.

The upstream and downstream transmission rates are symmetric with 1Gb/s. In IEEE 802.3

standard, Ethernet frames size is between 64 to 1518 B, we use the packet size distribution

reported in [11], with minimum inter-frame-gab (IFG) of 12 B and preamble of 8 B. The
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distance between OLT and all ONUs is set to 20 Km, which corresponds to 200 µs round

trip time (RTT). The generated traffic is self-similar traffic with Hurst parameter 0.8 and

long range dependence (LRD). tg is set to 5 µs. Tmax
cycle possible values are {1,2,3,4} ms.

The threshold matrix, Q, is set to be:

Q =

2

66666664

0 3

3 6

3 6

3 6

3

77777775

. (5.2)

We assume that 1 ms is a suitable value for Tmax
cycle in case of light load, while 4 ms is suitable

for Tmax
cycle in case of severe load. The lowest level, 1 ms, upward threshold is set to 3, as this

level is meant to be used during off periods. The upper levels thresholds are set to 3 and 6

respectively. We assume that the up to 6 overloaded ONUs out of 16 ONUs is an accepted

congestion level. We also think that the OLT should move to the lower level if there are less

than 3 overloaded ONUs. The offered load is distributed uniformly over ONUs. Table 5.1

summarize the simulation parameters.

Table 5.1: Simulation Parameters.

N 16
C 1 Gbps

ONU upstream buffer size 10 MB
Tmax

cycle

{1,2,3,4} ms
t
g

5 µs
IFG 12 B
RTT 200 µs

CALT is evaluated against IPACT [10] and a combination of DBA2 [18] and W-DBA [19].

In our results, we label the two later schemes as W-DBA2, which has the capability of on-

line granting to underloaded ONUs and hence reduce upstream idle time. The maximum

cycle time for both IPACT and W-DBA2 is set to 2 ms.
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5.3.2 Numerical Results
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Figure 5.3: Average packet delay.
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One of the most important performance metrics in EPON is the average packet delay.

Figure 5.3 shows the average packet delay of CALT, IPACT, and W-DBA2 respectively.

It is clear that CALT has a great impact on reducing delay at medium and higher load

(0.64-1.2). The Delay reduction ratio is shown in Figure 5.4. At 0.88 offered load CALT-T

shows delay reduction up to 97% compared to W-DBA2 and 92% compared to IPACT,

while CALT-W shows also delay reduction up to 95% compared to W-DBA2 and 90%

compared to IPACT. At offered load beyond 1 (sever congestion), both modes of CALT

reduces delay by ranges from 5-17%.

Figure 5.5 shows level usage ratio and the corresponding average maximum cycle time,

Tmax
cycle, for both CALT-W and CALT-T. It can be seen that CALT uses the lowest level 78-

100% of the time at load below 0.9. The most important observation about this figure is

that CALT-W reduces the average delay by 60% at 0.80 offered load using 1 ms as Tmax
cycle

almost 78% of time. It can be seen also that Tmax
cycle is greater than 2 ms only at almost full

load condition. CALT-T tends to use the low value levels more than CALT-W due to its

increased stability.

Figure 5.6 shows a comparison between the average cycle time between the different

four schemes. At load range from 0.8-0.9, CALT average cycle time is less than both

IPACT and W-DBA2. On the other hand, the situation is reversed at load greater than 0.9.

The reason behind that is that CALT uses the higher level more frequently at higher load as

shown previously in Figure 5.5.

The average ONU buffer size is shown in Figure 5.7. It turns out that CALT stability

is much higher than both W-DBA2 and IPACT. CALT is more stable because it adapts

instantaneously to traffic load conditions and can serve more packets within the cycle time.

CALT buffer size saturates at 1.04 offered load, while W-DBA2 saturates at 0.88.

Delay Jitter is shown in Figure 5.8. Although CALT cycle time is more dynamic due to

multiple Tmax
cycle usage, CALT is able to reduce delay jitter compared to IPACT and W-DBA2

at medium and high load. This shows that CALT is a better candidate for delay sensitive
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Figure 5.5: Level Usage Ratio And Average Maximum Cycle: (a) W (b) T.

applications and differentiated services EPONs. CALT delay jitter is more than IPACT

and W-DBA2 at load higher than 0.9. The reason of this behavior is that both IPACT and
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Figure 5.6: Average cycle time.
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Figure 5.7: Average buffer size.

W-DBA2 saturate before CALT. The almost fixed buffer size causes delay jitter reduction.

CALT jitter tends to decrease again at 1.1 load. Figure 5.9 shows another aspect of CALT
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Figure 5.8: Delay jitter
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Figure 5.9: Packet loss probability.

excel performance. CALT improved the loss probability by 50% compared to IPACT and

70% compared to W-DBA2 at nearly full offered load. This improvement is a result of
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CALT delay, cycle time, and buffer size reduction compared to other schemes.
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Figure 5.10: Fairness index.

One of the important bandwidth allocation performance metrics is the fairness index.

We use the Raj Jain fairness index [61]. Figure 5.10 shows enhanced fairness index for

CALT. We observe that CALT allocates bandwidth in a more fair way than IPACT and W-

DBA2. This also proves that using NO as a heuristic to increase/decrease maximum cycle

time does not contradict with the fairness principal.

5.4 Summary

This chapter presented a new DBA scheme, called CALT, for EPONs. CALT incorporates

interleaved polling along with offered load controlled maximum cycle time. CALT uses the

number of overloaded ONUs, NO as a heuristic to increase/decrease the maximum cycle

time value. CALT uses a set of levels (values) the maximum cycle time and both upper

and lower threshold for NO associated with each level. Numerical results show superior

improvement in packet delay, dropping probability, bandwidth utilization and buffer size.
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CALT also reduces the delay jitter which is one of the important metrics in Diffserv EPONs.

CALT is able to fairly allocate bandwidth more than IPACT and W-DBA2.
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Chapter 6

Stable and Adaptive Multi-Thread

Polling for Long-Reach EPONs

6.1 Introduction

The presented DBA schemes so far discuss challenges related to high offered load. Start-

ing from this chapter, we focus on resolving challenges at low and medium load for Long-

Reach Ethernet Passive Optical Networks (LR-EPONs). DBA in LR-EPONs is considered

an interesting challenge due to the long propagation delay between both the OLT and the

ONUs. The next PON generation should consider extending the reach of Passive Optical

Networks in order to reduce the number of needed Central Offices (COs) [62]. Longer

reach implies longer round trip time (RTT) delays. This leads to imposing a relatively large

minimum average delay bound as we will explain shortly. This chapter and Chapter 7 in-

vestigate two different approaches for delay reduction in LR-EPONs, namely Multi-Thread

Polling (MTP) and on-the-fly void filling.

The average delay in EPON, W , is,

W = Wpoll +Wgrant +Wqueue. (6.1)

where Wpoll is the time between packet arrival and the next report message, Wgrant is the
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Figure 6.1: Delay composition in EPON.

time between sending report message and receiving corresponding allocated grant via gate

message, and Wqueue is the waiting time before transmission during the allocated grant (see

Figure 6.1). Wgrant cannot be less than RTTmax (the maximum round-trip-time for all

ONUs). The relation between Wpoll and Wgrant is

Wpoll =
Wgrant

2
. (6.2)

Consequently, the average delay W cannot be less than 1.5 RTTmax.

OLT

ONUs
1 g 2 3g 4g

G1

g

Report Grant Thread 1 g Guard G Gate

G2 G3 G4

1 g 2 3g 4g g 1 g 2 3g 4g g

Thread 2

Figure 6.2: Offline MTP.

Offline Multi-Thread Polling (referred to as MTP-off) [8] and online Multi-Thread

Polling (referred to as MTP-on) [4] are proposed to reduce Wpoll. The basic idea of both
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Figure 6.3: Online MTP.

MTP-off (see Figure 6.2) and MTP-on (see Figure 6.3) is to run multiple instances (threads)

of certain DBA scheme. The relationship between Wpoll, Wgrant, and number of threads

(✓) is,

Wpoll =
Wgrant

(2⇥)
. (6.3)

Combining both (6.1) and (6.3), we obtain the minimum boundary for the average delay

as,

W � (1 +
1

(2⇥)
)RTTmax. (6.4)

This chapter investigates two major associated problems with Multi-Thread Polling,

namely bandwidth over-granting and performance degradation at high load. Bandwidth

over-granting happens due to that ONUs report their buffered data before they receive band-

width allocation for the previous thread request. This leads to the fact that some buffered

data might be reported multiple times. Consequently, large bandwidth grants without real

associated buffered packets are allocated. This effect is useful at low load as the new in-

coming packets can be transmitted immediately. However, at higher load, this leads to

quick performance degradation as reported in [38]. The other problem is that MTP per-

formance quickly degrades at higher load due to the increased report messages and guard

bandwidth overhead [3, 4].
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6.2 Bandwidth Over-Granting Related Work

Bandwidth over-granting problem happens due to the lack of inter-thread coordination. The

consecutive threads have partial overlap in their buffered data report. This happens because

of the ONU has to send report message in thread ✓ prior receiving the grant message of the

report sent for thread ✓-1.

In [63, 64], authors proposed an approach called newly arrived frames plus (NA+). In

their approach, the OLT keeps a record for the last two received bandwidth requests. The

OLT subtracts the newer request from the old one to extract the newly arrived frames size

(I(i, ✓, n)). Upon knowing I(i, ✓, n), the OLT calculates the actual bandwidth request of

the reporting ONU, R(i, n), as

R(i, n) = I(i, ✓, n) + C(i), (6.5)

where C(i) is the compensated bandwidth for backlog traffic. The backlog traffic hap-

pens when the actual bandwidth request is greater than the maximum ONU transmission

window per thread and due to the fact that Ethernet frames cannot be fragmented. NA+

performance is highly affected by the term C(i) [63]. Choosing large values for C(i) leads

to over-granting. On the other hand, small value of C(i) leads to new arriving frames

blocking [63]. In order to determine C(i), the authors proposed that the OLT keeps mon-

itoring the upstream channel for measuring the unused slot reminder (USR) of each ONU

and use it as a value of C(i) [63]. In [4], authors proposed an online MTP (MTP-on) which

leverages the advantage of online over offline polling. Their results show that MTP-on with

NA+ cannot achieve the minimum bound derived in (7.2). Similar results are also reported

in [3].

In [65], the authors proposed another solution similar to NA+ called Bandwidth Re-

porting (BR). In BR, ONUs report only the size of the new arrivals and also calculate the

compensation term. Upon receiving bandwidth request, R(i, ✓, n), the OLT increments the
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total requested bandwidth, RV (i) as

RV (i) = RV (i) +R(i, ✓, n), (6.6)

where R(i, ✓, n) equals

R(i, ✓, n) = I(i, ✓, n) + C(i). (6.7)

ONU calculates C(i) as the difference between the granted bandwidth and the actual

transmitted bandwidth. BR is quite similar to NA+. However, it moves the burden of C(i)

and I(i, ✓, n) calculation to ONU. Numerical results in [65], show that BR outperforms

NA+.

6.3 Interactive Bandwidth Allocation (IBA)

In order to resolve in bandwidth over-granting challenge, we present a novel technique

called Interactive Bandwidth Allocation (IBA). IBA can be integrated with both MTP-off

and MTP-on. Without loss of generality, we focus on integration of IBA with MTP-on

because MTP-on outperforms MTP-off in terms of average packet delay [4].

IBA relies on interaction between the OLT and the ONUs. In other words, if the ONU

knows its maximum transmission window during particular cycle and thread, it can ad-

just its reported buffer size to that value and marks these packets as reported in the buffer.

This is because these packets are guaranteed to be transmitted during the next grant. In

CO side, the OLT transmits two threshold values to each ONU through the padding part

in the gate control frame. The first threshold, Th1(i, ✓, n) represents the maximum trans-

mission window for that ONU during that thread and cycle. The second one, Th2(i, ✓, n)

is always 0XFFFF and represents the maximum value can a report frame carry for buffer

size reporting. The second threshold is an indicator of overloaded ONUs and is used for

excess bandwidth allocation purpose. It can be noted that IBA uses EGSIP (see Chapter 4)
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with the feature of excess bandwidth allocation. For IBA, we choose to employ DES (see

Chapter 3) as the excess bandwidth allocation scheme, however, it can support any other

scheme. The buffer size reporting process works as follows:

• Upon receiving gate message, the ONU saves the value of both Th1(i, ✓, n), and

Th2(i, ✓, n) to be used when the bandwidth grant actually starts.

• When it is time for ONU to issue report frame, the ONU uses the saved thresholds to

issue two bandwidth report values:R1(i, ✓, n) and R2(i, ✓, n) within the same report

frame. R1(i, ✓, n) is less than Th1(i, ✓, n). ONUs report only packets that were not

reported before with R1(i, ✓, n) value. R2(i, ✓, n) represents the accumulated buffer

size starting from the first packet reported within R1(i, ✓, n) and is used for excess

bandwidth allocation.

Upon receiving a report frame, the OLT acts as follows:

• It issues a bandwidth grant of size G(i, ✓, n+ 1) = R1(i, ✓, n).

• If R1(i, ✓, n) = R2(i, ✓, n) and both of them is less than Gmax
i then the ONU is

underloaded (U).

• If R1(i, ✓, n) = R2(i, ✓, n) and both of them is less than Gmax
i (✓, n) then the ONU is

satisfied (S).

• If R1(i, ✓, n) < R2(i, ✓, n) then the ONU is overloaded (O). The compensated band-

width in that case is:

U(i, ✓, n) = Th1(i, ✓, n)�R1(i, ✓, n). (6.8)

• The OLT issues a gate frame with Th1(i, ✓, n+1) (see next step) and Th2(i, ✓, n+1).

Upon receiving all report frames from a particular thread, the OLT invokes DES as follows:
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• The OLT calculates the excess bandwidth share of each overloaded ONU as Ei(✓, n) =

wiP
k2O

wj

P
j2U

Gmax
i �R1(i, ✓, n), where wi is the weight assigned to each ONU accord-

ing to service level agreement.

• The OLT updates ONUs maximum transmission window, Gmax
i (✓, n+ 1), as

Gmax
i (✓, n+ 1) =

8
><

>:

Gmax
i + Ei(✓, n) + U(i, ✓, n) i 2 O

Gmax
i i 2 S [ U.

(6.9)

• The OLT updates Th1(i, ✓, n+ 1) value as:

Th1(i, ✓, n+ 1) = Gmax
i (✓, n+ 1). (6.10)

6.4 IBA Performance Evaluation

We consider an EPON with single OLT and 32 ONUs with 10 MB buffer size. The up-

stream and the downstream transmission rates are symmetric with 1 Gbps. Ethernet frames

size ranges from 64 to 1518 B, (we use the packet size distribution reported in [11], with

minimum inter-frame-gap (IFG) of 12 B and preamble of 8 B). For incoming traffic, we

use self-similar traffic with long range dependence (LRD) and Hurst parameter 0.8 and

packets are served in first-come-first-served (FCFS) order. Guard time is set to 1 µs and

Gmax
i = 15500

✓
B (single-thread case). MTP-on with IBA (MTP-on-IBA) is tested against

MTP-on with BR and with online excess allocation [4, 22] (MTP-on-exc-BR). Single-

Thread Polling with online excess (STP-on-exc) [4] is used as benchmark to evaluate the

performance.

Average delay performance of tested schemes is shown in Figure 6.4. For offered load

below 0.7 and ✓ = 2, both MTP-on-IBA and MTP-on-exc-BR are close to each other till

load of 0.6. They almost achieve the minimum delay bound for MTP derived in (7.2). For
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Figure 6.4: Average delay comparison of MTP-on-IBA, MTP-on-exc-BR, and STP-on-exc
(a) low load (b) high load.
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✓ = 4, MTP-on-IBA is stable till load of 0.65 while MTP-on-exc-BR is unstable and quickly

degrades at load of 0.55. Figure 6.4 (b) show the performance at high load. The shown

results indicate that MTP-on-exc-BR is less stable compared to STP-on-exc and MTP-

on-IBR. Moreover, increasing the number of running threads leads to quick performance

degradation. MTP-on-IBR, utilizing four threads, delay is more than STP-on-exc. On the

other hand, using only two threads improves MTP-on-exc performance at load above 0.85.
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Figure 6.5: Average delay reduction ratio of MTP-on-IBA and MTP-on-exc-BR.

Figure 6.5 shows the average delay reduction of each scheme compared to STP-on-exc.

It is clear that increasing the number of threads is beneficial at lower and medium load

while degrading the performance at high load. MTP-on-IBA with two threads achieves

delay reduction ratio of 15% at low load and 72% at high load. MTP-on-IBA with four

threads achieves higher reduction (24%) at low load while achieving negative reduction up

to -200% at high load. The reason behind IBA excel against BR is that IBA completely

suppresses bandwidth over-granting and in the same time eliminates and compensates for
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the unused slot reminders. On the other hand, BR suppresses bandwidth over-granting but

it cannot remove nor compensates unused slot reminders. It is important to note two is-

sues. First, BR compensation term is used to update the total demand from the OLT side to

resolve the backlog traffic issue but the actual grants never exceed the maximum transmis-

sion window plus the excess bandwidth share. Second, as ✓ increases, the ONU maximum

transmission window decreases and the effect of the unused slot reminders becomes more

significant. This explains why MTP-on-BR (to some extent) is capable of maintaining good

performance with increasing load.

6.5 Adaptive online Multi-Thread-Polling with IBA (AMTP-

on-IBA)

In order to resolve MTP performance degradation at high load and maintain the good per-

formance at low load, we propose an adaptive MTP-on (AMTP-on) version to smartly tune

the number of threads (✓) between preset bounds:⇥max and ⇥min. ⇥min should be set to

one in order to adapt with high load case, while ⇥max is determined by network operator

based on how much downstream bandwidth can be allocated to gate messages. In [65], the

authors presented an adaptive Multi-Thread Polling scheme called Synergized-Adaptive

Multi-GATE Polling With Void Filling (SAMGAV). Their idea is to map the number of

running threads with the estimated offered load. SAMGAV has no limits on the maximum

number of applied threads and hence it might cause uncontrolled gate message overhead

in downstream direction. Moreover, their estimation of offered load is based on single

sampling every relatively long interval (u 2 ms) and hence it is not much accurate.

AMTP-on relies on the average attendance time (Watt) to tune the number of active

running threads. Watt is the average time between two consecutive bandwidth grants for

the same ONU. Delay decomposition in MTP is shown in Figure 6.6. It can be seen that
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Figure 6.6: Delay decomposition of MTP-on.

the minimum delay bound, Wmin(✓), can be estimated via two methods. First,

Wmin(✓) = Watt(✓ + 0.5), (6.11)

or second,

Wmin(✓) = (1 +
1

(2✓)
)RTTmax. (6.12)

AMTP-on works in two modes, namely collection mode and transient mode. In col-

lection mode, the OLT runs MTP-on as usual and accumulates the values of Watt in order

to calculate Watt. Collection mode duration should be long enough to collect sufficient

samples to get accurate Watt. In the same time, collection mode should be short to quickly

adapt to load fluctuations. Our experiments show that having 100-200 samples of Watt for

each ONU is enough. Upon end of collection mode, the OLT decides either to keep the

number of running threads unchanged, increase it by one, or decrease it by one. In the

two later cases, AMTP-on switches to transient mode. In transient mode, ATMP-on does

not collect Watt samples. In that mode, AMTP-on either initiates new thread or kills the

last thread according to the decision in the last collection mode. AMTP-on enters transient

mode to make sure that the action has been completely applied before entering collection

mode again. In our simulation, we set transient mode length to be two full cycles.
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Upon end of collection mode and calculation of Watt, tuning the number of active

threads process works as follows:

• The OLT estimates the average accumulated delay bound (W acc
min(✓)) as in (6.11)

• The OLT estimates the average delay in case of the next adjacent (if applicable)

threads: ✓+1 and ✓-1 as in (6.12)

• If Watt < (1 + ✏)W exp
att , then the OLT considers increasing the number of threads

if W acc
min(✓) > Wmin(✓ + 1). W exp

att is the expected attendance time and is equal to

RTTmax

✓+1 . ✏ is the accepted margin in attendance time. We use ✏ to avoid employing

less threads unless the attendance time is deviated from the expected one. In our

simulation experiments, we set ✏ to 0.1.

• If Watt > (1 + ✏)W exp
att , then the OLT considers decreasing the number of threads if

W acc
min(✓) > Wmin(✓ � 1).

6.6 AMTP-on-IBA Performance Evaluation

We use the same simulation setup described in Section 6.4. We set ⇥max to 4 and ⇥min to 1.

Figure 6.7 compares the performance of MTP-on-IBA and AMTP-on-IBA. At load below

0.7, AMTP-on-IBA can smartly choose the best performing thread count and consequently

achieves almost optimal delay. At load above 0.7 (high load), AMTP-on-IBA is still stable

compared to MTP-on-IBA for ✓ = 2 and 4.

In terms of delay reduction, Figure 6.8 shows that AMTP-on-IBA follows the best

performing thread count till load of 0.8. After that, AMTP-on-IBA is still stable achieving

delay reduction ratio up to 92%. The reason behind that is introduced in Figure 6.9. It

shows the average number of active threads during simulation. One can see that the number

of active threads is decreasing with offered load increase. At high load, AMTP-on-IBA is



85

0.1 0.2 0.3 0.4 0.5 0.6 0.7
1.1

1.2

1.3

1.4

1.5

1.6

1.7

1.8

1.9

Offered Load

A
ve

ra
ge

 D
el

ay
 (m

s)

 

 

MTP-on-IBA, θ = 2

MTP-on-IBA, θ = 4

AMTP-on- IBA, 1 ≤ θ ≤ 4

(a)

0.7 0.75 0.8 0.85 0.9 0.95 1
100

101

102

103

104

Offered Load

A
ve

ra
ge

 D
el

ay
 (m

s)

 

 

MTP-on-IBA, θ = 2

MTP-on-IBA, θ = 4

AMTP-on-IBA, 1 ≤ θ ≤ 4

(b)

Figure 6.7: Average packet delay comparison of MTP-on-IBA and AMTP-on-IBA (a) low
load (b) high load.
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almost converged to Single-Thread Polling (✓ = 1) and hence reduce both the control and

guard bandwidth overhead.
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6.7 Summary

This chapter introduced a novel scheme, Interactive Bandwidth Allocation (IBA), to sup-

press bandwidth over-granting in MTP and in the same time pushes MTP performance to

the max bound at low and moderate load while achieving significant performance at higher

load compared to previous reported schemes. MTP-on-IBA achieves average delay reduc-

tion up to 25% at low load and 75% at high load. We also introduced AMTP which is

an adaptive version of MTP to smartly tune the number of active threads along with the

attendance delay. Numerical results show that AMTP-on-IBA is stable at high load achiev-

ing delay reduction of 92%. In the next chapter, we investigate an alternative approach to

reduce the minimum delay bound of LR-EPONs through void filling.
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Chapter 7

Parallel Void Thread in Long-Reach

Ethernet Passive Optical Networks

7.1 Introduction

In Chapter 6, we explain packet delay decomposition of LR-EPONs. We also derive the

minimum achievable average delay bound is 1.5 RTTmax for Single-Thread Polling (STP).

In this chapter, we investigate another alternative of delay reduction through void filling.

We also investigate how far void filling can contribute to delay reduction.

As a recall, the packet delay components Wpoll, Wgrant, and Wqueue are shown in Fig-

ure 6.1. Wpoll is the delay between packet arrival and bandwidth request transmission. The

notations used hereafter are shown in Table 7.1. On average, Wpoll equals half the dura-

tion of the cycle time. Wgrant is the delay between grant request and grant assignment for

certain packet. Wgrant can span over multiple cycles but it cannot be less than RTTi + tc.

Hence the minimum grant start time is

tmin
s (i, n) = te(i, n� 1) +RTTi + tc. (7.1)

Wqueue is the delay between grant start and packet transmission and it depends on both the

buffer size seen by the packet, the grant size, and the packet transmission discipline. In



89

Table 7.1: Definition of Variables.

N Number of ONUs, indexed i = 1, 2, ..., N
C Transmission capacity in bps
Tmax

cycle

Maximum cycle time
Gmax

i

Maximum allocated grant per cycle
R(i, n) ith ONU bandwidth request for cycle n
G(i, n) ith ONU bandwidth grant for cycle n
w

i

ith ONU weight according to service level agreement (SLA)
t
g

Guard time between consecutive grants
t
c

time needed to transmit Gate or report message
D

i

Distance between OLT and ith ONU
RTT

i

Round-trip-time delay between OLT and ith ONU
RTT Average round-trip-time delay
RTTmax Maximum round-trip-time delay
RTTmin Minimum round-trip-time delay
t
s

(i, n) ith ONU request based grant start time in cycle n
t
e

(i, n) ith ONU request based grant end time in cycle n
tmin

s

(i, n) ith ONU request based grant minimum start time in cycle n
t
h

(i, n) The horizon time after ith ONU grant allocation in cycle n
V
i

Void succeeding ith ONU request based grant
V
s

(i, n) Start time of void succeeding ith ONU request based grant
V
e

(i, n) End time of void succeeding ith ONU request based grant
W Packet delay
W Average packet delay
W

poll

Polling delay
W

grant

Grant delay
W

queue

Queuing delay
K

B

The batch size in CCBVF
V max

i

The maximum allocated void based grant for SCBVF

general we state that

W � 1.5RTTmax. (7.2)

A DBA consists of two main functions, namely grant sizing and grant scheduling. Grant

sizing determines the amount of bandwidth grant assigned to each ONU during cycle. This

decision is based on the bandwidth requests sent from ONU via a report message during

the previous grant. This kind of grant will be referred to as request based grant (RBG).

Most of the proposed DBA schemes apply a limited grant sizing policy in which the grant

assigned cannot exceed a certain threshold Gmax
i [10]. Grant scheduling determines both

start and end time of bandwidth grant. The most common scheduling approach is to use

the horizon (first free) time or non-void filling (NVF) as shown in Figure 7.1. Assuming
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cyclic polling, grant start time is given by,

ts(i, n) =
8
><

>:

max(th(N, n� 1), tmin
s (i, n)) i = 1,

max(th(i� 1, n), tmin
s (i, n)) 1 < i  N,

(7.3)
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Figure 7.1: Non-void filling bandwidth allocation.

In long-reach Ethernet passive optical networks (LR-EPONs), the distance between

OLT and ONUs spans over a longer distance (up to 100 Km) and hence longer RTTi. This

is reflected on both Wgrant and void time periods between bandwidth grants [4]. In such

a case, RTTi will be the dominant factor controlling the packet delay at low and medium

load [3] such that

W ⇡ 1.5RTTmax. (7.4)

The negative effect of such voids motivates many researchers to propose new DBA

schemes to further reduce the delay [4, 35, 38, 8, 66, 67, 68]. The proposed ideas fall into

two categories. The first one aims at reducing the void size while maintaining the cyclic

bandwidth allocation order [4, 8]. The second one aims at filling the void with request based

grants [35, 38, 67]. The numerical results presented in [3, 35, 38] show that the proposed

schemes could not achieve delay below 1.5 RTT (see section IV for more details). This is
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very crucial for delay sensitive traffic.

In this chapter, we propose a Parallel Void Thread (PVT) approach to allocate band-

width grants to ONUs during voids. Upon void detection, the OLT fills the detected void

with bandwidth grants baseless of ONUs bandwidth requests. This would help transmit-

ting more packets during unused bandwidth voids and reducing Wgrant, as well as overall

average delay. In order to be distinguished from RBGs, we will refer to grants allocated

during voids baseless of grant requests as void based grants (VBGs). PVT partially falls

in the second DBA category as it fills the void but independently from the original running

thread. This would make PVT as a plus function that can be combined with any proposed

DBA scheme from the first category (see subsection V-D for more details).

7.2 Parallel Void Thread

Parallel Void Thread (PVT) [9] relies on void detection after an RBG is assigned by the OLT

as shown in Figure 7.2. Upon receiving grant request from ith ONU, the OLT schedules the

RBG grant start time as in (7.3) and updates the horizon time, th(i, n). In order to detect if

there is a void succeeding ith ONU, the OLT compares th(i, n) with tmin
s (i+ 1, n). If

tmin
s (i+ 1, n)� th(i, n) > tc + tg, (7.5)

then the OLT detects a void, Vi, with start and end times as,

Vs(i, n) = th(i, n) (7.6)

and

Ve(i, n) = tmin
s (i+ 1, n). (7.7)
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If i = N , then the above equations are modified to,

tmin
s (1, n+ 1)� th(N, n) > tc + tg, (7.8)

Vs(N, n) = th(N, n) (7.9)

and

Ve(N, n) = tmin
s (1, n+ 1). (7.10)
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Figure 7.2: Void detection.

Upon void detection, the OLT invokes PVT immediately to fill the detected voids with

void based grant(s) VBG(s). Since ONUs are polled in cyclic order, the void detection

computation complexity is of O(1). The size of VBGs only depends on the detected void

duration. It is worth noting that during VBG, the ONU will not send bandwidth requests.

In fact, bandwidth requests are only sent during RBG. We propose three different VBG

sizing schemes to fill the detected voids, namely Void Extension (VE), count control batch

void filling (CCBVF), and Size Controlled Batch Void Filling (SCBVF).

7.2.1 Void Extension

Void Extension (VE) assigns ith ONU a VBG with duration of the detected void Vi as

shown in Figure 7.3. It is worth noting that VE is different from LOHEDA [67] in two
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Figure 7.3: Void extension (VE).

ways. First, VE fills the void with a separate grant rather than merging both the RBG and

VBG into single grant. This is because enlarging the grant will further delay the bandwidth

request (report message) and creates another void in the next cycle [4]. Second, VE does

not delay the grant of ONU (i � 1) until it receives the bandwidth request of ith ONU as

LOHEDA does.

7.2.2 Count Controlled Batch Void Filling

43 g
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ONUs
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g gg 5

Report Grant RBG VBG g Guard G Gate

1V

),1(min nt s ),2(min nt s)1,5( nth ),1( nt h

g

G3 G4

Figure 7.4: Count Controlled Batch Void Filling (CCBVF), (KB = 2).

In CCBVF, a batch of KB ONUs is assigned VBGs during the detected void. Figure 7.4

demonstrates CCBVF for KB = 2. Regarding VBG assignment, ONUs are polled accord-

ing to cyclic order that is independent of the cyclic order used for RBG. For CCBVF, an
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eligible void must satisfy the following condition:

Ve(i, n)� Vs(i, n) � KB ⇥ (tc + tg). (7.11)

This condition is necessary to ensure that the allocated VBGs are sufficient to send the

shortest packet but not sufficient to ensure that all VBGs will be utilized. As KB increases,

VBG becomes shorter due to increased guard periods. The amount of VBG assigned to

each ONU is

V BGi =
wiPj=z+KB�1

j=z wj

(Ve(k, n)� Vs(k, n)�KB ⇥ tg). (7.12)

7.2.3 Size Controlled Batch Void Filling
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Figure 7.5: Size Controlled Batch Void Filling (SCBVF).

SCBVF [66, 68] assigns VBGs based on size rather on the batch count (KB) as CCBVF.

In SCBVF, each VBG does not exceed a certain threshold V max
i which is set based on each

ONU relative weight wi such that:

V max
i

V max
j

=
wi

wj

, (7.13)

where i and j 2 {0, 1, 2, ..., N�1}. SCBVF continues to allocate VBGs with the maximum

void duration until a polled ONU cannot be granted its maximum void duration. In order
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to maximize the benefit of void filling, this ONU will be granted the remaining grant rather

that leaving it unscheduled. The operation of SCBVF is shown in Figure 7.5. In this figure,

we observe that ONU 3 is allocated its maximum VBG size while ONU 4 is granted the

remaining part.

7.3 Void Filling Schemes Delay Analysis

In this section, we present delay analysis for the proposed void filling techniques. We

highlight the following:

• The delay analysis is presented for low to moderate load to be conforming with the

assumptions presented in Section 7.3.1.

• The delay analysis purpose is to analytically explain the delay reduction mechanism

of PVT and to provide a comparative analysis to NVF, RBPVF, and RBPVF.

• The outcome of the delay analysis is considered sufficient but not necessary condition

for PVT to achieve delay lower than its competitors.

7.3.1 Preliminaries

In order to ensure that the existence of voids, we assume that,

N�1X

i=0

G(i, n) < RTTmax �Ntg, (7.14)

and
N�1X

i=0

Gmax
i > RTTmax �Ntg. (7.15)

We also assume packets arrive according to Poisson process. For LR EPONs, we ne-

glect Wqueue as it is very small compared to Wpoll and Wgrant. We also assume that Wgrant
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only spans over one cycle as in the case of low load. The offered load is uniformly dis-

tributed among ONUs. This leads to uniformly distributed voids along Wgrant.

It is clear from Figure 6.1 that Wpoll depends on Wgrant. For the best case, Wpoll = 0

and for the worst case, Wpoll = Wgrant. On average, we can state that

Wpoll = 0.5Wgrant, (7.16)

and

W = 1.5Wgrant, (7.17)

7.3.2 Non Void Filling (NVF)

For NVF, Wgrant = RTTmax. Based on (7.17), the average delay of NVF is

W = 1.5RTTmax. (7.18)

7.3.3 Request Based Void Filling and Request Based Partial Void Fill-

ing

Both RBVF and RBPVF tries to fit the bandwidth grants as close to RTTi as possible. For

ith ONU, the grant delay is bounded by RTTi and RTTmax as lower and upper bounds

respectively. On average, It can be stated that:

RTT  Wgrant  RTTmax. (7.19)

Based on (7.17) and (7.19), the average delay of RBPVF at low load is bounded by

1.5RTT  W  1.5RTTmax. (7.20)
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7.3.4 Count Controlled Batch Void Filling (CCBVF) and Size Con-

trolled Batch Void Filling (SCBVF)

ONUs
g g g

ce tnit  )1,( ),( nit s
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Figure 7.6: PVT packet decomposition.

Let A(i, n) be the number of packets arrive between te(i, n� 1)� tc and te(i, n)� tc.

Those packets are decomposed according to their transmission time as,

• B(i, n): packets transmitted at the end of RBG slot during cycle n.

• V (i, n): packets transmitted during VBG slot(s) allocated uniformly between te(i, n)

and ts(i, n+ 1).

• Y (i, n): packets transmitted at the start of RBG slot during cycle (n+ 1).

The timing diagram of PVT packets is shown in Figure 7.6. B(i, n) mainly depends on both

V (i, n� 1) and A(i, n). B(i, n) packets are transmitted during the unutilized bandwidth at

the end of RBG slot of cycle n resulting from the transmission of V (i, n � 1) during the

VBG slot(s) before the RBG slot. In order to calculate W , the delay of each type should be

calculated.

In order to make the analysis tractable, we consider the case where there are always

remaining packets to be sent during RBG slot, (i.e., Y (i, n) > 0). This implies that the

calculated average delay is an upper bound of the real average delay.

Let B, V , Y , and A be the average values of B(i, n), V (i, n), Y (i, n), and A(i, n)

respectively. It is also worth noting that for any two consecutive RBG slots, the following
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relation is valid

ts(i, n)� te(i, n� 1) ⇡ RTTmax. (7.21)

tc and report message processing time are neglected as they are very small compared to

round-trip-time in LR-EPONs.

B(i, n) packets arrival starts at te(i, n�1)� tc and is on average B
A
RTTmax long. They

are transmitted at the end of RBG slot of cycle n. This makes their average arrival time is

te(i, n� 1)� tc +
B
2A
RTTmax and their average transmission time is te(i, n)� tc. Hence,

the average delay of these packets (WB) is

WB = (1� B

2A
)RTTmax. (7.22)

V (i, n) packets arrival on average starts at te(i, n � 1) � tc +
B
A
RTTmax and lasts

for V
A
RTTmax long. V (i, n) packets are transmitted between te(i, n) and ts(i, n + 1) The

average delay of V (i, n) packets is

WV = (
3

2
� B

A
� V

2A
)RTTmax. (7.23)

Y (i, n) are the packets yet to be sent during RBG slot of cycle (n + 1). Their trans-

mission starts at ts(i, n + 1), while their arrival on average starts after the V (i, n) packets

arrival and lasts for Y
A
RTTmax long. The average delay of such packets (WV ) is

WY = (
3

2
� B

2A
� V

2A
)RTTmax. (7.24)

The average delay of PVT is given by

W =
B

A
WB +

V

A
WV +

Y

A
WY . (7.25)
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(7.25) is simplified to

W = (
3

2
� B

A
� V

2A
)RTTmax. (7.26)

The remaining challenge is how to estimate both B and V . In fact, V depends on the

used grant sizing approach. Both CCBVF and SCBVF have different values for V and B.

In order to know estimate them, we should know the unfinished work distribution for the

polling system under time limited service discipline. In fact, this is still not solved problem

yet [69]. For Poisson arrivals, the void size to grant size ratio (VGR) can be computed as,

V GR =
1

⇢
(1� ⇢� Ntg

RTTmax
), (7.27)

where ⇢ is the offered load. For the offered load below 0.5, VGR is greater than 1, which

means that there is “theoretically” available bandwidth for all reported data to be sent dur-

ing VBG(s).

7.3.5 Void Extension (VE)

The analysis of VE is similar to both CCBVF and SCBVF except for V (i, n) packets.

V (i, n) packets are transmitted immediately after te(i, n). The average delay of V (i, n)

packets is

WV = (1� B

A
� V

2A
)RTTmax. (7.28)

Substitute by (7.28) in (7.25), we get

W = (
3

2
� B

A
� V

A
)RTTmax. (7.29)

7.4 Discussion

In this section, we discuss the relevant delay, fairness, and overhead factors that is associ-

ated with void filling schemes.
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7.4.1 Delay Discussion

The purpose of this section is to compare between the average delay of the proposed void

filling schemes. Based on the average delay driven in (7.18), (7.26), and (7.29), It is clear

that PVT delay is always less than NVF delay. CCBVF and SCBVF are guaranteed to

achieve less delay than RBVF and RBPVF if

B

A
+

V

2A
>

3

2
(1� RTT

RTTmax
). (7.30)

VE is guaranteed to achieve delay lower than 1.5 RTT bound if

B

A
+

V

A
>

3

2
(1� RTT

RTTmax
). (7.31)

We will refer to B
A
+ V

2A
and B

A
+ V

A
as Batch Void Filling (BVF) bound (RBV F ) and VE

bound (RV E) respectively.

The derived lower bounds in (7.30) and (7.31) are sufficient but not necessary as the

derived average delay in (7.26) and (7.29) is upper delay bound. For uniformly distributed

ONUs between 80-100 Km, CCBVF and SCBVF are required to achieve RBV F less than

15% to ensure average delay lower than the 1.5 RTT bound. However, VE can achieve the

same figure with RV E less than 15%.

7.4.2 Control Messages Proliferation

Control message proliferation is considered as a side effect of void filling techniques in

both upstream and downstream directions. RBVF slightly increases both report and gate

messages load. On the other hand, RBPVF increases the report message load more than

RBVF as each partial void grant should end with a report message. PVT proposed ap-

proaches do not increase the report message load as VBGs do not conclude with a report

message. In downstream direction, the situation is different based on what kind of PVT is
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applied. For VE, there is no increase in gate message load as both RBG and VBG can be

sent together in a single gate message. For CCBVF and SCBVF, the amount of increase

depends on both KB and V max
i . It is also affected by the offered load which controls the

average void duration.

7.4.3 Bandwidth Assignment Fairness

Both RBVF and RBPVF suffer from unfair bandwidth assignment. This is because their

void filling techniques helps near ONUs to flush their data during voids rather than far ones.

From (7.19), it is clear that both RBVF and RBPVF have higher grant delays for far nodes.

Regarding PVT VBG sizing approaches, VE is less fair compared to CCBVF and

SCBVF. In VE, the VBG size assigned to each node depends on the ONU RBG size, the

next node previous RBG size, and the round-trip-time. In case of non-uniform load, ONUs

VBG assignment is not strictly fair. CCBVF is more fair compared to SCBVF as it allo-

cates VBGs based on ONUs relative weights but this comes on the expense of VBG size

control. SCBVF is less fair as the last scheduled ONU during a void should be assigned a

VBG less than its maximum VBG value compared to the other ONU scheduled in the same

void. Although voids are not similar in the size. However, on average, both CCBVF and

SCBVF assign VBG more fair than VE.

7.4.4 Dynamic Bandwidth Allocation

PVT can be integrated with almost all proposed DBA schemes for LR-EPONs. For offline

(interleaved-polling-with-stop) DBA schemes, PVT can be used with offline Multi-Thread

polling (MTP-offline) [8], offline single-thread (STP-offline) [8], and Double Phase polling

(DPP) [23]. It also can be used with online (interleaved) polling such as online Multi-

Thread polling (MTP-online) [4] or online Single-Thread Polling with online excess allo-

cation (STP-on-exc) [4]. The results in [4] show that STP-on-exc outperforms MTP-offline

and MTP-online at Tmax
cycle up to 4 ms. Moreover, STP-on-exc is not as complex as Multi-
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Thread polling in terms of reporting process and thread tuning. Although MTP-online has

less void size since there is ⇥N RBGs per cycle for ⇥ threads. This implies that the cycle

contains almost the same idle time amount but divided into more slots.

For offline schemes, SCBVF efficiently utilizes more voids compared to VE and CCBVF.

Since in offline polling, there is a single large void at the end of cycle, VE will assign this

void to the last node in the cycle, while CBBVF will divide it among KB VBGs. SCBVF

seems to be a reasonable option in that case as it will utilize the large void with the maxi-

mum possible VBGs. On the other hand, all PVT approaches efficiently work with online

polling. For more information about the DBA schemes for LR-PONs, the reader might

refer to [70].

7.4.5 PVT Computation Complexity

As we mentioned before, PVT consists of two main functions: void detection and VBG siz-

ing. Void detection computation complexity is O(1), while VBG sizing complexity mainly

depends on the grant sizing approach. In general, the complexity of allocating single VBG

is O(1) as PVT is independent from the running DBA thread. For VE, the computation

complexity is O(1) as it allocates a single VBG per void. CCBVF has computation com-

plexity of O(KB) as it performs KB VBG allocations per void. Regarding SCBVF, the

computation complexity depends on the number of VBG allocations per void. For the

worst case scenario, the computation complexity is O(dRTTmax�RTTmin

V max
i

e) (assuming all

ONUs have the same SLA). This case is very rare as it requires that all ONUs have no

data to send and the nearest ONU RBG is followed by the most far ONU. This case at

most happens once per cycle. In realistic scenario, the average computation complexity is

O(daverage void size
V max
i

e).
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7.5 Simulation Setup

We develop an event driven EPON simulator using C++. Our simulator consists of three

modules. The first module generates synthetic traffic, the second module simulates the

underlying DBA scheme, and the third module simulates the PVT process.

We consider an EPON with single OLT and 32 ONUs with 10 MB buffer size. Other-

wise mentioned, the upstream and the downstream transmission rates are symmetric with 1

Gbps. Ethernet frames size ranges from 64 to 1518 B, (we use the packet size distribution

reported in [11], with minimum inter-frame-gap (IFG) of 12 B and preamble of 8 B). We

use two scenarios for the incoming traffic. The first scenario is single service self-similar

traffic with long range dependence (LRD) and Hurst parameter 0.8 and packets are served in

first-come-first-served (FCFS) order. The second scenario is differentiated services (Diff-

Serv) traffic with 3 classes of service: Expedited Forward (EF), Assured Forward (AF),

and Best Effort (BE). EF ONU offered load share is 20%, while the rest is divided equally

between AF and BE. EF is constant-bit-rate (CBR) traffic with Poisson arrivals and fixed

packet size of 70 B, while AF and BE traffic are self-similar with long range dependence

and Hurst parameter 0.8. In order to maintain a fair comparison, we impose a strict pri-

ority queuing [18] for Intra-ONU scheduling in the case of DiffServ traffic. Tmax
cycle is set

to 4 ms, tg is set to 1 µs and Gmax
i = 15500 B. The offered load is distributed uniformly

over ONUs. We choose STP-on-exc [4] as the underlying non-void DBA scheme with ex-

cess pool bound of NGmax
i bytes. STP-on-exc is the main running thread in case of PVT,

RBVF, and RBPVF simulation. We will refer to STP-on-exc as NVF. PVT is compared

against NVF, RBVF, and RBPVF.
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Figure 7.7: Void duration between consecutive RBGs.

7.6 Performance Evaluation

7.6.1 Single Service Traffic

The average void duration of STP-on-exc is shown in Figure 7.7 for two different distance

spans. The results show the void duration decreases with offered load increase. The void

duration approximately ranges from 15 to 24 µs at load below 0.5. If we consider the total

voids per cycle duration (⇡ 1 ms), the idle time duration represents 50-75% of the cycle

length.

Figure 7.8 shows the delay reduction comparison among NVF, RBVF, RBPVF, VE,

CCBVF, and SCBVF for Di = 80-100 Km. At 0.7 load and above, all schemes have

approximately similar delay. CCBVF and SCBVF are better than NVF, VE, RBVF, and

RBPVF for all load range below 0.7. The delay reduction ratio is calculated based on NVF

delay. RBVF achieves delay reduction ratio is up to 5%. VE achieves a delay reduction up

to 6%. RBPVF outperforms VE for load range below 0.4. Regarding CCBVF, it achieves
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Figure 7.8: (a) Average delay, Di = 80-100 Km (b) Average delay reduction, Di = 80-
100 Km.

delay reduction up to 12% for KB = 2 and 19% for KB = 4. SCBVF achieves the largest

delay reduction compared to the other schemes. Its delay reduction is up to 35% and 37%
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for vmax
i = 1538 B and vmax

i = 2500 B respectively. It is also worth mentioning that both

CCBVF and SCBVF achieves an average of a delay lower than 1.5 RTT bound. Both

CCBVF and SCBVF delay begins to quickly increase starting from 0.6 offered load. This

is because that the time between consecutive grants begins to increase beyond RTTmax

due to increased burst arrivals.

In Figure 7.9, we show the bounds derived in (7.30) and (7.31). We observe that al-

though these bounds are for Poisson arrivals and are sufficient but not necessary, they ap-

proximately hold for LRD traffic. Figure 7.9 (a) shows the bound for CCBVF and SCBVF.

It can be seen that CCBVF did not achieve the minimum bound for KB = 2 and hence it

did not achieve delay lower than 1.5 RTT (see Figure 7.8). However, CCBVF achieves

RBV F more than bound up to load ⇡ 0.55. SCBVF also achieves RBV F more than the

bound up to load ⇡ 0.65. VE did not achieve RV E more than the bound in order to achieve

average delay lower than 1.5 RTT . The reason behind VE, CCBVF, and SCBVF excel

is shown in Figure 7.10 and Figure 7.11. They show four performance measures, namely

traffic ratio transmitted during VBG (V
A

), average delay of traffic transmitted during VBG

(WV ), average delay of traffic transmitted during RBG, and VBG utilization.

Figure 7.10(a) shows that the traffic transmitted during VBGs decreases with the offered

load as the available voids becomes shorter. VE achieves V
A

of 6%, CCBVF achieves up to

28% for KB = 4, and SCBVF achieves up to 52% for V max
i = 2500 B. The reason behind VE

performance lag compared to CCBVF and SCBVF can be explained as follows: Although

VE archives the minimum delay in VBG, this is not enough to achieve large overall delay

reduction as the traffic percent transmitted during VBG is less than the other competitors.

In fact, the void duration is to great extent correlated with RTTi and G(i, n). When ONU

is lightly loaded, it is more likely to have a larger void succeeding it. In that case, VE

will not be of much good as there is no much traffic to be sent during VBG. On the other

hand, batch void filling enables more packets to be sent during VBG. This observation is

emphasized by VBG utilization shown in Figure 7.11(b).
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Figure 7.9: (a) BVF bound (b) VE bound, Di = 80-100 Km

Although SCBVF has comparable VBG traffic delay to CCBVF, SCBVF can transmit

more packets during VBG and hence reduce the overall traffic. Figure 7.11(a) highlights
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Figure 7.10: Comparison between VE, CCBVF, and SCBVF (Di = 80-100 Km) (a) Traffic
% transmitted during VBG (b) Delay of transmitted packets during VBG.
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Figure 7.11: Comparison between VE, CCBVF, and SCBVF (Di = 80-100 Km) (a) Delay
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that VE, CCBVF, and SCBVF have less RBG delay compared to NVF. SCBVF has the least

delay of RBG traffic because it is capable of sending more packets during VBGs (high V
A

).

This would provide available bandwidth for some of recent arriving packets to be sent at

the end of the next RBG (more B
A

). It can be noticed that the traffic ratio sent during VBGs

and the RBG traffic delay are correlated. In other words, the scheme that manages to send

more packets during VBGs is the one able to achieve the lowest delay during RBGs.

VBG utilization performance has two phases. The first phase, at low and medium load,

VBG utilization increases with load increase making use of longer available voids and

increased buffered packets. In the second phase (at high load), VBG utilization begins to

decrease with load increase as the voids becomes shorter and more large frames cannot be

fitted within such voids (frame delineation) [29].
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Figure 7.12: CCBVF delay reduction ratio (Di = 80-100 Km).

Figure 7.12 shows the batch size, KB, on CCBVF average delay. It is clear that larger

batch size leads to increased delay reduction at lower load. In fact, choosing large KB

is more beneficial at lower load rather than at higher load. Employing large KB quickly

degrades performance with load increase. This is because the void size decreases with
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offered load increase and more bandwidth will be wasted as guard band and VBG size

becomes shorter to fit large packets. In Figure 7.12, using batch size of 16 ONUs is superior

at low load and quickly degrades with load increase.
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Figure 7.13: SCBVF delay reduction ratio (Di = 80-100 Km).

The effect of V max
i on SCBVF is shown in Figure 7.13. One interesting note to high-

light is the significant difference in performance for V max
i equals 1537 and 1538 B. This is

due to the head of line blocking (HOLB) phenomena. In HOLB, a large frame can block

ONU from utilizing all assigned VGBs during one cycle and hence causes performance

degradation. Since the largest Ethernet frame requires 1538 B to be transmitted including

inter-frame-gap and preamble, it is recommended that V max
i should not be less than that

value. In Figure 7.13, SCBVF performance is improving with V max
i increase but this be-

havior is reversed when V max
i is close to or greater than Gmax

i . One interesting point for

future research investigation is how to adapt KB or V max
i with void utilization and VBG

traffic ratio to achieve a better performance with daily traffic variations through the access

network.

Gate message proliferation is shown in Figure 7.14. VE and NVF have identical gate
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Figure 7.14: Gate message proliferation, Di = 80-100 Km.

message load. RBVF is much close to both VE and NVF. Both CCBVF and SCBVF have

larger gate message load compared to the other schemes. The gate message load increases

when more ONUs are assigned VBGs during voids. This explains why the gate message

load increases with larger KB while decreases with larger V max
i . In order to achieve a fair

comparison, we compare both CCBVF and SCBVF with NVF at short range (Di =20 Km)

EPONs. It can be noticed that both CCBVF and SCBVF gate message load is far less

than NVF in short range EPONs. Based on this note, we observe that the control message

proliferation caused by CCBVF and SCBVF is considered acceptable price for the high

average delay reduction ratio they achieve.

Figure 7.15 shows the average delay reduction compared to NVF for Di = 95-100 Km.

It shows that both RBVF and RBPVF are much affected by the reduced distance span

compared to 20 km distance span presented in Figure 7.8 (b). However all PVT VBG sizing

schemes did not face any performance degradation in terms of delay reduction ratio. Both

VE and CCBVF achieves better delay reduction than the 20 km distance span. SCBVF is

less sensitive to distance span as it is almost achieves the same reduction ratio. It can be
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Figure 7.15: Delay reduction ratio, Di = 95-100 Km.

inferred that PVT is strong competitor for both RBVF and RBPVF in both cases of long

and short differential span distance.

7.6.2 DiffServ Traffic

Figure 7.16 shows the time between consecutive bandwidth grants for NVF, RBVF, RBPVF,

VE, CCBVF, and SCBVF. Both CCBVF and SCBVF have significant lower time period be-

tween consecutive bandwidth grants (between 0.2-0.5 ms), while it is between (0.9-1 ms)

for the other schemes. This means that both CCBVF and SCBVF are able to utilize the

voids more efficiently. The short time between grants helps ONU to flush the higher prior-

ity packets and delay sensitive traffic more frequently and thus reduces their average delay.

It also helps the lower priority packets (BE) to be transmitted mainly in RBG and small

portion of them during VBG.

Figure 7.17 shows EF traffic average delay performance. Both CCBVF and SCBVF

achieves delay reduction up to 63% and 81% respectively. VE performance quickly de-
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Figure 7.16: Average time between two consecutive grants.

grades with load increase and shows negative delay reduction. This is because the un-

controlled VBG is more beneficial for lower priority traffic classes. It is also shown that

reducing VBG size is more beneficial to EF traffic. While SCBVF EF performance im-

proves with decreasing V max
i , CCBVF performance improves with increasing KB. It is

also notable that SCBVF is less sensitive to HOLB as EF traffic packets are much smaller

than V max
i .

Both CCBVF and SCBVF switch their positions for the AF traffic performance as

shown in Figure 7.18. CCBVF outperforms SCBVF because its relatively higher VBG

size allows more AF traffic packets to be transmitted during VBG compared to SCBVF.

CCBVF achieves delay reduction up to 52% compared to 45% achieved by SCBVF.

Regarding BE traffic (Figure 7.19), VE shows moderate improvement with delay re-

duction up to 10%. Both SCBVF and CCBVF continue their excel with delay reduction up

to 52% and 56% respectively. It is important to emphasize that choosing large KB value

might be beneficial to EF traffic but the performance quickly degrades in case of AF and

BE classes.
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Figure 7.17: EF delay performance (Di = 80-100 Km) (a) Average delay (b) Average delay
reduction.
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Figure 7.18: AF delay performance (Di = 80-100 Km) (a) Average delay (b) Average delay
reduction.
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Figure 7.19: BE delay performance (Di = 80-100 Km) (a) Average delay (b) Average delay
reduction.
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It is also important to highlight that NVF, RBVF, RBPVF, and VE suffer from light

load penalty phenomena [18, 29] for all traffic classes. The light load penalty phenomena

is that the average delay decreases with the load increase at lower load range. As the load

becomes moderate, this phenomena disappears. Both CCBVF and SCBVF are less affected

by this phenomena for relatively lower VBG size.

7.7 Summary

This chapter presented a new blind void filling approach, called Parallel Void Thread (PVT)

for Long-Reach Ethernet Passive Optical Networks (LR-EPONs). PVT is a polling thread

independent from the running DBA thread(s). When the OLT detects a void succeeding

a bandwidth grants, PVT is invoked to allocate void based grant(s) VBG(s) to fill that

void. PVT delay reduction mechanism is to enable ONUs to early transmit part of their

upstream traffic during VBGs. This technique reduces the grant delays and enables band-

width grants more frequently than both RBVF and RBPVF. There are three proposed VBG

sizing schemes for PVT, namely VE, CCBVF, and SCBVF.

For single class LRD traffic, numerical results show that all of VE, CCBVF, and SCBVF

outperform NVF, RBVF, and RBPVF and also achieve average delay below the 1.5 RTT

bound. Regarding PVT, SCBVF is more efficient than CCBVF and VE but this comes

with the expense of higher gate message load proliferation. Compared to SCBVF, CCBVF

achieves less delay reduction but has very low gate message proliferation. VE has the least

gate message proliferation as well as the least delay reduction. Regarding upstream report

message proliferation, PVT does not add any additional control messages to the underlying

DBA scheme. PVT performance mainly depends on how much traffic is transmitted during

voids, the average delay of such traffic, and VBG utilization. Numerical results show

that SCBVF has the highest VBG traffic ratio, while VE has the least one. For future

research direction, KB and V max
i can be adapted to those parameters to achieve optimum
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performance with continuous load variations.

For DiffServ traffic, Both CCBVF and SCBVF are able to reduce the time between

consecutive grants to ⇡ 0.2 ms compared to ⇡ 0.9 ms for the other schemes. This has

a great impact on delay reduction for EF, AF, and BE traffic classes respectively. The

numerical results show that the smaller the VBG size is, the lower EF delay SCBVF and

CCBVF achieve. On the other hand, reducing VBG size increases both AF and BE traffic

delay. Numerical results show that SCBVF achieves delay reduction up to 80%, 45%, and

52% for EF, AF, and BE traffic classes. CCBVF achieves delay reduction up to 62%, 52%,

and 57% for EF, AF, and BE traffic classes. VE achieves delay reduction up to 3%, 5%,

and 11% for EF, AF, and BE traffic classes respectively.

PVT can be applied without any modification to hybrid time/wavelength division multi-

plexing PONs (TWDM-PONs) for static wavelength allocation. In our point of view, com-

bining PVT with STP scheme is much better for three reasons. First, reducing overhead

cost as MTP has its fixed overhead cost (see Chapter 6). Second, mathematical analysis and

simulation results show that PVT has less average delay performance. Third, STP is more

robust that MTP at high load due to its less overhead wasted bandwidth. Applying PVT

for TWDM-PONs with dynamic wavelength allocation must be tied with the wavelength

allocation algorithm and is discussed in the next chapter.
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Chapter 8

An Integrated Dynamic Bandwidth

Allocation Scheme for Long-Reach

Hybrid TDM/WDM EPONs

8.1 Introduction

In this chapter, we investigate the integrability of our presented solutions in the previ-

ous chapters within the context of Long-Reach Hybrid TDM/WDM EPONs (LR-TWDM-

EPONs) with dynamic wavelength assignment. Our goal is to design a well performing

DBA scheme on all offered load range. The design space problems are frame delineation,

excess bandwidth allocation, and void filling. The first two problems can be solved by

employing Integrated bandwidth Allocation (IBA) presented in Chapter 6. IBA can be

applied in TWDM-EPONs. The only difference is that IBA will employ FDES (see Chap-

ter 3) instead of DES for the excess bandwidth allocation function. Regarding void filling,

we present a Wavelength based Parallel Void Thread (WPVT). WPVT extends the idea of

PVT (see Chapter 7) to enable blind void filling in TWDM-EPONs.
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8.2 On-The-Fly Void Filling Challenges in LR-TWDM-

EPONs

This section investigates the challenges of applying PVT in LR-TWDM-EPONS. Chal-

lenges are divided into two categories, namely void detection and void filling.

8.2.1 Void Detection

As we explained earlier in Chapter 7, on-the-fly void filling relies on detecting a void

succeeding RBG grant. There are two main problems. First, what is the next node to be

allocated an RBG? This problem happens because in TWDM-EPONs ONUs are not polled

in cyclic order anymore. The second problem is how to detect a void in such WDM system?

The ambiguity of void detection is because the next RBG associated channel is not known

yet.

8.2.2 Void Filling

The second challenge is void filling process. This is because voids on different upstream

wavelength channels might overlap in time as shown in Figure 8.1. Voids overlap leads to

both RBG and VBG allocation complexities. We identified three different types of over-

lapping, namely VBG-RBG overlap, VBG-VBG overlap, and RBG-VBG overlap.

VBG-RBG overlap, shown in Figure 8.2, represents the case when VBG allocation

overlaps with previously allocated RBG slot for the same ONU. The OLT cannot allow

overlapped allocated grants for the same ONU because each ONU has only single tunable

laser. Moreover, this leads to poor bandwidth utilization as the ONU will not be able to

utilize the overlapping period on all channels.

Figure 8.3 shows the VBG-VBG overlap case. In this case, a new VBG is overlapping

with a previous one. This is very common case especially at low load because of voids
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Figure 8.1: Voids overlap.

Figure 8.2: VBG-RBG overlap illustration.

availability. This problem shall complicate the VBG allocation process and some solutions

might be of non-linear complexity.

The last type of void filling challenges is RBG-VBG overlap. Figure 8.4 shows that

this case happens when an RBG allocation overlaps with previously allocated VBG. This
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Figure 8.3: VBG-VBG overlap illustration.

Figure 8.4: RBG-VBG overlap illustration.

RBG slot has to be shifted to start after the end of the VBG slot. This shift has two negative

effects. First, the original thread (RBGs) faces additional delay due to VBG allocation.

This violates PVT design goals as a plus function to the original thread and should not
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negatively effect the average delay. Second, the shifting process leads to idle bandwidth

and hence poor bandwidth utilization and increased delay.

8.3 Wavelength Based Parallel Void Thread (WPVT)

In this section, we describe Wavelength based Parallel Void Filling (WPVT) scheme. WPVT

aims to detect the voids succeeding RBGs and to fill them with VBGs in order to better uti-

lize bandwidth and early flush buffered packets. Unless mentioned explicitly, we use the

same variable notations in Table 7.1.

8.3.1 WPVT Void Detection

As we mentioned earlier, void detection challenges in TWDM-EPONs are next RBG start

detection and the associated upstream channel with it.

Regarding the next node to report, the OLT should maintain a list of the time it will

receive the next report message, tgate(i, n) from each ONU. The next node will be the one

with minimum tgate(i, n). Detection of the next node complexity is O(N), where N is the

number of ONUs. This complexity can be reduced to O(logN) if ordered list of tgate(i, n)

is used.

The second challenge, the wavelength allocated with the next RBG, cannot be ad-

dressed separately from the running wavelength assignment scheme. In [35], the authors

presented a detailed study about wavelength assignment schemes. To the best of our knowl-

edge, all proposed wavelength assignment schemes do not depend on the reported buffer

size in their decision (considering single traffic class). They depend on the horizon time

(see Chapter 7) of each channel. Consequently, upon allocation of an RBG slot, WPVT

identifies the next node to report and invokes the wavelength assignment scheme to deter-

mine the wavelength channel allocated to the next RBG. After doing so, the OLT compares

the minimum start time of the next node with the horizon time of the allocated wavelength
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channel. If

tmin
s (i, n)� th(w) > tg + tc, (8.1)

where i is the next node index and th(w) is the horizon time of channel w, then the OLT

detects a void, V (i, n), on channel w with start time of

Vs(i, n) = th(w), (8.2)

and end time of

Ve(i, n) = tmin
s (i, n). (8.3)

It is important to note that void detection and void filling should be done on channel

by channel and RBG by RBG basis. Otherwise, filling voids at all channel at once leads to

delaying the start of next RBG(s).

8.3.2 WPVT Void Filling

WPVT void filling challenges is not easy as TDM case. This is because the overlapping

problems mentioned in Section 8.2. The problems we described might have variety of

solutions. However, WPVT is designed to maintain two gaols. First, never delay RBG al-

location. Second, reduce the complexity of VBG allocation and maximizing void allocation

as possible. Both Void Extension (VE) and Count Controlled Batch Void Filling (CCBVF)

cannot be used with WPVT due to the nature of the identified overlapping challenges.

We present Wavelength based Size Controlled Batch Void Filling (WSCBVF) as a void

filling scheme of WPVT. The relative advantage of WSCBVF (inherited from SCBVF)

is it allocates VBGs one by one. Hence, it is much easier to detect and resolve grant

overlapping. Upon detecting a void, WSCBVF polls an ONU independent from the basic

running thread and identifies its proposed VBG start (tV BG
s (i)) and end times (tV BG

e (i)).

In order to resolve the identified overlapping cases, three conditions must be met. To
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resolve VBG-RBG overlap,

tV BG
s (i) > te(i, n) (8.4)

or

tV BG
e (i) < ts(i, n) (8.5)

These conditions ensures that a VBG never overlaps with previously allocated RBG slot.

In order to resolve RBG-VBG overlap, the OLT should maintain the following condition:

tV BG
e (i) < tmin

s (i, n). (8.6)

This conditions ensures that the intended VBG allocation ends before the potential start of

the next RBG slot of that particular ONU. This condition is necessary to keep WPVT as a

plus function to the running original DBA thread. In order to resolve VBG-VBG overlap,

we used fixed wavelength assignment for VBGs. By using this we canceled this over-

lapping type completely. The other dynamic wavelength assignment solutions have high

complexity (O(N2)). Moreover, these solutions might lead to some unallocated voids as a

result of resolving overlapping. From our point of view, this solution is very competitive as

long as the basic thread applies wavelength allocation scheme that ensure load balancing

on all wavelength channels.

8.4 IBA-WSCBVF Performance Evaluation

We consider an EPON with single OLT and 128 ONUs with 10 MB buffer size with four

upstream channels. The upstream and the downstream transmission rates are symmetric

with 1 Gbps. Ethernet frames size ranges from 64 to 1518 B, (we used the packet size

distribution reported in [11], with minimum inter-frame-gap (IFG) of 12 B and preamble

of 8 B). The incoming traffic is self-similar traffic with long range dependence (LRD) and

Hurst parameter 0.8 and packets are served in first-come-first-served (FCFS) order. Tmax
cycle is
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set to 4 ms, tg is set to 1 µs and Gmax
i = 15500 B. The offered load is distributed uniformly

over ONUs.
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Figure 8.5: Average packet delay comparison (a) low load (b) high load.
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We combine IBA with WSCBVF (IBA-WSCBVF) and compare it against EFT-VF [35]

(referred to as EFT-RBVF) and Earliest Finishing Time with Partial Void Filling (EFT-

PVF) [38] (referred to as EFT-RBPVF). We choose STP-on-exc [4] as the underlying DBA

scheme for EFT-RBVF and EFT-RBPVF with excess pool bound of NGmax
i bytes. IBA-

WSCBVF employs Earliest Finishing Time (EFT) [35] due to its reported efficiency. Re-

garding VBG allocation, we choose to use distance-based-grouping (DBG) [35] as static

wavelength allocation.
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Figure 8.6: Average packet delay reduction.

Figure 8.5 shows the average packet delay of the simulated schemes. EFT-IBA-WSCBVF

outperforms STP-on-exc, EFT-RBVF, and EFT-RBPVF at both low and high load. Fig-

ure 8.6 shows the average delay reduction with respect to STP-on-exc. EFT-RBPVF out-

performs EFT-VF at low and medium load. At high load, EFT-RBPVF becomes unstable

and achieve negative delay reduction up to 40%. Performance excel of EFT-IBA-WSCBVF

can be explained based on the load range. At low and medium load, WSCBVF works to

allocate VBG slots and reduces packet delay according to the mechanism explained in



129

0 0.2 0.4 0.6 0.8 1
0

5

10

15

20

25

30

35

40

45

Offered Load

Tr
af

fic
 tr

an
sm

itt
ed

 d
ur

in
g 

V
BG

 %

 

 
IBA-WSCBVF, V max

i =1538

(a)

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

0.65

0.7

0.75

0.8

0.85

0.9

0.95

1

1.05

Offered Load

A
ve

ra
ge

 d
el

ay
 o

f V
BG

 tr
af

fic
 (m

s)

 

 

IBA-WSCBVF, V max
i =1538

(b)

Figure 8.7: WSCBVF (Di = 80-100 Km) (a) Traffic % transmitted during VBG (b) Delay
of transmitted packets during VBGs.
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Chapter 7. It can be seen that the delay reduction decreases with load increase as the avail-

able void size reduces. At high load, WSCBVF contribution reduces and IBA takes over to

achieve high reduction up to 95% (similar to EGSIP performance).

In depth analysis of WSCBVF performance is explained in Figure 8.7. It shows the

traffic percent transmitted in VBGs and the average delay of this traffic. At load below 0.8,

WSCBVF transmits 40-5% of the traffic in VBGs with average delay ranges from 0.55-

.95 ms. This explains why WSCBVF is capable of achieving significant delay reduction at

low and medium load.

The average RBG traffic delay and VBG utilization are shown in Figure 8.8. At load

below 0.7, the average RBG traffic is below the 1.5 RTTmax bound. This is because the

large amount of traffic directed to VBGs left much room in RBGs to accommodate newly

arrived packets to be transmitted without being reported first. Figure 8.8 also shows that

VBG utilization increases with offered load till high load. At high load, voids becomes

smaller and are not be able to accommodate large Ethernet frames.
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Figure 8.9 shows the gate message overhead comparison. Both EFT-RBPVF and EFT-

RBVF slightly increase the control overhead. EFT-IBA-WSCBVF increases the control

message overhead by 150% compared to STP-on-exc with Di = 80-100 Km. However it is

less that the control message overhead for short reach case (Di = 20 Km)

8.5 Summary

This chapter investigated the integrability of some of our solutions presented in this dis-

sertation. We presented a multi-feature DBA scheme, namely IBA-WSCBVF. Our scheme

combines void filling, excess bandwidth allocation, and frame delineation. IBA-WSCBVF

solves all these challenges within the context of LR-TWDM-EPONs. IBA achieves signif-

icant delay reduction ratio against its peers. Unlike MTP behavior in TWDM-EPONs [38],

IBA-WSCBVF is robust at medium and high load. The control overhead cost is only in

the downstream direction (gate messages). Moreover, it is not fixed as MTP as it decreases

with offered load increase. At high load, IBA-WSCBVF almost converges to IBA and

achieves notable delay reduction.
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Chapter 9

Sleep-time Sizing and Scheduling in

Green Passive Optical Networks

9.1 Introduction

Energy consumption is emerging as a major challenge in today’s information and communi-

cation technologies. The expansion of data communication usage in different applications

has resulted in a tremendous increase in energy consumption worldwide. According to re-

cent statistics, the energy cost to operate wireless devices accounts for half of the operating

expenses for any wireless deployment. Currently 3% of the world-wide energy is consumed

by the information and communication technology infrastructures that cause about 2% of

the world-wide CO2 emissions. This figure is comparable to the worldwide CO2 emis-

sions by airplanes or 25% of the world-wide CO2 emissions caused by cars. Therefore,

making communication devices energy efficient will not only benefit the environment, but

also increase the profitability of business for communication companies.

In order to fulfill the bandwidth-thirsty demands and achieve the best operational ef-

ficiency, we are experiencing fast development of fiber-wireless (FiWi) access technolo-

gies [71, 72, 73, 74, 75], which are envisioned to serve as the enabling technologies for the

next-generation metropolitan-area networks. Such infrastructure aims to take the advan-

tage of an integrated design of the optical and broadband wireless access systems in both



134

phases of network planning/dimensioning and real-time operations.

Passive optical networks (PONs) are introduced as a promising approach for solving

the first mile problem in broadband access networks [15]. The structure of PON consists

of an optical line Terminal (OLT), located at a central office (CO) that is connected to a set

of optical network units (ONUs) located at the end-user locations [1]. In the past decade,

PON has been a subject of extensive study concerning quality of service (QoS), dynamic

bandwidth allocation (DBA), and recently energy saving mechanisms.

In our study, we present a simplified, yet effective, novel PON scheme that supports

energy saving. Our analytical and simulation results show that our scheme saves energy

without introducing significant delay to the network traffic. The main advantage of our

scheme is that the OLT allocates the bandwidth for each ONU considering the downstream

buffer size. In other words, the ONU remains in the sleep mode until its downstream buffer

reaches a certain threshold. The OLT uses a separate control traffic plane to wake-up the

ONU. There are several ways to implement the proposed control plane. For example, we

may use a dedicated wavelength or use the Internet. The latter design can be easily done

by adding a network interface to the public Internet at both the OLT and The ONU. This

interface is used by the OLT to awake the ONU. We claim, to the best of our knowledge,

that this work is the first to successfully decouple the average traffic delay from the sleeping

time portion. In other words the average delay is only dependent on the QoS constraints,

while the sleeping time portion only depends on the traffic load.

9.2 Sleep Sizing Framework

In this section, we provide an overview of our proposed sleep sizing scheme [76]. This

includes the signaling mechanism between the OLT and ONUs.
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9.2.1 Overview

Our scheme uses conventional PON tree topology and assumes that the OLT and ONU

signaling messages are exchanged over a separate control plane. Also, we assume that

the downstream traffic is larger than the upstream one, hence the ONU wake-up by OLT

according to the downstream queue size threshold. Upon reaching certain threshold, OLT

uses the control plane to wake-ups the ONU for serving both downstream and upstream

traffic. Two classes of packets are received by the ONUs called control and data packets.

Control packets are assumed to be delay intolerant, while data packets can tolerate certain

average delay constraint DQoS . Thus, control packets are assumed to be of higher priority

than data packets. Furthermore, the queuing discipline within each class is assumed to be

FIFO, while the service prioritization between classes is based on non-preemptive service.

Moreover, the ONU is allowed to sleep for energy saving purposes. Initially, ONU remains

in the sleep mode until either a control packet arrives or data queue size reaches certain

threshold Qth, which depends on the average delay constraint DQoS in addition to the arrival

and service parameters. This is known to be an N -threshold policy queuing system [77].

Later in this section, we obtain a closed form solution for the average sleeping time duration

and the percentage of time ONU spends in the sleeping mode to obtain the energy saving

gain. Also, we obtain a numerical solution for the data queue threshold Qth computed in

terms of arrival rate, service rate, and average delay constraint. In this study, we limit our

investigation to a single ONU due to problem complexity. The actual implementation of

this scheme can be carried out by modifying the current design of both OLT and ONU to

add the capability of separate control plane.
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9.2.2 System Parameters

Arrival and service processes

Control and data arrival processes are assumed to be independent Poisson processes of

rates, �c and �d, respectively. Their service is assumed to be generally distributed. The

mean transmission time for control and data packets is given by Xc and Xd respectively.

Their corresponding reciprocals are given respectively by µc and µd denoting the service

rates. The second moments of the service time for control and data packets are given by

X2
c and X2

d , respectively.

Data packets delay constraint

The framework assumes that data packets can tolerate an average delay constraint DQoS .

This allows the ONU to sleep as long as there is no control packets to serve and the data

queue size is below the threshold.

9.2.3 Notation

Each ONU sleeping cycle is composed of two successive periods, where it begins by a

sleeping period for random duration Ts followed by an active period for random duration

Ta. The corresponding averages are denoted by Ts and Ta, respectively. Their probability

distributions are denoted by fs and fa, while Fs and Fa are the cumulative distributions.

When needed, Fi would denote the complementary cumulative density function associated

with Fi. Table 9.1 summarizes the notation used in our analytical model.
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Table 9.1: Notation.

�
i

Poisson arrival rate of class i 2 {c, d}
�
tot

Sum of control and data arrival rates = �
c

+ �
d

X
i

Random variable for service time of class i 2 {c, d}
X

i

Mean service time of class i 2 {c, d}
X2

i

Second moment of service time of class i 2 {c, d}
W

d

Average waiting time of data packets in the queue
D

d

Average arrival-to-departure data packet delay
µ
i

Service rate of class i = 1
Xi

⇢
i

Utilization of class i = �i
µi

D
QoS

Average delay constraint for data packets
Q

i

(t) Queue length of class i at time t
Q

th

Data queue threshold depending on the delay constraint
T
s

ONU sleep period duration random variable
T
a

ONU active period duration random variable
T
s

Average ONU sleeping time
f
s

Probability distribution of sleeping time
f
a

Probability distribution of active time
F
s

Cumulative distribution of sleeping time
F
a

Cumulative distribution of active time
F
a

Complementary cumulative distribution of active time
S(t) state of ONU at time t (0: sleep, 1: active)

9.3 Analytical Model

9.3.1 Average sleeping time

In this section, we derive an expression for the probability distribution of the ONU sleeping

time. Once the distribution is derived, we accordingly present a closed form expression for

the average ONU sleeping time as a function of the data queue threshold and the arrival

rates of data and control packets. The probability distribution is derived in three phases

based on the independence of the traffic arrival processes of control and data packets. First,

we consider that the system is serving data packets only. Second, we consider that the

system is serving control packets only. Finally, we combine the two processes to get an

expression for the distribution of ONU sleeping time with both arrivals allowed. For each of

the above system phases, we present the PDF and CDF of the sleeping time. Accordingly,

we average the obtained distribution to get the ONU average sleeping time Ts.
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System with data packet arrivals

In the absence of control packet arrivals, the ONU remains sleeping until the arrival of cer-

tain number of data packets equal to Qth. Since the arrival process is assumed to be Poisson

distributed with rate �d, the inter-arrival time distribution is exponentially distributed with

mean 1
�d

. In this case, the time required to reach Qth packets in the queue for the ONU to

wake-up is equal to the sum of Qth i.i.d. exponential random variable with mean 1
�d

(i.e.,

average inter-arrival time). Thus, the sleeping time has an Erlang distribution that is given

by,

f(s,d)(t;Qth,�d) =
�Qth

d tQth�1e��dt

(Qth � 1)!
(9.1)

while the corresponding cumulative density function is given by,

F(s,d)(t;Qth,�d) = 1�
Qth�1X

n=0

e��dt(�dt)n

n!
(9.2)

System with control packet arrivals

In the absence of data packet arrivals, the allowable time for an ONU to sleep is the inter-

arrival time of control packets which is exponentially distributed with mean 1
�c

, assuming

the service time is very small compared to the inter-arrival time1. Thus, the probability

density function is given by

f(s,c)(t;�c) = �ce
��ct (9.3)

while the corresponding cumulative density function is given by

F(s,c)(t;�c) = 1� e��ct (9.4)

1The arrival rate of control packets is expected to be small leading to relatively long inter-arrival time.
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System with both control and data packet arrivals

Since the ONU does not go to sleep mode except when there is no packets in the queue, we

consider the start of the sleeping cycle as a reference point in the following analysis (i.e.,

t = 0 at the beginning of the sleep cycle). Thus, Qc(0) = Qd(0) = 0.

Sleeping time can be equal to Ts in two cases only. First case occurs when there is no

control arrivals 8t 2 [0, Ts] while the Qth data packet arrives at t = Ts. The second case

occurs when the data queue size is less than Qth 8t 2 [0, Ts] while a control packet arrives

at t = Ts. This can be expressed using the previously derived PDF and CDF expressions.

Using the independence between the two processes in which the joint distributions become

the product of the marginal ones is shown below,

fs(Ts) = f(s,d)(Ts)F(s,c)(Ts) + f(s,c)(Ts)F(s,d)(Ts)

=
�Qth

d TQth�1
s e��dTs

(Qth � 1)!
e��cTs

+�ce
��cTs

Qth�1X

n=0

e��dTs(�dTs)n

n!

= �Qth

d

TQth�1
s e��totTs

(Qth � 1)!

+
Qth�1X

n=0

�c�
n
d

T n
s e

��totTs

n!
(9.5)

Ts =

Z 1

0

tfs(t)dt

=
�Qth

d

(Qth � 1)!

Z 1

0

tQthe��tottdt

+
Qth�1X

n=0

�c�
n
d

n!

Z 1

0

tn+1e��tottdt (9.6)

By changing the variables and using Gamma function, we obtain the above integral to be
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equal to,

Z 1

0

tn+1e��tottdt = (n+1)!

�n+2
tot

(9.7)

Thus, the average sleeping time is given by the closed form expression as follows:

Ts = Qth
�Qth

d

�Qth+1
tot

+
Qth�1X

n=0

(n+ 1)�c�
n
d

�n+2
tot

=
1� ( �d

�c+�d
)
Qth

�c

(9.8)

From the above, we notice that the average sleeping time is a function of the control and

data packet arrival rates and the allowable data queue threshold. However, we still need to

find the average active time in order to know the percentage of time the ONU is allowed to

sleep without degrading QoS.

We denote the average sleeping time by Ts and the average number of data and control

arrivals within this period is given by �dTs and �cTs. Within the active period Ta, the

expected number of data and control arrivals is equal to �cTa and �cTa, respectively. Each

data packet is served with an average service time Xd, while the control packets have an

average service time of Xc. Hence, the ONU should remain active until the queue is empty.

This can be expressed as follows:

Ta = �cTsXc + �dTsXd + �cTaXc + �dTaXd

= (⇢c + ⇢d)Ts + (⇢c + ⇢d)Ta

Thus,

Ta =
⇢c + ⇢d

1� ⇢c � ⇢d
Ts (9.9)

We write the equation ( 9.9) in the following alternative form,
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Ta

Ta + Ts

= ⇢c + ⇢d (9.10)

This form states that the ONU is only active for a fraction of time, which is equal to the

introduced aggregate load. This fact is one of the main advantages of our framework since

it shows that we successfully decouple the sleeping time from the QoS constraints. In other

words, the average sleeping period depends only on the traffic load. Using (9.5), we can

evaluate the second moment of sleeping time as follows:

T 2
s =

2
⇥
1� (Qth + 1)( �d

�tot
)Qth +Qth(

�d

�tot
)Qth+1

⇤

�2
c

(9.11)

9.3.2 Average delay of data packets

In order to calculate the data packets end-to-end delay, ONUs are modeled using N -

threshold policy M/G/1 queue [77] with multi-class traffic. For simplicity, we assume

that the sleeping time is independent of the arrival process and follows the distribution in

(9.5). This approximation converts our model to M/G/1 non-preemptive priority queue

with server vacations [78].

The average remaining vacation (sleeping) time can be evaluated as,

Rv =
T 2
s

2Ts

, (9.12)

while the average remaining service time is,

R = ⇢crc + ⇢drd, (9.13)

where rc =
X2

c

2Xc
and rd =

X2
d

2Xd
. We proceed by computing the average waiting time spent
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in buffer for data packets as follows:

Wd =
R + (1� ⇢c � ⇢d)Rv

(1� ⇢c)(1� ⇢c � ⇢d)
(9.14)

Finally, the average delay of data packets is,

Dd = Xd +Wd (9.15)

With the average QoS delay in hand, we can compute Qth from (9.8), (9.11), and (9.12)

numerically.

9.4 Simulation Results

In this section, we show the results obtained from both the analytical model and the simu-

lation. Several parameters are fixed for the simulation part, including the service rate and

the simulation time. The data packet is assumed to be exponentially distributed with aver-

age size of 1000 B. The control packet size is assumed to be exponentially distributed with

average size of 100 B. The link rate is set to 1 Gbps. Accordingly, the average service time

for the data and control packets is Xd = 1µs and Xc=0.1 µs, respectively.

Figure 9.1 shows the data packet delay vs. ⇢d with different values of �c. The threshold

for switching from sleeping to active mode (i.e., Qth) is set to 20. For lightly loaded

ONU, the delay is more dependent on control packets load rather data packets load. The

greater control traffic results in lower data packets delay. This is because the sleeping

time depends mostly on control traffic rather than data traffic. As the data load increases,

higher control traffic results into higher data packets delay since data packets has lower

priority than control packets. The impact of ⇢d and ⇢c on the data packets delay is shown

in Figs. 9.2 and 9.3. Figure 9.2 shows that data packets delay linearly increase with Qth

at small control traffic. On the other hand, in Figure 9.3 the data packets delay tends
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Figure 9.1: Average data packet delay vs. data load for Qth = 20.
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Figure 9.2: Average data packet delay vs. Qth for �c = 0.01⇥ 106.

to saturate with the increase of Qth. The reason for such behavior is that the arrival of

control packets triggers the ONU to active mode before reaching Qth. These figures show

how important it is to estimate the data queue threshold, as underestimation will result in

energy waste, while overestimation might violate the QoS constraints. In order to examine
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Figure 9.3: Average data packet delay vs. Qth for �c = 0.06⇥ 106.
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Figure 9.4: Average data packet delay under DQoS = 10 µs.

the quality of our scheme, we set DQoS =10 µs, loop over different values of data load,

and numerically calculate the corresponding Qth required to maintain the QoS requirement

using (9.8), (9.11), and (9.12). Then, we run the simulation with the calculated Qth to
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Figure 9.5: Energy gain vs. data load for different DQoS values.

calculate the average data packets delay. Figure 9.4 shows that for all values of data load,

the average data packets delay never violates the DQoS constraint. Instead, our scheme

succeeds to dynamically adjust Qth according to the data load in order to maintain our

ultimate objective of maximizing the saved power through the introduced ONU sleeping

functionality, while satisfying the imposed average delay constraint.

In Figure 9.5 we show the energy saving gain vs. different values of DQoS under dif-

ferent load. We prove that regardless of the QoS delay constraint, our framework achieves

equal energy saving gain for some data traffic load. This is because that our framework can

successfully decoupled sleeping time from QoS delay when fixing the load.

9.5 Summary

In this chapter, we presented a new sleep sizing and scheduling framework for energy

saving in PON. We showed through both analytical modeling and extensive simulations

that our framework can save energy without violating the QoS constraints. To the best of

our knowledge, this was the first study that was able to decouple the sleeping time from
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QoS delay constraints. This implies that sleeping time portion and consequently the energy

saving ratio will only depend on the aggregated traffic load. Our framework can adaptively

change the data Qth to maintain the required DQoS without affecting the energy saving gain.
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Chapter 10

Concluding Remarks

10.1 Contribution in Brief

This dissertation focuses on bandwidth management in EPONs. Our goal is to propose

robust DBA schemes that better utilize upstream bandwidth and achieve lower average

delay. We investigated five different problems related to dynamic bandwidth allocation in

EPONs. The investigated problems are excess bandwidth allocation, frame delineation,

congestion, large round trip time delay in LR-EPONs, and downstream based DBA in

Green EPONs.

Regarding excess bandwidth allocation, we presented a novel scheme, DES, to effec-

tively distribute upstream excess bandwidth with overloaded ONUs using controlled allo-

cation and without incorporating idle time. DES uses delayed allocation rather than early

allocation. DES preserves ONUs polling order and hence reduces delay Jitter. DES shows

delay reduction for EF, AF, and BE traffic.

For frame delineation, we presented a novel concept in DBA named bandwidth com-

pensation. We also presented a new DBA scheme called EGSIP which improves TWDM-

EOPN performance. EGSIP resolves the frame delineation problem and guarantees that

each overloaded ONUs can obtain their maximum grant size. We proved via mathematical

analysis that EGSIP is more robust than IPACT-st. Robustness has high impact on delay

and buffer size reduction. The main reason behind EGSIP superior performance is its capa-
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bility of utilizing the available bandwidth without loss as in IPACT-st and without reduction

as in threshold reporting.

For congestion in EPONs, we proposed CALT. CALT incorporates interleaved polling

along with offered load controlled maximum cycle time. CALT uses the number of over-

loaded ONUs, NO, as a heuristic to increase/decrease the maximum cycle time value.

CALT incorporates a set of levels (values) of ONU maximum transmission window and

both upper and lower threshold for NO associated with each level. Numerical results show

significant improvement in packet delay, dropping probability, bandwidth utilization and

buffer size. CALT also reduces the delay jitter which is one of the important metrics in

Diffserv EPONs.

For LR-EPONS, we addressed two challenges, namely bandwidth over-granting asso-

ciated with MTP and on-the-fly void filling. For bandwidth over-granting, we proposed

an interactive approach called Interactive Dynamic Bandwidth Allocation (IBA). IBA is

able to achieve the minimum delay bounds for MTP. We also developed an approach to

tune active running threads with the offered load. Our approach is able to choose the most

well performing thread count at each individual load value. For void Filling in LR-EPONs,

we presented a novel void filling approach, called Parallel Void Thread (PVT). PVT is a

polling thread independent from the running DBA thread(s). When the OLT detects a void

succeeding a bandwidth grant, PVT is invoked to allocate void based grant(s) (VBG(s)) to

fill that void. PVT delay reduction mechanism is to enable ONUs to early transmit part of

their upstream traffic during VBGs. This technique reduces the grant delays and enables

bandwidth grants more frequently than both RBVF and RBPVF. There are three proposed

VBG sizing schemes for PVT, namely VE, CCBVF, and SCBVF.

Within the context of LR-TWDM-EPONs, we presented a multi-feature solution that

combines most of the addressed challenges. Our combined approach, IBA-WSCBVF, is

capable of achieving significant delay reduction along the whole offered load range.

For bandwidth allocation in Green EPONs, we presented a novel sleep sizing and
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scheduling framework for energy saving in PON. We showed through both analytical mod-

eling and extensive simulations that our framework can save energy without violating the

QoS constraints. To the best of our knowledge, this is the first study that decouples the

sleeping time from QoS delay constraints. This implies that sleeping time portion and

consequently the energy saving ratio will only depend on the aggregated traffic load. Our

framework can adaptively change the data Qth to maintain the required DQoS without af-

fecting the energy saving gain.

10.2 Future Research Direction

For future research direction, we propose to investigate Quality-of-Service based Wave-

length Assignment (QoS-WA). In general, access networks are designed to carry differ-

ent types of traffic classes (services). Each service has its own delay constraints. Since

LR-TWDM-EPON is potential candidate for next generation EPONs, more investigation

should be done to ensure that each service satisfies its delay constraints at all load range.

An easy solution could be to reduce the maximum grant delay and consequently re-

duces the maximum transmission window. Only higher priority services get benefit of this

solution. Lower priority services will suffer from bandwidth starvation. Moreover, reduc-

ing grant delays is hard due to large RTT. Part of the solution can be PVT that can help with

low load part. At high load, a more sophisticated wavelength assignment scheme is needed

to ensure that each service gets its proper bandwidth and satisfies its delay constraints.
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