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ABSTRACT

Quantum Transport Simulations of Nanoscale Materials

Obodo Tobechukwu Joshua

Nanoscale materials have many potential advantages because of their quantum

confinement, cost and producibility by low-temperature chemical methods. Advance-

ment of theoretical methods as well as the availability of modern high-performance

supercomputers allow us to control and exploit their microscopic properties at the

atomic scale, hence making it possible to design novel nanoscale molecular devices

with interesting features (e.g switches, rectifiers, negative differential conductance,

and high magnetoresistance). In this thesis, state-of-the-art theoretical calculations

have been performed for the quantum transport properties of nano-structured ma-

terials within the framework of Density Functional Theory (DFT) and the Non-

equilibrium Green’s Function (NEGF) formalism. The switching behavior of a dithi-

olated phenylene-vinylene oligomer sandwiched between Au(111) electrodes is inves-

tigated. The molecule presents a configurational bistability, which can be exploited

in constructing molecular memories, switches, and sensors. We find that protonation

of the terminating thiol groups is at the origin of the change in conductance. H

bonding at the thiol group weakens the S-Au bond, and thus lowers the conductance.

Our results allow us to re-interpret the experimental data originally attributing the

conductance reduction to H dissociation. Also examined is current-induced migration

of atoms in nanoscale devices that plays an important role for device operation and
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breakdown. We studied the migration of adatoms and defects in graphene and carbon

nanotubes under finite bias. We demonstrate that current-induced forces within DFT

are non-conservative, which so far has only been shown for model systems, and can

lower migration barrier heights.

Further, we investigated the quantum transport behavior of an experimentally

observed diblock molecule by varying the amounts of phenyl (donor) and pyrim-

idinyl (acceptor) rings under finite bias. We show that a tandem configuration of

two dipyrimidinyl-diphenyl molecules improves the rectification ratio, and tuning the

asymmetry of the tandem set-up by rearranging the molecular blocks greatly en-

hances it. It has been recently demonstrated that the large band gap of boronitrene

can be significantly reduced by carbon functionalization. We show that specific defect

configurations can result in metallicity, raising interest in the material for electronic

applications. In particular, we demonstrate negative differential conductance with

high peak-to-valley ratios, depending on the details of the material, and identify

the finite bias effects that are responsible for this behavior. Also, we studied the

spin polarized transport through Mn-decorated topological line defects in graphene.

Strong preferential bonding is found, which overcomes the high mobility of transition

metal atoms on graphene and results in stable structures. Despite a large distance

between the magnetic centers, we find a high magnetoresistance and attribute this un-

expected property to very strong induced π magnetism. Finally, the results obtained

herein advance the field of quantum electronic transport and provide significant in-

sight on switches, rectification, negative differential conductance, magnetoresistance,

and current-induced forces of novel nanoscale materials.
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Chapter 1

General Introduction

With the progressing reduction in size of electronic devices, the importance of molec-

ular electronics continues to grow. A comprehensive review of the development of

this research area has been given in 2013 in Ref. [1]. There is a zoo of possibili-

ties for technological applications due to the diversity of the electronic functionalities

provided by different, often specifically designed and synthesized, molecules [2]. Im-

portant examples include diodes [3, 4], switches [5? ], memories [6], and transistors

[7, 8]. On the other hand, the exploration of the charge transport through single

molecules and molecular monolayers has led to key insight into various fundamental

effects, facilitated by developments in measuring techniques [9, 10].

Since the characteristic length scale of molecular devices is nanometer, they are

strongly influenced by quantum phenomena [11]. The quantum nature is frequently

exploited for improving the device performance [12–15]. For instance, band structure

engineering has led to a new generation of magnetic tunnel junctions, which now

operates in commercial hard disks [16]. Proposals for powerless logic elements based

on quantum mechanical interference are in search of an experimental realization [17].

On the other hand, atomic motion induced by an electric current is associated with a

number of problems towards device miniaturization, in particular degradation, which
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can be resolved only, if a detailed understanding of current-induced forces is achieved

[18, 19].

Attaching electrodes to single molecules is one major challenge in single molecule

electronics, mostly due to issues of reliability and reproducible. Several approached

have been developed to overcome this imitation, including mechanical break junctions

[20], electromigration break junctions [21], electrochemical deposition [22], scanning

probe techniques [23], and lithography [24–26]. While the mechanical break junction

technique is well established are therefore most widely used, the electromigration

break junction technique is advantageous to fabricate a three electrode molecular

device. The third gate either is already present before electrobreaking or a conducting

oxidized silicon substrate is used [27, 28]. A drawback of the technique, as compared

to mechanical break junctions, lies in the difficulty of obtaining a large number of

junctions for studying the statistical behaviour [27, 29].

A theoretical assessment of molecular devices is possible by means of the non-

equilibrium Green’s function (NEGF) approach. In the Landauer-Büttiker formalism

the current is given by

I =
2e

h

∫ +∞

−∞
T (E)[f(E + EF )− f(E − EF )]dE, (1.1)

where f is the Fermi-Dirac distribution function and T (E) is the transmission co-

efficient. The electronic states of a molecule connected to electrodes are subject to

modifications due to the metal-molecule bonding, which shift the energy levels as

compared to the isolated molecule. In addition, orbital hybridization broadens the

energy levels and results in finite lifetimes.
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Figure 1.1: Schematic of a system with two locally stable states.

1.1 Switches

A molecular switch changes its physical or chemical properties, typically the conduc-

tance, between two or more stable states under external stimuli, such as a bias voltage

or light [30], see the schematic representation given in Fig. 1.1. For a molecule to be

a useful in a switch it must satisfy three basic requirements: (i) It must have states

with distinctly different properties, (ii) the states must be sufficiently stable during

operation, and (iii) the barrier between the states must clearly exceed the thermal

energy at operating temperature. Molecular switches can be divided into conforma-

tional and redox switches. The former are based on a change in the structure, while in

the latter the molecule gains or loses charge, which in turn also can induce (typically

small) conformational changes.

For example, Sendler and coworkers have reported a reversible switching of di-

arylethene under light irradiation, between an open ring off state and a closed ring on

state [31]. Nakamura and coworkers have addressed both experimentally and theo-

retically the length dependence of the properties of a covered quaterthiophene-based
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molecular wire when the anchoring points (thus the length of the π-conjugated back-

bone) are varied. For increasing length the conductance decays exponentially. It also

has been demonstrated both experimentally and theoretically that the electrodes used

for contacting a molecule can enable or inhibit a switching behavior, demonstrating

that the contact physics in molecular devices cannot be ignored [32]. For instance,

perylene-3,4,9,10-tetracarboxylic dianhydride (PTCDA) switches when contacted by

Au electrodes but not when contacted by semiconducting graphene electrodes.

Concerning redox switches, the oxidized state generally has lower conductance

than the reduced state of a conjugated molecule [33]. Based on experimental results

it has been claimed that oligophenylenevinylene switches between low and high con-

ductance state when H bonds with the thiol end group that binds the molecule to

Au electrodes [34]. However, theoretical results indicate that the H bonds reduce the

conductance (the transmission coefficient at the Fermi level is lowered by about one

order of magnitude), because the S-Au bond is weakened [35].

Bulovic and coworkers [36] have demonstrated an abrupt switching behavior with

non-zero leakage current for a nano-electromechanical molecular switch, where the on

state is achieved by compression of a molecular thin film. This solved the important

problem of irreversible contact adhesion [37]. Figure 1.2(a) shows the two conforma-

tions of the system (top: off state, bottom: on state). According to Fig. 1.2(b) there

is good agreement between the experimental and theoretical I-V curves during the

switching cycles. The increasing surface adhesion forces then the thin film is com-

pressed are balanced by elastic forces due to the deformation of the molecules, which

promotes zero net stiction and recoverable switching. Numerical analysis indicates

the potential of optimizing the on-off ratio, which would open a broad range of low

power electronic applications.

In general, current-induced forces can affect the mechanical stability of nanojunc-
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Figure 1.2: (a) Two terminal squitch architecture with Cr/Au bottom electrodes,
self-assembled poly(ethylene glycol) dithiol molecular thin films, and graphene top
electrode. (b) I-V curves for three example squitches and corresponding simulation
results [36].

tions [38]. They are generally non-conservative [39, 40], which has been demonstrated

in Ref. [41] by investigating the torque exerted by current-induced forces in a highly

asymmetric molecular junction with a benzene molecule coupled to Pt electrodes.

Transition states are key for characterizing molecular switches. Among the existing

methods to determine transition states [42], the nudged elastic band method is a stan-

dard tool for describing the energetics. In particular, the energy difference between

the molecular states must exceed the thermal energy.

1.2 Rectifiers

The rectification ratio

R =
I(V )

I(−V )
(1.2)
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of a material is given by the currents I(±V ) under forward and reverse bias. The

asymmetry requried of a molecular rectifier in the transport direction can be real-

ized by different means [43, 44]: (1) donor-σ-acceptor molecules, (2) donor-π-acceptor

molecules, and (3) asymmetric electrodes [3]. Since the discovery of the first molecular

rectifier [45], various organic molecules are being put forward as possible candidates.

Liu and coworkers [46] have studied the rectification behavior of a molecule composed

of σ-nitrotoluene and o-aminotoluene connected via a σ-bridge. They have also ad-

dressed a tandem arrangement (serial connection), for which they found a strongly

enhanced rectification ratio (about 20 times) as compared to the single molecule, and

the effect of the length of the wire connecting the two molecular rectifiers. Venkatara-

man and coworkers [3] have demonstrated for a symmetric single-molecule junction

a rectification ratio in excess of 200 at voltages as low as 370 meV, using a polar

medium to modified the electrostatic environment of the junction in an asymmetric

fashion when changing the bias polarity.

Dyck and Ratner [44] have presented a new design based on asymmetric anchor-

ing: (1) Asymmetric chemically bonding of the molecule to the electrodes using one

acceptor anchoring group (giving rise to the lowest unoccupied molecular orbital,

LUMO) and one donator anchoring group (giving rise to the highest occupied molec-

ular orbital, HOMO). (2) Use anchoring groups with frontier orbitals in the vicinity

of the electrode Fermi level to promote Fermi level pinning. (3) Use a molecule con-

sisting of two conjugated fragments that are not π-coupled. These building principles

modify the HOMO-LUMO gap, which enhances the rectification ratio for the system

studied in Ref. [44] by about two orders of magnitude. Fig. 1.3 shows the transmission

coefficient under positive and negative bias. Positive bias results in a separation of

the HOMO and LUMO peaks, which stay out of the transmission window, while for

negative bias they come closer to each other and finally merge within the transmission
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Figure 1.3: Left: Transmission spectra under positive bias. Red/green arrows indi-
cate the evolution of the HOMO/LUMO transmission peaks, reflecting an increased
HOMO-LUMO gap. The peaks stay out of the transmission window, as indicated by
the dashed blue lines, and thus do not contribute to the current. Right: Trans-
mission spectra under negative bias. The HOMO-LUMO gap decreases and the
HOMO/LUMO transmission peaks enter the transmission window, which promotes
conductance [44].

window.

Most studies on molecular rectifiers have used metallic substrates and electrodes,

whereas graphite can have advantages, particularly with respect to its mechanical

strength [47]. Many junctions can be measured without changes in the surface prop-

erties. Using the scanning tunneling microscope break junction technique, the authors

of Ref. [47] have investigated a symmetric oligophenylamine molecule and observed a

rectification behavior. Using the NEGF approach, they found that the energy depen-

dence of the graphite density of states yields variations in the transmission coefficient

that explain the experimental observations.

A major challenge in molecular electronics is to control the strength of the coupling

between molecule and electrode to optimize the device performance. Non-covalent
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Figure 1.4: Rectification ratio for Au-NH2-benzene-SH-Au (green and black) and Au-
SH-benzene-NH2-Au (blue and red) junctions. The inset shows a schematic of the
potential drop across the junction (∆PA: amine group. ∆PT : thiol group) [51].

bonding gives rise to minimal broadening of the molecular energy levels, as required

to maximize the rectification ratio. In contrast, chemisorption results in prominent

broadening, leakage currents and poor device performance. In this context, it has been

demonstrates in Ref. [48] that tuning of the coupling between a ferrocenyl molecule

and the electrodes enables rational design of the transport across organic-inorganic

interfaces. From a materials point of view, the synthesis of the B-fullerene B40 is inter-

esting, as the molecule is asymmetric and therefore gives rise to a distinct rectification

behavior [49]. By varying the end groups of 1,2-bis(4-(phenylethynyl)phenyl)ethane

the authors of Ref. [50] have designed a single-molecule diode based on orbital reso-

nances involving the HOMO and HOMO−1. Variation of the anchoring groups thus

can be used to enhance the rectification ratio.

Wang and coworkers have demonstrated experimentally a high rectification ratio

for a benzene molecule terminated with different thiol and amine groups [51]. They
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were able to show, see Fig. 1.4, that the energy gap obtained from Landauer fitting

matches closely with results from transition voltage spectroscopy. Moreover, applica-

tion of the Simmons model implies that the asymmetry of the potential drop across

the asymmetric anchoring groups is the origin of the observed rectification.

1.3 Negative differential conductance

Figure 1.5: Schematic I-V curve in the NDC case.

Negative differential conductance (NDC) devices promise multifunctional (non-

linear) operations due to the non-linear I-V characteristics shown in Fig. 1.5. A low

NDC voltage (peak voltage) is favorable in order to minimize the device power con-

sumption and a high peak-to-valley ratio (ratio between the peak and valley currents)

is favorable for switching and amplification.

Zhu and coworkers have observed NDC in a benzene molecular junction, as a re-

sult of charge redistribution and Coulomb blockade at the contact to the electrode

[52]. This gives rise to potential applications in nanoscale current modulators. The

NDC region can be shifted to lower bias by application of a gate voltage, which

also strongly enhances the peak-to-valley ratio [53]. In this study a C60 dimer was

sandwiched between Au(111) electrodes in a field effect transistor arrangement. The
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frontier molecular orbitals turn out to be shifted towards the Fermi level, while the

transmission peak is reduced in intensity. Using the scanning tunneling microscope

break junction technique, Zhou and coworkers [54] probed molecular junctions com-

posed of thiol-terminated Ru(II) bis-terpyridine between Au electrodes, varying the

anchoring group. They found NDC (at a low bias of ∼ 0.6 V) only for one of three

tested anchoring groups and explained their observations by bias induced changes in

the coupling between molecule and electrodes.

1.4 Magnetoresistance

Spin-polarized transport is gaining increasing interest because it paves the way to

downsizing of electronic components and lowering the power consumption. The field

of spintronics (spin electronics) largely started with the discovery that the resistance

of ferromagnetic layers separated by a thin non-magnetic spacer can be controlled

by an external magnetic field or a current [55]. In the case of a metallic spacer

the effect is known as giant magnetoresistance and for ultra thin insulating layers

spacers as tunneling magnetoresistance. A large anistropic magnetoresistance recently

was found at room temperature for terephthalic acid interfaces with Fe [56]. First-

principles quantum simulations show that the effect originates from dependence of the

coupling at the contacts to the electrodes on the orientation of the Fe magnetization

with respect to the direction of the current.

Wiel and coworkers have studied molecular wires formed by sublimating organic

dye molecules into the channels of zeolite crystals in the presence of K counterions

[57]. An ultra high magnetoresistance observed at room temperature appears to be

connected to the one-dimensional character of the system. High magnetoresistance

can be achieved in topological line defects in graphene by Mn decoration due to strong
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induced π magnetism [13]. The dependence of the magnetoresistance of manganese

phthalocyanine contacted by a Co tip in a scanning tunneling microscope on the

separation between the tip and the molecule has been investigated in Ref. [58].
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Chapter 2

Theoretical Methodology

2.1 Density Functional Theory

Density functional theory (DFT) is a theory of correlated many-body systems [59].

The fundamental tenet of density functional theory is that any property of an atom-

istic system of many interacting particles can be viewed as a functional of its ground

state density n0(r), which in principle determines all the information in the many-

body wave functions for the ground state.

2.1.1 The Hamiltonian

The electronic structure of molecules and solids is described in terms of the ions

and valence electrons. The ions are composed of the nuclei and tightly bound core

electrons. The charge on each nuclei is Z · e, where Z denotes the atomic number

of the particular chemical element and e is the electronic charge. Assuming that the

core electrons do not contribute to the transport properties of the material, then, only

the valence electrons are responsible for conductivity and other electronic properties.

Also, the separation to ions and valence electrons is an idealization, this allows for the

description of the interacting ions and electrons. In order to describe the electronic
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properties of the system, the hamiltonian of the system can be defined as

H = Hion +Hel +Hion−el (2.1)

where Hion defines the ionic sub-system, Hel the electronic sub-system, and Hion−el

the coupled ionic-electronic system. The ionic sub-system is composed of the kinetic

energy Hk
ion of the ions and the potential energy Hion−ion due to ion-ion Coulomb

interaction.

Hion = Hk
ion +Hion−ion =

1

2

∑
µ

(
− ~2

Mµ

∇2
µ +

e2

4πε0

∑
µ 6=υ

Zval,µ Zval,υ
|Rµ −Rυ|

)
(2.2)

Similarly, the Hamiltonian of the electronic sub-system is written as

Hion = Hk
el +Hel−el =

1

2

∑
i

(
−~2

m
∇2
i +

e2

4πε0

∑
i 6=j

1

|ri − rj|

)
(2.3)

Also, the coupled ionic-electronic system is given by the energy due to Coulomb

interaction between the ion and electron

Hion−el = − e2

4πε0

∑
µ

∑
i

Zval,µ
|Rµ − ri|

(2.4)

The masses and positions of the ions and electrons are represented by (Mµ, Rµ) and

(m, ri) respectively.

The solution to the problem |Ψ(r, R)〉 is given by solving the eigenvalue problem

poised by the Schrödinger equation

H |Ψ(r, R)〉 = E |Ψ(r, R)〉 (2.5)
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The wavefunction of the many particle system is given by

Ψγ(ri, Rµ) =
∑
α

φγα({Rµ})ψα(ri, Rµ) (2.6)

The complete degree of freedom of the ionic and electronic coordinates is embedded

in the full hamiltonian Eqn. (2.1). In order to solve this many body problem whose

exact solution is difficult, the Born-Oppenheimer approximation [60] is used to ef-

fectively decouple the ionic component of the hamiltonian from the electronic part.

This approximation is based on the fact that the ions are much heavier than the

electrons. Hence, the electrons move much faster compared to the ions, during this

motion, the electrons tend to adjust their relative position with respect to the ions.

Considering the ionic motion with respect to the electrons, it is imperative to say

that the ions do not move. To this effect, we decouple the electronic and ionic degree

of freedom. Considering the ions fixed at position {Rµ}, the Schrödinger equation for

the electronic problem is given by

(
Hk
el +Hion−el

)
ψα(ri, Rµ) = Eα({Rµ})ψα(ri, Rµ) (2.7)

and the ionic degree gives

(
Hk
ion + Eα({Rµ})

)
φγα(Rµ) = Eγ φγα(Rµ) (2.8)

The different time scales of the ionic and electronic degree of freedom can be seen

from the fact that Eqn. (2.7) does not contain the dynamics of the ionic degree and

the fact that the ionic equation, Eqn. (2.8), have the total energy of the electronic

sub-system and not the individual energies.

By the re-writing of the Born-Oppenheimer approximation, we are able to con-
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centrate on the electronic problem. This is because the ion-ion interaction gives rise

to a constant additive contribution of energy to the electronic energies. Hence we can

re-write Eqn. (2.1)

H = H0 +Hext (2.9)

where

H0 = Hel−el +Hel({ri}) +Hion−el({ri})

and

Hext = Hion−ion +Hion−el.

The many-body interacting system is reduced to finding the solution of an elec-

tronic Schrödinger equation within the DFT. The electron density n is the central

variable in the DFT. The electron density operator is defined in terms of field opera-

tors. We denote spin index by σ as

n̂(r) =
∑
σ

n̂(r) =
∑
σ

ψ̂†σ(r)ψ̂σ(r). (2.10)

The Hamiltonian thus can be re-written in terms of the field operators and electron

density operator n̂

Hk
el =

∑
σ

∫
d3rψ̂†σ

(
− ~2

2m
∇2

)
ψ̂σ(r) (2.11)

Hel−el =
1

2

e2

4πε0

∑
σσ′

∫
d3r

∫
d3r′ψ̂†σ(r)ψ̂†σ′(r

′)
1

|r − r′|
ψ̂σ′(r′)ψ̂σ(r) (2.12)

Hext =

∫
d3r

(
1

2N

e2

4πε0

∑
µ6=υ

Zval,µZval,υ
|Rµ −Rυ|

− e2

4πε0

∑
µ

Zval,µ
|Rµ − r

)
n̂(r) (2.13)

=

∫
d3r Vext n̂(r). (2.14)
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2.1.2 The Hohenberg-Kohn Theorems

The problem of solving the many body interacting system is reduced to a single parti-

cle problem within the framework of DFT, where finding accurate approximations to

the energy functional is important. The DFT is based on two theorems first proved

by Hohenberg and Kohn [61].

Theorem 2.1.1. For any system of interacting particles in an external potential

Vext(r), the potential Vext(r) is determined uniquely, except for a constant, by the

ground state particle density n0(r).

Corollary 2.1.2. Since the hamiltonian is thus fully determined, except for a constant

shift of the energy, it follows that the many-body wave functions for all states (ground

and excited) are determined. Therefore all properties of the system are completely

determined given only the ground stated density n0(r).

Theorem 2.1.3. The total energy functional E[n(r)] has a minimum at the correct

ground state electron density n0(r).

E[n0(r)] < E[n(r)]. (2.15)

Corollary 2.1.4. The energy functional E[n(r)] is enough to determine the exact

ground state energy and density.

From theorem 2.1.1, Hohenberg and Kohn (HK) showed that the external potential

is a function of the electronic ground state (GS) density given by n(r) = 〈ψ|n̂(r)|ψ〉,

for which ψ is the ground state wave function and n̂(r) is the density operator.

Mathematically, the energy of the system can be expressed as a functional of den-

sity [61]

E[n] = FHK [n] +

∫
Vext(n)n̂(r)d3r (2.16)
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where FHK [n] is a universal functional because it does not depend on the external

potential, but it is a function of the sum of the kinetic T and potential V energy

operators of the electron-electron interaction.

FHK [n] = 〈ψ[n]|T + V |φ[n]〉 (2.17)

HK showed in theorem 2.1.3 that the GS density of the system is the one which

minimizes the E[n], and also the minimum E[n] is the GS energy E0. The exact form

of the functional is unknown, but it is known to be a function of the density and this

simplifies it. One year after HK paper, Kohn and Sham (KS) [61] were able to show

a practical means to solve the problem, for which they earned the Nobel Prize. The

idea is to consider an auxiliary non-interacting system whose density is the same as

the one of the real system. The wave form of the non-interacting system is known as

the Kohn Sham Orbital φi(r) and they obey the orthogonality condition.

∫
φ∗i (r)φj(r)dr = δij

The electron density is defined as

n(r) =
∑
i

|φi(r)|2

Considering the energy functional for which T0[n] is the GS kinetic energy of the

auxiliary non-interacting system, EH [n] is the repulsive electrostatic energy of the

classical charge distribution n(r) and EXC [n] is the exchange-correlation (XC) energy.

Applying the variational principle to minimize the energy functional and using the

orthogonality condition as a constraint, one finds a set of one-particle Schrödinger
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equations; [
1

2
∇2 + VKS

]
φi(r) = εiφi(r) (2.18)

where the Kohn-Sham (KS) potential is given by

VKS = Vext(r) +

∫
n(r′)

|r − r′|
dr′ + VXC(r); (2.19)

VXC =
δEXC [n]

δn(r)
(2.20)

and

n(r) =
∞∑
i=1

f(εi − εF )|φi(r)|2 (2.21)

These equations are the famous KS equations, which must be solved self-consistently.

VKS is a functional of the electron density and f(α) is the Fermi-Dirac distribution

for α = εi − εF where the Fermi energy is εF . Upon the achievement of convergence,

the electronic energy of the system is given by

E =
N∑
i=1

f(εi − εF )εi −
1

2

∫
n(r)n(r′)

|r − r′|
dr + EXC [n]−

∫
Vxcn(r)dr + Eion (2.22)

where Eion is the ionic electrostatic repulsion energy. This would be the exact elec-

tronic ground state energy of the system if the exact EXC [n] is known [62].

2.1.3 Exchange-Correlation Functionals

The Kohn-Sham formalism is exact based on the assumption that the exchange-

correlation potential VXC [n](r) can be determined exactly, which in principle is not

the case. To this effect, different approximations have been developed for exchange

functional that work well for some systems. Considering the fact that the VXC [n](r)

functional of the density n(r) at a point r is dependent on the position r′ of density



36

n(r′) the need for an approximation becomes relevant.

Local Density Approximation

The LDA is a useful approximation to the exchange-correlation functional, where the

homogeneous interacting electron gas is used to model the unknown energy contri-

butions. The exchange-correlation functional as used in this approximation depends

on the position of the particle and the exchange-correlation energy per particle (εXC)

integrated over the whole space.

ELDA
XC [n(r)] =

∫
d3r n(r) εXC n(r) (2.23)

Since the local electron density is evaluated from the homogeneous interacting electron

gas, the inhomogeneous interacting electron gas is divided into small regions located

at positions r, each containing a homogeneous interacting electron gas with some

average density n(r). This approximation is exact within the limit of constant charge

density. Experience has shown that metals are much more accounted for within this

approximation due to a high mobility of charge carriers as compared to its agreement

with semiconductors and insulators [63].

Generalized Gradient Approximation

The local density approximation fails in situations where the density undergoes rapid

changes because it approximates the energy of the true density by the energy of a

local constant density. In order to correct this situation, the Generalized Gradient

Approximation (GGA) have been introduced, which takes into account the density
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and gradient of the density.

EGGA
XC = EGGA

XC [n(r),∇n(r)] (2.24)

Moreover, it is an established fact that the GGA offers significant improvement

in the treatment of molecules in terms of the atomization energies, energy barriers

and total energy differences [64]. The GGA does have some drawbacks, such as

overcorrecting the LDA predictions.

There exist different variants of the GGA functional of which various forms have

been developed to deal with different kinds of systems (surfaces, defects, molecules

etc), but the most readily available include Beck (B88) [65], Perdew and Wang

(PW91) [66] and Perdew, Burke, and Enzerhof (PBE) [67].

2.1.4 Self Interaction Correction

One basic problem of the LDA and GGA is ”self interaction” [59, 68] which arises

from the fact that in the Hartree potential the integral is performed over the total

density n(r), which includes the spurious electrostatic interaction of each particle with

itself. Therefore, in LDA and GGA the particle feels its own potential. Unlike the

Hartree-Fock approach where the self interaction in the Hartree potential is exactly

cancelled by the exchange term, exchange potential in LDA and GGA is approximated

and therefore this cancellation is not complete, part of the unphysical self-interaction

remains in the case of the LDA and GGA. This problem can be overcome by using

exact functional for the exchange part of potential, so that by construction the self-

interaction cancels out [59]. This approach is difficult to achieve as it might introduce

spurious self-interaction. The many-body interacting system is reduced to the finding

the solution of an electronic Schrodinger equation within the DFT. Above all, this
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approach is computationally expensive.

In this work, we have applied the Atomic-Self Interaction Correction (ASIC) ap-

proximation [69–71]. This approach has been shown to give good results for a variety

of systems and is computationally inexpensive. Importantly, the ASIC is shown to im-

prove the ionization potential for molecules [72] compared to the LDA results. In the

ASIC , an occupation dependent correction is added to the LDA exchange-correlation

potential. This causes the occupied states to be shifted down to lower energies but

does not affect unoccupied levels. This effectively corrects for the self-interaction

error of the LDA exchange-correlation energy, which is overestimated for occupied

states.

2.1.5 RKKY Exchange Interaction

Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction is an indirect exchange interac-

tion between two magnetic impurities in a nonmagnetic host. The RKKY energy can

be obtained by second order perturbation theory, where the interaction Hamiltonian

written for the interaction between the itinerant electrons and the localized spin is the

perturbation term. Studies suggest that this type of interaction should oscillate and

decay as impurity separation is increased and the oscillation rate is determined by

the Fermi wavevector [73] of the host, while the decay depends on the dimensionality

of the host and the magnetic impurity [73]. Assuming that the exchange interaction

between the conduction electron of spin s at position xel and a localized spin Si at

position ri has a simple form

Hint = Js · Siδ
3(xel − ri) (2.25)



39

Figure 2.1: Schematic of the RKKY interaction as a function of distance between
magnetic impurities.

Then, the effective interaction (Heff
int ) between two localized spins i and j separated

by distance R is given by

Heff
int = J2Si · SjF (ξ), (2.26)

where the range function F (ξ) of the distance between the localized spins is

F (ξ) =
m∗µ2

B

h3

(2kF)4

ξ4
[sin(ξ)− ξ cos(ξ)] (2.27)

and ξ = 2kFR.

RKKY interaction has been demonstrated in graphene decorated with impurity

atoms. In undoped graphene a decay rate which is proportional to R−3 is seen for

top and bridged adsorbed impurities, while a much faster decay rate proportional

to R−7 is observed for center-adsorbed impurities [74, 75]. This decay rate is much

faster than the R−2 expected for two dimensional materials because of the vanishing

density of states at the Fermi energy of graphene.
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2.2 Smeagol: Ab initio Quantum Transport Code

Smeagol is a linear scaling ab-initio quantum electronic transport code which com-

bines both the DFT and non-equilibrium Green’s function (NEGF) method. Smeagol

uses SIESTA as interface for its DFT electronic structure platform [76, 77]. The

NEGF scheme on which the Smegol is based can be interfaced with any DFT code

that generates a Hamiltonian in tight-binding-like form. One of the advantages of us-

ing the SIESTA for its DFT part is that it constructs the Hamiltonian very efficiently,

even for large systems. In fact, in the SIESTA this operation scales linearly with sys-

tem size. Also, the SIESTA Hamiltonian and overlap matrices are constructed in the

required tight-binding-like form.

The algorithm implemented in Smeagol is constructed taking into cognizance

that the specific form of the Hamiltonian is irrelevant, once it is written as Linear

Combination of Atomic Orbitals (LCAO) basis set which is a functional of the charge

density. In SMEAGOL code, the combination of DFT and NEGF is a multistage

transport process, which can be outlined as:

i. Infinite bulk contacts calculations of the Hamiltonain Hks

ii. Obtaining the corresponding tight-binding representation of the converged Hks

iii. Self-energies Σn,m(ε) calculations for the semi-infinite bulk leads

iv. Alignment of the chemical potential of the leads and the extended molecule region

v. Transport across the complete system.

Figure 2.2 shows a typical transport setup. The schematic shows a two-terminal

device with two leads kept at different chemical potentials, which is able to exchange

electrons with the central region (the extended molecule).



41

Figure 2.2: (Color online) Schematic representation of the transport setup. The
greenish region represents the extended scattering region.

Figure 2.3 shows a general flowchart [78] of Smeagol and how it interfaces with

the SIESTA code. The SIESTA code provides the KS Hamiltonian and Smeagol

introduces the self-energies turning the system from periodic to a central scattering

region attached to semi-infinite electrodes. Smeagol calculates the non-equilibrium

charge density of an open system via Green’s function approach. This non-equilibrium

charge density is used to calculate the transport properties, for example, transmission

coefficients and the current-voltage characteristics.

The section below briefly explains the underlying theory within the SMEAGOL

code such as: Landauer formalism, non-equilibrium Green’s function formalism (Green’s

function for the transport problem and the non-equilibrium properties), nudged elas-

tic band method, and current induced forces. Also, we have calculated the current

using the Landauer formalism presented in the section 2.2.1

2.2.1 Landauer Formalism

The Landauer approach is a scattering process where the device acts as a quantum

mechanical scatterer for incoming electrons from the lead. Furthermore, the elec-
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Figure 2.3: Flow chat of the Smeagol programme [78].

trons scatter elastically on the device (sample). The electrons through the device is

described by the non-interacting quasi particles model. Three basic assumptions are

considered in the derivation of the Landauer formalism:

i. The leads are semi-infinte.

ii. The reservoirs are reflectionless; that is, there is no interaction between the two

leads a consequence of the fact that incoming electrons cannot be reflected back

to the electrode.

iii. µL = eV + µR; consequently, µL is higher in energy to allow current flow.
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Even though the leads are semi-infinite, they have finite width. Due to this finite

width, the motion of the electrons perpendicular to the direction of the leads is

quantized giving rise to a finite number of propagation modes or bands {ψn,k} for a

given energy.

The derivation of this approach applies to a system of electrons in which no

inelastic scattering mechanisms are present. The transport is therefore assumed to

be coherent. We will now present a derivation of the Landauer formula that is by

no means rigorous, but nonetheless it shows what are the major assumptions in this

approach.

In the reciprocal space, consider a single transverse mode, moving from the left to

right electrode. The moving electron scatters in the scattering region. For simplicity,

we assume a uniform electron gas with charged density n per unit length. The right

moving current can be written as

IL→RL =
e

L

∑
νfL(E) =

e

L

∑ 1

~
∂E

∂k
fL(E), (2.28)

where ν is the velocity of the electron with energy E and the fL(E) = f(E − µL)

defines the Fermi-Dirac distribution function for the left electrode. Mathematically

transforming the sum to integral

∑
k

→ σ × L

2π

∫
dk, (2.29)

where σ (spin) = 2, Eqn. (2.28) becomes

IL→RL =
2e

h

∫
fL(E)dE. (2.30)
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The transmission probability through the scattering region is denoted by T , and then,

the reflection probability is defined as 1−T . From Eqn. 2.30, the left-moving current

can be written as:

IR→LL =
2e

h

∫
[fL(E)(1− T ) + fR(E)T ] dE, (2.31)

Eqn. 2.31 consist of two parts, the states back-scattered and the transmitted states

from the right lead. Finally, the total current is given by

I totalL = IL→RL + IR→LL =
2e

h

∫
[fL(E)− fR(E)]TdE, (2.32)

Within the linear response regime, the f(E − µL/R) ≈ µL/R. This implies that the

total current for an electron to move from the left electrode can be rewritten as

I totalL =
2e

h
T [µL − µR] dE. (2.33)

Since current flows as a result in difference in chemical potential µL − µR = eV , the

conductance of the system is given as G =
2e2

h
T . Hence, this result can be generalized

for a multichannel system to be

G =
2e2

h

∑
i

Ti (2.34)

where i is the number of channel. This relation that relates the current to the trans-

mission probability for electrons to transverse elastically through the conductor is the

Landauer formalism [79], and that which incorporates inelastic scattering is the Gen-

eralized Landauer theory [77, 79]. The bias dependent current is generally written as
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Eqn. (2.35):

I(E;V ) =
2e

h

∫
[fL(E)− fR(E)]T (E;V )dE. (2.35)

In quantum transport theory, the central problem is to calculate T (E;V ) for a given

device Hamiltonian. An extra degree of complexity is added when bias is included.

2.2.2 Non-equilibrium Green’s Function Formalism

Interestingly, the non-equilibrium Green’s function (NEGF) approach within the den-

sity functional theory (DFT) is based on equilibrium DFT to describe the electronic

structure. The advantage is its simplicity and computational ease [79–82]. Compared

to the equilibrium approach (linear regime), the effect of external bias on the elec-

tronic structure and consequently on the electronic transport properties is addressed

below.

[
ε†S −H

]
GR(E) = I, (2.36)

where all matrices have infinite dimension (i.e I, H, S, G) and ε† = limδ→0† E + iδ

given that E is the energy.

First, we demonstrate the basic properties of Green’s function. Assume that the

system can be describe by a single particle Hamiltonian:

Hψi = EiSψi (2.37)

where ψi is the state vectors whose dimension is N , the eigenvalue Ei, and S is the

overlap matrix. Both H and S are Hermitian, a consequence of the fact that Ei is

real. The eigenvectors are normalized in such a way that ψ†iSψj = δij, which implies

that the corresponding completeness relation is given by
∑

i ψ
†
iψiS = 1N , where 1N
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is an N × N identity matrix. Thus, the retarded Green’s function [83, 84] is given

by:

GR(E) =
1

(E + iδ)S −H
, (2.38)

where δ → 0+ is for the retarded Green’s function (GR), and the δ → 0− is for the

advanced Green’s function (GA). This implies that for real values of the eigenvalues;

E, GA = G†. For simplicity, we drop the “R” indicating the retarded Green’s function.

Rewriting the Hamiltonian in the spectral form we have

H =
N∑
i

EiSψiψ
†
iS, (2.39)

and the corresponding Greens function is given by

G(E) =
N∑
i

1

(E + iδ)− Ei
ψiψ

†
i . (2.40)

The spectral function, which is generalized density of states [83, 84] is defined as:

A(E) = i
[
G(E)−G†(E)

]
. (2.41)

Eqn. 2.41 can be re-written using the spectral representation of the Green’s function

as defined in Eqn. 2.40. Doing this, we have,

A(E) =
N∑
i

[
1

(E + iδ)− Ei
ψiψ

†
i −

1

(E − iδ)− Ei
ψiψ

†
i

]
= 2

N∑
i

δ

(E − Ei)2 + δ2
ψiψ

†
i

(2.42)

The above Lorentzian becomes A(E) = 2π
∑N

i δ(E−Ei)ψiψ
†
i in the limit of δ → 0+.
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Green’s Function for the Transport Problem

The device whose Green’s function is determined is split into three parts; the left/right

leads and the scattering region (also extended molecule). The extended molecule is

the central device, which interacts with the leads. For simplicity, the leads are thermal

bath in local thermal equilibrium with chemical potential µL/R.

The Hamiltonian for the two terminal device is written in its matrix form:

H =


HL HLd HLR

HdL Hd HdR

HRL HRd HR

 (2.43)

where HRL and HLR are equivalently zero matrices because this two blocks do not

interact. HL/R represent the Hamiltonian of the isolated leads (left and right respec-

tively), and Hd has the information of the device Hamiltonian. Since, the Hamiltonian

is Hermitian, HRL = H†LR and vice versa. And, the overlap matrix (S), have similar

structure as the H matrix;

S =


SL SLd SLR

SdL Sd SdR

SRL SRd SR

 (2.44)

In order to simplify the problem of Eqn. 2.36, we introduce the concept of the self-

energies, and redefine the Green’s function of the device in terms of the self-energies,

giving rise to Eqn. 2.45

Gd = [E −H − ΣL − ΣR]−1 , (2.45)

where the Σκ is the self-energy of the leads (κ = left/right leads) defined as Σκ =
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Γ†κgκΓκ (See Refs. [77, 84, 85] for derivation). These self-energies are a measure of the

impact of the contacts on the device [86]. Ground states properties like the density

can be obtained easily by using this approach. In order to evaluate this property, we

need to evaluate the spectral function earlier defined in Eqn. 2.41

Ad = i
[
Gd −G†d

]
, (2.46)

The spectral function of the device Eqn. 2.46 can be rewritten in terms of its self-

energies, and the result is given below;

Ad = iGd

[
G†−1d −G−1d

]
G†d = iGd

[
Σ− Σ†

]
G†d. (2.47)

The in/out flow of current through the contacts is described by the coupling strength

(ΓL/R) [84], which is obtained from plugging Eqn. 2.45 into the spectral function of

the device Eqn. 2.47

ΓL/R = i
(

ΣL/R − Σ†L/R

)
(2.48)

Note that the device may be in a non-equilibrium state, electrons are injected from

the equilibrium reservoirs (the leads); the Fermi level is uniquely fixed for all carriers

based on the applied voltage.

The Non-Equilibrium Properties

As mentioned in the previous section the transport calculation can be split into three

regions, which are the leads (left and right) and the extended molecule. Though, this

independent piece can be consider independently as equilibrium problem and when

brought together the problem of the the contact introduces the out of equilibrium

nature. However, as electrons continue to flow through the contact to equilibrate the
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occupation, current flows. Practically, the equilibration of the electron requires an

infinite time, a consequence of the infinite leads. But, a non-equilibrium steady state

is achieved when the in/out flow of electron in the contact becomes same.

The basic idea is that the states in the leads are occupied up to a local Fermi level,

and the occupation of the states in the extended molecule is then obtained by the

difference between the inflowing and the outflowing electrons. Thus, the occupation

of the states is determined by the chemical potential of the lead they originate from.

The spectral function is rewritten in a form that maps each of the states of the

system as originating form one particular leads. And, the Green’s function allows the

calculation of the density matrix of the device [78].

ρd =
−i
2π

∫
dEG<

d (E), (2.49)

where the lesser Green function (G<
d ) [77, 83, 84, 87]of the device (extended molecule)

is define as

G<
d (E) = iGd

(
L∑
i

Γifi(E)

)
G†d (2.50)

and L is the number of the leads, which is two for a two probe system. The current

I across the device is defined [88]as

I =
e

h

∫
dE Tr

[
ΓLG

†
dΓLGd

] (
f(x+)− f(x−)

)
, (2.51)

where x± = E±µL/R and Tr
[
ΓLG

†
dΓLGd

]
is analogous to the conductance for linear

regime,

T (E;V ) = Tr
[
ΓLG

†
dΓLGd

]
. (2.52)

Hence, Eqn. 2.52 is the transmission coefficient, which is energy and bias dependent
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Figure 2.4: Schematic representation of the nudged elastic band (NEB) where empty
cycles represent the point of the beads.

in more general non-equilibrium state.

2.2.3 Nudged Elastic Band Method

The NEB is a method for finding saddle points and Minimum Energy Paths (MEP)

between two known metastable states (e.g, reactants and products as in chemical re-

actions) [89]. This approach of finding path between two states is done by optimizing

a number of intermediate images along the path. Each image finds the lowest energy

possible while maintaining quasi equal spacing to neighboring images (or beads) [90].

This constrained optimization is achieved by adding spring forces along the band be-

tween images and by projecting out the component of the force due to the potential

perpendicular to the band.

Moreover, the NEB method stands out of other elastic band methods of finding

the minimum energy path because it uses the force projection method, which ensures

that the spring forces do not interfere with the convergence of the elastic bands to

the MEP. This also makes sure that the true forces do not affect the distribution of
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the images along the MEP. During minimization, the tangent to the path for each

image of the true and spring forces is decomposed to its parallel and perpendicular

component.

The NEB is a chain-of-states method. In this method, a string of geometric images

of a system describes a reaction pathway. These geometric images are connected by

spring forces, which ensures equal spacing. Once, the NEB is converged to the MEP,

the reaction mechanism is described by the images up to the resolution of the images (

see Fig. 2.4). The initial and final states are known at the start of the NEB calculation.

First, a linear pathway connecting the end states is typically used, but in some cases

other choices might be preferred. For instance, a geometric repulsive force is used

to push atoms apart should they get too close to each other, this could result to a

band with lower initial forces. A more suitable initial pathway is possible from an

interpolation of internal coordinates, for instance, if the reaction involves rotational

motion. This is also possible if the reaction goes through an intermediate state.

Fig. 2.4 shows the two metastable states as the end points of the curve and the

cycles represent the different beads which define the path between the two metastable

states.

2.2.4 Current-Induced Forces

Current-induced forces is the phenomenon associated with the interaction between

electrons and ions in the presence of current. In other words, the current-induced

forces are due to the momentum that the electrons transfer to ions during current

flow. From a static point of view, the steady-state electron density in a current-

carrying conductor is microscopically different from that in the absence of current.

Current flow alters the forces. In microelectronics, this phenomenon is called electro-
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migration and is a major device failure mechanism in interconnects [91]. Moreover,

electromigration may become of significant concern since nanoscale conductors may

carry current densities much larger than their macroscopic equivalents. This may oc-

cur due to two processes: (i) as a result of electrons transferring only momentum to

the ions without energy (elastic process) and (ii) as a result of electrons transferring

both momentum and energy to the ions (inelastic process).

The motion of atoms due to current flow has been extensively studied in the past

both for its fundamental point of view and its importance in microelectronics [92–95].

Due to current induced breakdown in micro-electronics, a result of electromigration

and other effects, the study of forces induced by current becomes of great importance.

In order to investigate this phenomenon, the Kohn-Sham Hamiltonian Ĥ and its

associated density matrix ρ̂d (see Eqn. 2.50) are determined by the non-equilibrium

Green’s function formalism coupled with the density functional theory technique as

implemented in Smeagol, the force acting on the n-th atom Fn is obtained by the

Hellmann-Feynman theorem[96].

Fn = Tr[F̂nρ̂d]−
δĤnn

δRn

with F̂n = − δĤ

δRn

, (2.53)

where F̂n is the force operator with respect to the nth atom, Rn is the position of

the n-th atom, and Hnn is the interaction between atoms. From Eqn. (2.53), the

first term is the usual Hellmann-Feymann contribution to the force due to localized

electronic states, while the second term is the contribution to the force due to the

continuum states [96, 97]. The continuum integration covers the part of the spectrum

occupied by the electrons at a given bias [96].

The origin of this force is linked to the bond charge or overlap population in

the system, and the redistribution of the electronic charge due to the voltage, which
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results in an asymmetric voltage drop, leading to current induced forces [98]. It is

worth mentioning that the current-induced forces have been understood by separating

it into direct and wind forces, however this separation is arbitrary and in this thesis

we have not separated the forces in this fashion. The direct force is usually attributed

to the electrostatic force due to the electrostatic field that drives the electron current

on the bare positive charge of the ion. Also, the wind force is a result of the net

momentum transfer from the electron current due to the scattering electrons on the

ions.

The question of why bother about the conservativeness of current-induced forces

may arise. If current-induced forces are not conservative, the conventional notion of

phonons will be lost under current [99]. This is because the cross products of the

ionic potential with ionic positions are not necessarily equal (see Eqn. 2.54), hence

the dynamical response matrix for a current-carrying wire structure is not necessarily

symmetric.

∂2Vion(Ri −Rj)

∂Riµ∂Rjν

6= ∂2Vion(Ri −Rj)

∂Rjµ∂Riν

(2.54)

This leads us to the question: Are current-induced forces conservative [100]? First,

by conservativeness of force we mean that the work done across a close path is zero

(i.e., ∇ × F = 0). In other words, the force can be written as a simple gradient

of a potential (F = −∇V ). In the past, current induced forces have been strongly

argued to be conservative [96, 101]. They proposed that the force can be written as

derivatives of appropriate energy functionals by either mapping the force problem as

a variational one [96] or maximizing an appropriate entropy functions [101].However,

current-induced forces have been shown to be generally non-conservative [100]. For in-

stance, Dundas et. al [18] showed that the current-induced forces are non-conservative

and can be used to drive an atomic scale waterwheel. In their work, they showed that
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the curl of the force vanishes at equilibrium but it is nonzero in the present of current.

They also demonstrated that the force is not the gradient of a potential. As a result

of the non-conservativeness of the current-induced forces, also shown is the fact that

the circular motion of an atom, or a group of atoms, can transfer energy from the

electronic sub-system to the atoms; increasing the energy of the atomic system after

each revolution. Hsu and co workers [41] recently showed that the current-induced

forces can be used to do useful work. They were able to cause an asymmetrically cou-

pled benzene-Pt to rotate as a stream of water rotates a waterwheel in the presence

of current. The force exerted is a result of large current density because of reduced

distance between Pt (from electrodes) and C atoms of benzene in the lower part of

the ring.

2.2.5 Mechanism for Negative Differential Conductance

Negative differential conductance, which results from the corresponding decrease in

current with increasing voltage have been explained using different models. Rakshit

et al. [102] considered a molecule bounded between a p-type semiconductor with well-

defined resonance positioned (Em) below the Fermi energy (EF ) that is located at

the valence band of Si (see Fig. 2.5(a)). Initially, this molecular level is not in the

bias window. A positive current causes the molecular level to move upward towards

EF and eventually aligning with it, hence a large current (Fig. 2.5(b)). With further

increase in bias, the molecular level lifts into the band gap, prohibiting carrier flow

through the level, resulting in a drop in current and NDC, Fig. 2.5(c).

Perrin et al. [104] in a letter published in the Nature Nanotechnology, gave insight

into their observed NDC using a two site model. They first isolated two very close

molecular orbitals (HOMO and HOMO-1) by taking a simple addition and subtraction
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Figure 2.5: Schematic depiction of resonant tunneling mechanism for NDC. (a) zero
bias, (b) moleuclar level at resonance with EF (V ↑, I ↑), and (c) molecular level
driven into the band gap (V ↑, I ↓) [102, 103]. The arrows indicate direction.

of the molecular level to create two localized molecular orbitals (LMO) sitting in

two ends of the molecule. The LMOs are located on each side of the molecule,

implying that the junction can be modelled by a two site model weakly coupled by

τ (see Fig. 2.6). The two sites are coupled to the leads on each side by Γ. At

zero bias, the conductance is high because of the symmetry of the molecule, which

makes the energies εL and εR to be in resonance. However, upon application of

bias the sites are separated by αeV (where α is a fractional voltage drop inside

the molecule). This offset resonance condition induced by bias voltage leads to a

reduction of elastic transport through the molecule, lowering the conductance. The

transmission coefficient as calculated by the two site model is given by:

T (E) =
(2τ)2

(Γ/2)2
(Γ/2)2

(ε− εL)2 + (Γ/2)2
(Γ/2)2

(ε− εR)2 + (Γ/2)2
(2.55)

Chen et al. [105] exploited a two-step reduction process that modifies charge

transport through a molecule as a candidate mechanism for NDC. In their work,

the molecule initially undergoes a one-electron reduction, thereby supplying a charge

carrier for electron flow through the system during finite bias. Further increasing

the bias causes additional reduction with subsequent blocking of the current. The

molecule considered constitute a nitro moiety, which is the most electron-withdrawing
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Figure 2.6: (a) Shows the left and right LMO obtained by addition and subtraction
of HOMO and HOMO-1 orbitals, (b) shows the LMO’s represented by the two site
model, whose energies are weakly coupled by τ and each coupled to the electrodes
by Γ, (c) depicts the offset resonance on application of bias voltage, and (d) shows
the close matching nature of I-V characteristics of the molecule of the model and
experiment [104]

group in the molecule. In other words, this is due to Coulomb blockade. Consider

a two level model with highest occupied molecular orbital (HOMO) and the lowest

unoccupied molecular orbital (LUMO). We consider the LUMO is weakly coupled

to the right electrode (γ2,R ). Once the applied voltage reaches the LUMO level, it

begins to fill. However, because it is now harder for electrons to leave the LUMO

due to the weak coupling to the right electrode and considering the fact that double-

occupation is forbidden because of Coulomb repulsion, the HOMO level begins to

empty its electrons at a much faster rate than the LUMO level, resulting in depletion

of the former. In this scenario, the resulting current from the LUMO is not enough to

compensate for the reduction in current due to HOMO level depletion, and therefore,

the overall current decreases with increasing voltage leading to NDC behavior.

Under low bias, bands within the vicinity of the Fermi energy are responsible for



57

Figure 2.7: Effective two-level model, where the coupling between the LUMO and
the electrode is weak [106].

the transport properties. Xiao-Fei et al. [107] demonstrated that half filled energy

bands can lead to NDC under low bias. Fig. 2.8 shows the overlap degree of the

half filled energy bands in the left and right electrode. And, the same Fermi energy

guarantees that the overlap degree is maximum at zero bias resulting in the widest

transmission flat. Applying bias voltage shifts the electrochemical potential of the

leads by (V/2). Therefore, causing a reduction in the degree of overlap, until even-

tually it becomes zero and then the transport channel supported by the half filled

energy band is totally suppressed, hence the current reaches its deep. This mechanism

applies to the observed NDC discussed in Chapter 6.

Figure 2.8: Left panel shows the bias dependent transmission coefficient and the right
panel shows the overlap degree between the half filled energy bands of left and right
electrodes under the bias of 0.0, 0.3, and 0.6 V [107].
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Chapter 3

Hydrogen Bonding as the Origin of

the Switching Behavior in

Dithiolated Phenylene-vinylene

Oligomers

Molecular electronics has gained significant interest over the last decade, and it is now

considered as one of the potential strategies to integrate and/or replace conventional

metal-oxide-semiconductor based electronics [108, 109]. Potentially organic molecules

have many advantages over inorganic semiconductors. For instance they are cheap and

can be processed in large quantities with low-temperature chemical methods instead

of the expensive high-temperature techniques used in the conventional semiconductor

industry. Molecules are available in an extremely wide range of chemical compositions

and geometrical configurations and their properties can be changed dramatically by

minor chemical substitutions. As such organic compounds form a versatile toolbox

where the desired electronic properties can be engineered. Furthermore the ability of

molecules to self-assemble makes them good candidates for applications where large
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interconnectivity is needed [110]. Finally, the electronic properties of molecules can

be manipulated by acting on multiple degrees of freedom such as the geometry [30],

the spin [111], and the charging state [112]. It is then not surprising that a multitude

of conventional electronic devices already has been demonstrated at the molecular

level. This includes molecular switches, rectifiers and transistors [113–115].

A crucial issue with molecular electronics is that, despite the fact that molecules

can be produced identical with extremely high yield, molecular devices are character-

ized by a much lower reproducibility. This is often so extreme that breaking junctions,

where large statistics are collated, appear as the only way to extract general prop-

erties from a transport experiment [116]. The low reproducibility is associated with

the difficulties of forming electrical contact between the molecules and the electrodes

[117]. The relatively weak bonds and the fact that often there is a multitude of ab-

sorption sites and geometries with rather close binding energies [118] makes it difficult

to form many identical junctions, even if the growing conditions are very stable. Al-

though progresses have been made in the optimization of the molecule to electrodes

bond [119], it is extremely unlikely that molecular junctions will ever reach the fi-

delity needed for ultra-dense mainstream logic. However, such high fidelity is not

needed for bio-inspired computational protocols based on connectivity and junction

bi-stability [120]. Furthermore, when such bi-stability is produced by some type of

chemical reaction, molecular junctions become an interesting technological platform

for chemical sensing [121].

There are therefore many different reasons to study molecular junctions that can

be switched on and off by either the interaction with other molecules or with an

electric current [30, 105, 122, 123]. In general there are two possible ways of generating

a switchable device. One can start from a molecule presenting intrinsic bi-stability,

where the two configurations are accessible by an external stimulus (for instance light),
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sandwiched between two electrodes. If the bi-stability is preserved and the molecule

can be switched in the junction, usually the two configurations can be associated to

two different I-V characteristics [124, 125]. A second option is to start from a stable

molecule, which develops bi-stability when incorporated in the junction [9]. Such

acquired bi-stability can be related to geometry changes internal to the molecule

[126, 127] or to the molecule-electrode bond [34]. Often these two possibilities are

difficult to distinguish from each other, since the only evidence at hand is a change

in conductance, and one has to rely on theoretical modeling.

In this work we explore one such switchable molecule, namely a dithiolated phenyl-

enevinylene oligomere (opv3) sandwiched between gold electrodes. It has been demon-

strated experimentally by Danilov et al. that opv3 can switch between a high (on) and

a low (off) conductive state [34]. The mechanism for the switch was attributed to the

protonation/de-protonation of the thiol groups linking the molecule to the electrodes.

In particular the low conductance state was attributed to the protonated species (thi-

olate) and the high conductance state to the de-protonated species (thiol). However,

theoretical calculations for the simpler benzene molecule attached to Au electrodes

through either thiol or thiolate show a more complex situation, where the actual zero-

bias conductance depends on the specific absorption site [128]. For this reason we

have reviewed the mechanism proposed by Danilov et al. and found that the situation

is actually reversed, i.e., the off state must be attributed to the thiol and the on state

to the thiolate.

3.1 Computational Details

Two terminal devices with opv3 are constructed using a supercell geometry where

oligophenyleneviylene derivates are embedded in the gap between two Au(111) sur-
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faces, each consisting of five atomic layers. In the plane orthogonal to the transport

the Au(111) surface is constructed with a 3× 3 cell resulting in nine gold atoms per

atomic layer, and supercells containing in total 130, 131, and 132 atoms for opv3,

opv3H, and opv32H, respectively. As periodic boundary conditions are applied in

the plane, the structure corresponds to 1/9 opv3 monolayer coverage, a molecular

density, which guarantees that molecules residing in neighboring periodic cells do not

interact with each other. In order to establish the relaxed geometries we use a two

step process. In the first step we attach the molecule to two layers of Au on each side,

include enough vacuum along the transport axis so that the thin Au slabs can move

independently, and allow all atoms to relax. Afterwards a third Au layer is added on

each side and the atoms (besides those in the third layers) are relaxed again. The

geometries of all the oligophenyleneviylene derivatives on gold are optimized by using

the density functional theory (DFT) conjugate gradient method as implemented in

the siesta package [129]. The Brillouin zone is sampled with a 3×3 Monkhorst-Pack

k-mesh in the plane of the surface, while the conjugate gradient procedure is consid-

ered converged when the forces are smaller than 0.02 eV/Å. The distance between

the electrodes is optimised by relaxing the cells containing the different molecules as

a function of the electrode separation. Thus we obtain equilibrium distances of 23 Å,

23.6 Å, and 23.6 Å, respectively, for opv3 attached to the electrodes by two thiol

groups, by one thiol and one thioloate group, and by two thiolate groups.

The density matrix and all the operators are expanded over a numerical atomic

orbitals basis set as defined in the siesta DFT code [130]. Here S, C, and H are

described by a double-zeta polarized basis set. For Au the same basis is used for the

geometrical relaxation, while a single-zeta polarized basis is employed for the trans-

port calculations. The cutoff radii of the basis are assigned by imposing a global

energy shift of 30 meV [129]. The core electrons of all the atoms involved are de-
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scribed by norm conserving pseudopotentials generated with the Troullier and Martin

scheme[131] including scalar relativistic corrections and written in a fully separable

form.[132] The real-space grid cutoff has a corresponding cutoff energy of 600 Ry. The

local density approximation (LDA) as parameterized by Ceperley and Alder [133] is

employed for the exchange-correlation energy. However, in order to better reproduce

the molecule gap between the HOMO and the LUMO, we have also performed calcu-

lations where SIC are included. In particular we use the atomic approximation with

screening parameter α = 1 [134]. The SIC corrects only occupied states, whereas its

effect on empty states is not well defined. For the HOMO eigenvalues the removal of

the self-interaction error results in a lowering of the energy. Such corrections improve

also the level alignment of the junction and have been proved multi times to provide

a better agreement between transport experiments and theory [14, 128, 135].

Electron transport calculations are performed at the optimized geometries using

the non-equilibrium Green’s function approach as implemented in the smeagol pack-

age [76]. Since smeagol interfaces directly with siesta, which provides the DFT

platform for the method, the same convergence criteria used for the electronic struc-

ture calculations (basis set, grid cutoff, etc.) are also employed for the transport. The

non-linear current through the junction is calculated using the Landauer formula in

Eqn. 2.35. In Eqn. 2.35, V is the bias potential, which is applied symmetrically to the

electrodes, i.e., µL/R = EF ± eV/2, where EF is the Fermi energy of the electrodes.

Since f(x) is the Fermi-Dirac distribution, Eq. (2.35) essentially establishes that the

current at the voltage V is simply the integral of the V -dependent transmission co-

efficient, T (E;V ), over the energy window defined by the chemical potentials of the

two electrodes, i.e., over the bias window.

Finally, in addition to the siesta convergence parameters a few more need to be

set for the transport calculations. Here, the complex part of the integral leading to
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the charge density is computed using 16 energy points on the complex semi-circle,

16 points along the line parallel to the real axis, and 16 poles. The integral over the

real energies necessary at finite bias is evaluated over at least 500 points [76]. An

electronic temperature of 300 K is used for all calculations.

3.2 Structural Analysis

A scheme of the device setups investigated in this work is presented in Fig. 3.1. In

particular we have defined and investigated three configurations, namely opv3, opv3H,

and opv32H. The first one refers to the phenylenevinylene oligomere bounded to the

Au surfaces only via thiol groups, while the other two indicate that either one (opv3H)

or two (opv32H) protonations have occurred. In both cases the additional H atom

binds to the thiol site, thus transforming the ending group from thiol to thiolate.

As the transport properties of a molecule may vary with the contact geometry [128]

it is important to establish the most relevant binding sites for the family of molecules

under investigation. Previous exact quantum chemistry calculations[136] suggest that

the S atom of the thiol group can be located either at the hollow or the top site of the

gold surface. Theoretical work on the bonding of thiolates to Au found other sites

(such as bridge sites) to be more favorable for some molecules [137, 138]. In particular,

the binding to the hollow site has been shown to be energetically favorable when sp

hybridization is at play. In this case the surface(Au)-S-C angle is 180o [136, 138].

This is the starting binding geometry adopted in our calculations (the geometries

are then optimized by the conjugate gradient method). The perpendicular distance

between the S atom and the Au(111) surface plane for opv3 is optimized to 2.4 Å.

This becomes 3.1 Å when a proton attaches to one of the thiol groups forming the

opv3H molecule (note that the bond length for the remaining Au-thiol bond elongates
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(a) (b) (c)

Figure 3.1: Schematic diagram of the devices investigated. These comprise vari-
ous oligophenylenevinylene derivatives sandwiched between Au electrodes. Here we
label as (a) opv3, (b) opv3H, and (c) opv32H, respectively, a oligophenyleneviny-
lene molecule including either no, one, or two thiolate groups. Color code: blue=H,
green=S, purple=C, and yellow=Au.

to 2.6 Å). Finally, when opv3 becomes doubly protonated (opv32H) both distances

become 3.3 Å. For all the cases investigated we calculate the transport through both

the trans-trans and the cis-trans isomers, which are shown in Fig. 3.2, although in

general the two present rather similar transport properties. While we find that the

energetically most favorable bonding site for opv32H is the hollow site, in general it is

possible that the molecules bind at other sites. In order to elucidate the influence of

the bonding site on the transport properties, we calculate the transmission across the

trans-trans isomer of opv32H for different bonding sites and find that the resulting
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(a) cis−trans isomer

(b) trans−trans isomer

Figure 3.2: Schematic diagram of the two isomers of opv3 studied: (a) cis-trans and
(b) trans-trans. Color code: blue=H, green=S, and purple=C.

changes as compared to the hollow site are small (Fig. 3.3). We therefore consider

subsequently only the hollow site.

3.3 Linear Response Transport Properties

We start our analysis of the transport properties of this class of molecules by pre-

senting, in Fig. 3.4, the zero-bias T (E) as a function of energy, for the two opv3

isomers and their derivatives. These have been obtained both at the LDA level

and by including the SIC. In general, we find a reduction of the transmission coeffi-

cient at the Fermi level, T (EF ), and hence of the linear response conductance, with

protonation regardless of the isomer and the calculation method (see Table 3.1 for

details). This already demonstrates that protonation degrades the transport prop-

erties of thiol-bonded phenylenevinylene oligomeres and does not improve them as

suggested originally [34].
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Figure 3.3: Transmission coefficient for hollow (energetically most favorable), bridge,
and top site contact geometries of opv32H on Au(111).

When the calculations are conducted at the LDA level for all the molecules the

transmission at the Fermi level is through the tail of a peak located just below EF .

The peak is downshifted upon the application of the SIC, which returns us a tun-

neling situation with no transmission peaks in the immediate vicinity of EF . The

magnitude of the SIC-induced shift of the transmission peak, however, depends on

the protonation state of the molecule, being ∼0.5 eV for opv3, ∼1 eV for opv3H

and ∼2 eV for opv32H. Such different shifts are expected from the SIC and will be

explained later.

Let us now take a closer look at the effects of the protonation by using first the

LDA results. When the molecule is attached to the Au surface with thiol groups only

(opv3) the transmission coefficient directly below EF is formed by a broad feature
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Figure 3.4: Zero-bias transmission coefficients T (E) for the two isomers of the
oligophenylenevinylene derivatives. Here a1, a2, and a3 refer to the trans-trans iso-
mers of opv3, opv3H, and opv32H, respectively, while b1, b2, and b3 refer to their
corresponding cis-trans isomers.

approximately 1.8 eV wide and with an average transmission of T ∼ 1. The feature

is composed of four distinct peaks, which overlap completely. A first protonation

(opv3H) has the effect of reducing the average transmission to about 0.7 and to sepa-

rate both the highest and the lowest peak of the four-peak structure. The separation

occurs because of a general reduction of the peak width and not because of an energy

shift. The second protonation (opv32H) continues this trend and now one can clearly

observe four separated peaks. This essentially suggests that the main effect of the

protonation is a weakening of the electronic coupling between the molecule and the

electrodes, a feature which is consistent with the increased Au-S bond length upon
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protonation.

In general, when the SIC is applied to the LDA Kohn-Sham electronic spectrum

the occupied states are downshifted in energy to improve both the HOMO-LUMO gap

[134] and the level alignment between the molecule and the electrodes [14, 128, 135].

The corrections scale with the occupation of the given state, so that one expects

a larger downshift for states with weaker hybridization to the electrodes. For this

reason in the SIC results the first transmission peak is further away from EF for

opv32H and for opv3H than for opv3. As a consequence, the relative conductance

reduction upon protonation is more significant for the SIC then for the LDA. A

second interesting feature of the SIC results is that there is essentially no difference

between the zero-bias conductance of opv3H and opv32H, i.e., the molecule is sensitive

only to the first protonation, while a subsequent one has little effect. Note that

such insensitivity is perfectly met for the case of the trans-trans isomer, while the

conductance drops by a further factor two for the cis-trans isomer. Note that the

factor two is likely to be washed out in an experimental situation by fluctuations

in either the molecule geometry, the binding structure with the electrodes, or the

solvent[139]. When applying the SIC, however, the unoccupied levels remain in every

situation approximately 0.7 eV away from EF . While for the LDA the conductance

Table 3.1: Linear response (zero-bias) conductance of all the molecules investigated
as calculated with LDA (GLDA) and SIC (GSIC).

Molecule GLDA (MΩ−1) GSIC (MΩ−1)

opv3 trans-trans 7.82 0.27
opv3H trans-trans 3.71 0.06
opv32H trans-trans 5.27 0.06
opv3 cis-trans 6.82 0.19
opv3H cis-trans 2.63 0.04
opv32H cis-trans 1.73 0.02
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around EF is always dominated by the HOMO level, this downshift results in an

additional LUMO contribution for some of the configurations.

Spurious Peak in the Transmission Coefficient

Note that there is a peak in the transmission around EF for some of the struc-

tures, which is especially notable if the transmission is plotted on a logarithmic scale

(Fig. 3.5). This peak is due to a suface state of the Au(111) surface and is not a

molecular state. The nature of the state is discussed in Ref. [135], where it is shown

that the state is highly dispersive in the surface Brillouin zone, which implies for a

given kx-ky-point that the state is visible in the partial density of states and transmis-

sion as a sharp resonance, at a different energy for every kx-ky-point. Importantly,

in the mentioned reference it is also shown that a sharp resonance contributes to

the transmission significantly only for perfectly symmetric junctions. In fact, as a

potential is applied (i.e., introduction of asymmetry) the peak height is reduced and

eventually becomes neglible. This can be seen in the bias dependent transmission for

opv32H around EF (Fig. 3.6). The reduction of the peak height is also reflected by

a decrease of the differential conductance with increasing but small bias. For larger

applied bias, and more generally for asymmetric junctions, therefore the transmission

through the Au surface state does not contribute significantly to the conductance.
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Figure 3.5: Same data as shown in Fig. 4, with the transmission plotted on a loga-
rithmic scale.



71

-0.8 -0.4 0 0.4

E - E
F
 (eV)

0.0001

0.001

0.01

0.1

1

T
(E

)

V
b 

= 0.0 V

V
b 

= 0.1 V

V
b 

= 0.2 V

V
b 

= 0.3 V

V
b 

= 0.4 V

Figure 3.6: Evidence that the spurious peak of Fig. 4(a3) does not contribute to the
transmission.



72

Finally, we mention that in the SIC calculations for opv3H and opv32H also the

LUMO levels experience a significant energy downshift. This is a spurious effect

originating from the atomic approximation to the SIC used in this work, since in

principle one should not expect any corrections for the unoccupied orbitals. In general,

the spurious energy downshift of the LUMO may result in an artificial contribution

of the LUMO to the conductance. This however is not the case here, since the

unoccupied levels remain in every situation at least 0.7 eV away from EF . As a

consequence, the main result of the conductance reduction with protonation remains

valid.
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Figure 3.7: DOS projected on the C (blue shadowed area) and S (red shadowed area)
atoms closest to the electrodes. For a better understanding the transmission coeffi-
cient at zero-bias is also plotted as thin black line. Panels a1, a2, and a3, respectively,
refer to opv3, opv3H, and opv32H calculated using the LDA. Panels b1, b2, and b3

are corresponding results calculated using the SIC.
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A better understanding of the transport properties in the different protonation

configurations can be achieved by looking at the densities of state (DOS) of the

molecules incorporated in the junctions. In Fig. 3.7 we report the DOS projected on

the S and C atoms closer to the Au surface. This is presented only for the trans-trans

isomer for both LDA and SIC. Note that very similar findings are obtained for the

trans-cis configuration (not reported here). In Fig. 3.7 we also re-plot T (E) so that

a direct correspondence between the transmission and DOS can be established. The

figure shows a clear correlation between the DOS of the most external S and C atoms

and the transmission. In particular, we note that for the opv3 molecule the S DOS

shows a broadly distributed feature corresponding to the energy region where the

four-fold transmission structure appears. The feature then fragments in separated

peaks, following the behavior of the transmission coefficient and indicating a reduc-

tion in the electronic coupling between the molecule and the electrodes. Additional

information can be extracted from the plot of the first two occupied molecular orbitals

responsible for the transport, presented in Fig. 3.8. The figure shows the transmission

eigenchannels[85] originating from the left electrode. It can be seen that as opv3 is

protonated the π conjugation connecting the two electrodes across the molecule is

lost in favor of a situation with amplitude on the phenylenevinylene units but little

on the linking groups to the electrodes.

The figure suggests that, as opv3 is protonated, the π conjugation connecting

the two electrodes across the molecule is lost in favor of a situation where there

is amplitude on the phenylenevinylene units but little on the linking groups to the

electrodes. This confirms once again the reduction of the electronic coupling between

the molecule and the electrodes upon protonation. The coupling strength is evident

from the full width at half maximum and the height of the transmission peak. Indeed,

adding two H atoms to the opv3 gives significantly different results as compared to
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the addition of one H atom. For opv3H a large asymmetry is introduced by the single

H atom: The peaks are still broad but the height is only about 0.5, which indicates

that the coupling on the unprotonated side is preserved, while on the protonated side

it is significantly reduced. When adding the H atom on both sides the coupling is

everywhere weak, which is reflected by much sharper transmission and DOS peaks.

The fact that the height of the transmission peaks is approximately 1 also indicates

similar coupling strengths on both sides. Note that we only sample one possible

surface of Au, namely the (111) surface. Moreover, we consider a perfectly flat surface,

while the actual surface in the experiment can be subject to significant disorder.

However, we expect the main result, that protonation leads to a reduced conductance

as compared to the unprotonated molecule, to be robust for the different surface

morphologies.
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(a)

opv3 opv3H opv32H

(b)

Figure 3.8: LDA isosurfaces of the transmission eigenchannels, showing that the first
two occupied molecular orbitals contribute to the transmission. Panel (a) is for the
HOMO−1 level and (b) for the HOMO level.
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Table 3.2: Comparison between the experimental IP, EA, and HOMO-LUMO gap
(IP−EA) of opv3, calculated either as total LDA energy differences, ∆SCF-LDA,
or from the SIC Kohn-Sham eigenvalues. We report results for the SIC screening
parameter, α, being either 0 (corresponding to pure LDA), 1/2 or 1.

IP (eV) EA (eV) GAP (eV)

∆SCF-LDA 5.7 2.7 3.0

SIC (α = 0) 3.7 1.8 1.9

SIC (α = 1/2) 3.9 1.8 2.1

SIC (α = 1) 4.3 1.9 2.4

Experiment [140] 5.1 2.4 2.7
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Figure 3.9: Current and differential conductance (calculated numerically) for the
oligophenylenevinylene derivatives as a function of the bias voltage. The left panels,
a1 and a2, refer to the LDA and the right panels, b1 and b2, to the SIC.

To conclude the section we comment on the appropriateness of using the SIC

scheme for this transport calculation. In Table 3.2 we report the experimental values

for the ionization potential (IP) and the electron affinity (EA) of opv3, together

with those calculated from LDA total energy differences between neutral and charged

molecules (∆SCF-LDA), and from the Kohn-Sham eigenvalues. In the latter case

we have performed calculations for the SIC screening parameter, α, being either 1

or 1/2. In general, we find that the SIC quasi-particle band structure reproduces

relatively well the HOMO-LUMO gap and the absolute position of the HOMO level.
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In particular, when α = 1, the value used for the transport calculations, the SIC

quasi-particle spectrum underestimates the experimental HOMO-LUMO gap by 0.3

eV and the IP by 0.8 eV. Since the molecule HOMO can be interpreted in DFT as the

negative of the IP, one may conclude that even the SIC HOMO is 0.8 eV higher than

the experimental one. This however describes the molecule in vacuum. When the

molecule is attached to metallic electrodes two main effects need to be considered. On

the one hand, charge re-distribution re-aligns the molecule energy levels with respect

to the Fermi energy of the electrodes, so that usually the HOMO for the molecule in

contact to the electrodes is higher than that in vacuum. On the other hand, image

charge effects, not described at the level of local exchange and correlation functionals,

reduce the HOMO-LUMO gap of the molecule[141]. The net result is that usually the

Kohn-Sham quasi-particle spectrum calculated with SIC for the molecule attached to

the electrodes offers a good description of the system[118, 128, 135, 142]. Given the

fact that in this case the HOMO of the molecule, when calculated with SIC, is at

least 1 eV below EF , we can safely conclude that the transport is going to be always

tunneling-like, regardless of the particular molecule.

3.4 Finite Bias Transport Properties

We now turn our attention to the finite bias transport properties of opv3 under differ-

ent protonation conditions. In Fig. 3.9 we report the current-voltage characteristics,

I-V , for all the opv3 derivatives, calculated with both the LDA and SIC. The first

and most notable feature is that there is a significant reduction of both the current

and the conductance upon the first opv3 protonation, while the second protonation

produces only a minor effect. The finite bias calculation thus confirms the linear

response calculation that protonation reduces the transmission of the molecule. How-
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ever, in addition it adds the information that the reduction affects the rather large

bias window approximately from +1 Volt to −1 Volt.

Going into more detail and starting from the LDA results (left panels), we ob-

serve that, although the current for opv3 is always larger than that for both opv3H

and opv32H, this is not true for the conductance at biases |V | > 1 Volt. In fact,

when the external voltage reaches that magnitude there is a decreasing differential

conductance for all the derivatives, where this feature is sensibly more pronounced

for opv3. As a consequence, the conductance for opv3 becomes smaller than for the

two protonated derivatives, although the total current remains larger for the unpro-

tonated case. Interestingly, the voltage at which the molecules present a decreasing

differential conductance is rather close to the voltage at which the devices burn down

in experiment[143]. These fine details, however, onset on top of rather smooth I-V

curves, which do not show any drastic change of slope or particularly significant gap.

Moving to the SIC IV curves, the most notable difference with respect to the LDA

results is a drastic reduction of the current over the entire bias window. This indeed is

not surprising and simply reflects both the larger HOMO-LUMO gap calculated with

the SIC and the downshift in energy of the HOMO, which was discussed previously.

The SIC IV curves are smooth. However, now they show a clear activated region, i.e.,

a sudden change in slope as the bias exceeds a critical value. In particular, we observe

the onset of a rather large current just before |V | ∼ 1 Volt, with the increase being

significantly more pronounced for opv3 than for opv3H and opv32H. As a consequence,

the differential conductance is flat up to |V | ∼ 0.75 Volt and then increases rapidly.

In the case of the SIC there is no decreasing differential conductance over the bias

window investigated so that the conductance of opv3 remains always larger than for

the other two derivatives. Finally, we point out that, by large, the I-V characteristics

are always symmetric with respect of the bias polarity, regardless of the exchange
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and correlation functional used. The only exception is encountered for opv3H, which

shows a notable asymmetry. This is due to the fact that the molecule is bounded to

the electrodes with two different anchoring groups at the two sides, i.e., the junction

does not have inversion symmetry.

Recalling that the current is nothing but the integral over energy of T (E;V ), a

more detailed understanding of the various I-V curves can be obtained by looking

at the bias dependent transmission coefficients displayed in Fig. 3.10 for the LDA

and SIC. In the figure we report T (E;V ) for opv3 and opv3H and for the following

voltages (in Volts): −1.5, −1.0, −0.5, 0, 0.5, 1.0, 1.5. We do not present data for

opv32H, since they are relatively similar to those of opv3H.

Let us start the analysis by looking at opv3 as calculated by the LDA (left hand

side of Fig. 3.10). As reported before, when V = 0 the Fermi level of the electrodes

cuts through the tail of the first peak in the HOMO multiplet and the conductance

is relatively large. Upon a moderate bias increase (|V | = 0.5 Volt, regardless of the

bias polarity) there is a rearrangement of the HOMO multiplet in such a way that

no transmission peak enters the bias window. This means that the molecular energy

level associated to the first conduction peak in the HOMO multiplet shifts down-

wards in energy following the lower of the two chemical potentials. In doing so the

molecule avoids charging [144] and the conductance remains dominated by the tail

of the first transmission peak, the only part of T (E) having spectral weight within

the bias window. As the bias further increases the highest energy HOMO peak en-

ters the bias window (for instance this is clearly visible at −1.0 Volt). However, in

doing so the peak height decreases with the net effect of reducing the conductance,

see Fig. 3.9(a2), while the current keeps increasing, see Fig. 3.9(a1). This indicates

the the electronic coupling between the associated molecular level and the electrodes

has changed under bias. The dynamical re-arrangement of the electronic coupling in
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a closely spaced multiplet of atomic orbitals is the mechanism for the decreasing dif-

ferential conductance and it is rooted in the re-hybridization of the molecular orbital

under bias [144].

The case of opv3H is by large similar to that of opv3. The molecular level asso-

ciated to the first conduction peak in the HOMO multiplet again shifts downwards

in energy following the lower of the two chemical potentials. This leads to a slow

increase in the current as the larger bias window is counter-balanced by a loss in

spectral weight within the window itself. This time, however, the details of T (E;V )

depend on the bias polarity, reflecting the asymmetry of the molecule. In fact, while

for V > 0 the first peak in the HOMO multiplet shifts almost rigidly as the bias

increases, for V < 0 the shift is accompanied by a significant distortion in the T (E)

profile. This is seen clearly at −1.5 Volt, where we find that essentially the two peaks

have merged and are located almost entirely within the bias window, explaining why

the current at negative bias voltage is slightly larger than at positive bias.

Finally we study the same T (E;V ) but now calculated using the SIC, see the

right hand side of Fig. 3.10. Here the situation is much simpler, since the HOMO-

LUMO gap is significantly larger than for the LDA and, at all voltages investigated,

the chemical potentials of the electrodes remain far from any molecular level. This

means that no state enters the bias window and little level re-normalization under

bias is induced. As such the I-V curves remain rather featureless, since they are

dominated by simple enlargement of the bias window over a rather flat T (E;V ). The

minor asymmetry in the Current Voltage characteristics (I-V) curves is due to small

differences in the binding geometry of the molecule to the left and right electrodes.

Still some effects due to the asymmetry remain for the case of opv3, for which we can

observe a systematic reduction of the amplitude of the first conductance peak as the

bias window sweeps from positive to negative.
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3.5 Summary

We have studied the switching behavior of opv3 and its single and double protonated

derivatives, opv3H and opv32H. Our results show that the opv3 conducts approx-

imately an order of magnitude more efficiently than its protonated variants. This

contradicts the interpretation previously given, in which it was the protonated form

to present larger conductance [34]. Our results are demonstrated robust against the

choice of exchange and correlation functions and are consistent regardless on whether

the calculation is done with LDA or SIC. Also important is the fact that the same

result obtained for the linear response conductance is carried on to finite bias calcu-

lations, so that the opv3 form is more conductive over a ∼3 eV bias range. Moreover,

the difference between the experimental [34] ON/OFF ratio is significantly lower

than what we find under protonation. This is further evidence that the switching

mechanism is not a protonation reaction. We can only speculate about the actual

mechanism at this stage, e.g., reversible rearrangements of the bonding geometries of

the thiol groups.
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Chapter 4

Current-Induced Changes of

Migration Energy Barriers in

Carbon-Based Systems

In nanoscale electronic devices current-induced forces can be advantageous but they

also can be a problem. On the one hand they can lead to device destruction, and on

the other hand they can be used as key part of the device operation, for example in

resistive switching memories [91, 145–147]. One prominent consequence of current-

induced forces is electromigration, which is a momentum and energy transfer process

from the flowing electrons to the ions, leading to atomic rearrangements and diffusion

[100]. An important contribution to these forces is determined by the charge density

redistribution caused by the electron flow [39, 101, 148]. The interaction between the

current and the ions can also give rise to local heating [38, 149–152], which involves

inelastic transitions among states of different energy.

C-based compounds, in particular graphene and carbon nanotubes (CNTs), are an

important class of emerging materials for nanoscale devices [153–156]. In literature

one can find multiple examples of current-induced ionic dynamics in such systems.
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For instance, it has been shown that controlled doping of a CNT-based p-n junc-

tion can deteriorate under the application of an intense current over a long time

[157] indicating atomic re-arrangement, and phenomena like etching [158] or cluster-

ing due to electromigration have been observed in both graphene and CNTs. These

all indicate current-driven mass transport in C-based systems and the examples are

many [159–161]. Other works [158, 162–165] have shown migration of metals and

molecules on CNTs. Au moves driven by a current on the surface of graphene [163]

and of other metals [158], while scanning transmission electron microscopy has demon-

strated that vacancies and adatoms can migrate on the surface of CNTs due to the

current flow [166].

The relative stability of two atomic structures is determined by the barrier for

transforming one structure into the other. The energy needed for such process can be

provided by temperature, whose distribution in a nanostructure can be highly non-

homogeneously due to current-induced heating. For a given local temperature, atoms

migration can be triggered by a reduction of the energy barriers along particular paths,

and such reduction can be induced by a current. Migration barriers in nanomaterials

are usually evaluated with the nudged elastic band (NEB) method, which determines

the minimum energy path between two metastable configurations [167–169]. In this

work we evaluate the possibility that a current, in addition to locally heating the

device, can also reduce the energy barriers. In particular, we determine the changes

in barrier heights for the motion of C adatoms on graphene and CNTs, and evaluate

the possibility of annealing Stone-Wales (SW) defects in graphene. Current leading

to directional motion of C adatoms could also be used to anneal vacancies. We

demonstrate that the effect of current-induced forces on the migration barrier heights

is qualitatively different in graphene and CNTs.
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4.1 Computational Details

We use a set of systematic first principles simulations to understand the effect of

current-induced forces in C-based systems. Our tool is the Smeagol code [76, 77,

170], which calculates the charge density, the transmission coefficient and the cur-

rent across a two-probe device using the non-equilibrium Green’s function formalism.

The one-particle potential is provided by the Siesta implementation of density func-

tional theory [129, 171]. The current, I, is calculated using the Landauer formula

in Eqn. (2.35). In general, the force acting on the i-th atom, Fi, at the position Ri

is given by a Hellmann-Feynmann equation, which can be expressed by the Euler-

Lagrange equation of motion for classical ions as [100, 172]

Fi = −
∫

∂ν

∂Ri

ρ(r)dr , (4.1)

where ν is the potential. Note that we consider quasi-static atomic motion (the

velocity is close to zero), so that additional forces depending on the velocity are

neglected [173, 174].

Under an applied voltage the forces are evaluated in Smeagol as detailed in

Ref. [148]. Since for current-carrying open systems the forces can be non-conservative

[18, 39], we obtain the NEB energy barrier heights for atomic motion by evaluating

the work, U , done on an atom along the migration path [175]

U = −
∑
i

∫
Fi · dRi . (4.2)

The total work is given by the sum over all the atoms. Within the NEB method

a series of intermediate structures, so called beads, is constructed. These connect

the structural configurations of the initial and final states. While moving between
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adjacent images an additional spring force is added to ensure continuity of the path,

thereby mimicking an elastic band [176]. A series of iterations is carried out to

converge the images on the lowest potential energy path between the initial and the

final structure.

We use a 5 × 8 graphene supercell containing 160 atoms to evaluate the energy

barrier for the removal of a SW defect, a 3×11 supercell (132 atoms) for investigating

the motion of adatoms, and a (5,5) metallic CNT (440 atoms). In all cases the cell size

is above the critical value required to avoid any length dependence of the transport,

and convergence has been monitored by performing a subset of calculations in which

the system length was repeatedly doubled. Graphene is oriented with the y-axis

perpendicular to its plane and the transport direction is along z. We use 10 k-points

to sample the reciprocal space in the study of the SW defect in armchair-oriented

graphene, while 5 k-points are used for the migration of adatoms on zigzag-oriented

graphene. The exchange and correlation functional is treated at the level of local

density approximation and we consider a double-ζ polarized basis set, a real space

grid cutoff of 400 Ry, and an electronic temperature of 25 meV. During structural

relaxation the forces are converged below 0.01 eV/Å.

4.2 Annealing the Stone-Wales Defect in Graphene

using Current

The conventional way of removing defects in graphene is through annealing [177] or

plasma treatment [178]. Here we start by investigating the possibility of removing SW

defects with current-induced forces. The SW defect is formed when four C hexagons

are transformed into two pentagons and two heptagons by rotating one of the C-C
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bonds by 90◦ with respect to the mid-point of the bond [see left inset of Fig. 4.1(a)].

We find an energy barrier for converting SW-defective into pristine graphene of the

order of 4 eV [see Fig. 4.1(a)], in agreement with previous theoretical results [179].

This rather large energy barrier ensures that both structures are stable.

Figure 4.1: (a) Work as function of the path coordinate (bead) for a transition from
a SW defect to pristine graphene. The energy barrier height is denoted by ∆E and
the enthalpy of formation of pristine graphene by ∆H. (b) Difference between the
work done at an applied bias and that at zero bias.

When a bias voltage causes current to flow, the barrier height changes, as shown

in Fig. 4.1(b). The overall change, however, is small, < 0.05 eV even for a current

density of ∼ 3.25 × 104 A/m corresponding to a bias of 1.6 V. An analysis of the
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current-induced forces shows that the small change is because the forces themselves

are small along the reaction path. We have evaluated whether the introduction of

asymmetry in the system can increase the effect, by iso-electronically replacing the

two moving C atoms with a B-N pair [180]. However, also for such asymmetric SW

defect no significant current-induced barrier change is found. We thus conclude that

current alone cannot anneal out SW defects.

4.3 Motion of Adatom on Graphene and CNT

A second important defect often found in graphene and CNTs is the C adatom, which

can potentially move with an applied current pulse. Here we consider the migration of

a C adatom on graphene, when this is oriented with the zigzag edge extending along

the transport direction (z-axis) [see Fig. 4.2(a)]. After structure optimization the

bridge site is found to be the most energetically favorable position for the C adatom.

The adatom is located 1.87 Åabove the graphene plane and has equal bond distances

of 1.53 Å to the two nearest C atoms. An identical bonding structure is found for

the (5,5) metallic CNT with the bond distance now at 1.51 Å [see Fig. 4.2(b)]. These

results are in good agreement with Ref. [181]. Note that the CNT has two non-

equivalent bridge sites, indicated as A and C in Fig. 4.2(a), where site B is equivalent

to site A. Site C has the lowest energy [181].

During the migration along the z-axis the adatom can move directly from site

A to site B (path A1) or via a two-step process through site C (paths A2 and A3).

Fig. 4.2(c) shows the work profile for path A1 at equilibrium for both graphene (solid

curve) and the CNT (dashed curve). The barrier height in graphene is calculated

at 0.6 eV, in good agreement with previously published results [179]. Note that the

paths A1, A2 and A3 are all equivalent in graphene when no voltage is applied. In
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contrast, for the CNT paths A1 and A2 are not equivalent even at equilibrium, while

paths A2 and A3 are. For the CNT path A1 has a barrier height of 0.37 eV, which

is somewhat smaller than that of graphene, while path A2 (dash-dotted curve) has a

significantly larger barrier, 1.39 eV.

Fig. 4.3(a) shows the work profile for the A1 path in the CNT at different Vb.

We find a notable reduction of the barrier height together with an increasingly more

negative total work as the bias gets larger. Note that such reduction is directional,

namely the barrier decreases when the adatom moves against the current flow (from

A to B), while it increases when it moves in the opposite direction along the current

flow (from B to A). Such result is consistent with the experimentally observed current

induced electromigration. Fig. 4.3(d) shows that the current through the system is

significant and it varies little as the adatom migrates along the path. It reduces when

the adatom moves from A to B until it reaches the mid-point and thereafter increases

again.

Next, in Figs. 4.4(a) and 4.4(b) we compare the bias-induced barrier height

changes for graphene and the CNT. While for graphene the changes are smaller than

0.1 eV over the considered bias range, they are as large as 0.5 eV for the CNT. The

energy barrier for path A1, the lowest energy path for the CNT, is reduced by about

a factor two when a bias of 1.6 V is applied. This will lead to a significantly enhanced

migration rate.
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Figure 4.2: (a) Schematic path considered in the NEB calculations of an adatom
migration on graphene and CNT. A, B, and C represent the metastable positions of
the carbon adatom, and A1, A2, and A3 are the paths taken by the adatom in the
direction shown. (b) Structure of the adatom on the CNT. (c) NEB profiles for the
migration of the C adatom through path A1 on graphene and through paths A1 and
A2 on the CNT.
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Figure 4.3: (a) NEB profiles under bias for the migration of the C adatom on a (5,5)
CNT through path A1. (b) Current versus voltage curves for the first four beads of
path A1. The insert is the current at 1.2 eV.

In order to understand the different behavior of graphene and the CNT in Fig. 4.5

we plot the current induced forces at 1.6 V along the migration path, which is mainly

along the z direction. The order of magnitude of the current-induced forces is similar

for the two systems, however the component parallel to the migration path is small

for graphene. Moreover, in graphene the z component of the current-induced forces

changes sign along the path, leading to a cancellation of the total work done. In

contrast for the CNT the z component is large and has the same sign along all the

path, leading to a significant net work.

It is important to note that the electric field plays only a minor role in the reduction

of the barrier height. This can be verified by evaluating the current-induced forces

for a scattering region of double length (79.8 Å) kept at the same bias, i.e. sustaining
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Figure 4.4: Barrier height, W , for the migration of a C adatom on (a) graphene and
(b) the CNT. Enthalpy of migration, ∆H, of a C adatom on (c) graphene and (d)
the CNT [A=A2+A3−A1].

an electric field twice as small. We found that the current across the two systems is

approximately the same and so are the current-induced forces (see Fig. 4.6). This

confirms that the forces are predominantly current- and not field-induced.
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Figure 4.5: Current induced forces, ∆F = F1.6V − F0V, for graphene and the CNT
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∆F ·∆R/|∆R| [see Eq. (4.2)], where ∆R is the displacement vector of the adatom
from one bead to the next. ∆Fs is rather small and changes sign along the path for
graphene, leading to a vanishing overall current induced work, while it is large and
has the same sign over all the path for the CNT.

4.4 Effect of Current-induced Forces on CNT Chi-

ralities.

Furthermore, we note that the findings are generally valid for CNTs of different

chirality by comparing results for three different types of metallic CNTs (see Fig. 4.7).

We considered metallic CNTs with different chiralities, namely (6,3) and (7,4). The

direction of the path is different for the different chiralities, so that also the 0 bias

energy profile is different. For the path used for the (6,3) chirality the 0 bias barrier

height is 0.39 eV and, and for the (7,4) chirality it is 0.14 eV. For the (6,3) and

(7,4) chiralities we find that the barrier height is reduced by about 0.35 and 0.18
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eV, respectively, at 1.6 V. These results show that qualitatively the current induced

energy barrier suppression is analogous for all considered CNTs, and differ only on a

quantitative level, which shows that our results are generally valid for different types

of CNTs.

4.5 Total Work Done on the Migrating Adatom

A second important quantity besides the barrier height is the total work done by the

system to move the adatom from the initial to the final point along a given path. If

this work is negative, additional kinetic energy is provided to the migrating adatom.
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For graphene we obtain zero work at equilibrium by symmetry, and even under bias

this remains vanishingly small [Fig. 4.4(c)]. For the CNT at equilibrium the work

along path A1 is zero, since sites A and B are equivalent, while for paths A2 and

A3 we obtain opposite signs and a magnitude of 0.7 eV, which is equal to the energy

difference between a C atom adsorbed on sites A and C [Fig. 4.4(d)]. When a bias

is applied, for all paths the work is negative, and of the order of −1 eV, indicating a

strongly exothermic evolution.
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Importantly, our results allow us to address the question on whether the current-

induced forces acting on the adatom are conservative. We consider the work along

the closed path A [dash-dotted curves in Figs. 4.4(c) and (d)], where we first follow

paths A2 and A3 and then A1 in the reversed direction. For conservative forces the

total work along the path has to be zero. At zero bias this is indeed the case for

both systems, showing that in absence of a current the force field is conservative.

For graphene, even under bias, the work along the closed path A remains close to

zero, whereas for the CNT it is significant and increases in magnitude with the bias

until it reaches the value of −1 eV at 1.6 V. This indicates that for an adatom

migrating on a CNT the force field is highly non-conservative. In the SI we provide a

qualitative explanation for the general origin of the non-conservativeness of current-

induced forces.

4.6 Origins of the Current Induced Forces

Here we give a short intuitive description for the origins of the current induced forces

in DFT-NEGF simulations, of their non-conservativeness, and of the involved approx-

imations.

In general, when current flows through a system and gets scattered at an obstacle,

there will usually be an accumulation of electrons on the side of the obstacle closer to

the electrode with the higher chemical potential, and a depletion of electrons on the

opposite side. In a classical picture the positive nucleus of such an obstacle (adatom in

our case) will then be attracted to the side with the negative charge (where electrons

accumulate), which results in a net current induced force, and which in this case points

against the current flow. More generally the finite bias leads to depopulation of some

of the states in the junction, and increased population of other states. Such a change



97

of orbital populations leads to a general change of the forces, which can point in any

direction, and will depend on the system. All these combined effects lead to forces in

x, y, and z direction, and are the origin of the phenomenon of electromigration.

We show that for a realistic system of a C adatom moving on a CNT such forces

are not conservative. In an intuitive picture, the non-conservativeness of the forces

arises since the current densities in the system are not homogeneous. If for example

an adatom moves against the current flow along bonds with high current density, and

assuming that the current flow is along positive z, while the current induced forces

point towards −z, then it will typically gain a large amount of energy by the current

induced force. We can then move the atom along a path perpendicular to the current

flow to a part of the system with a smaller current density. We then move it back to

its original z coordinate along this path with low current density, and where typically

the current induced forces are reduced. The energy loss will then be smaller then the

energy gain we obtained when moving the atom towards smaller z. Note that even if

the forces have x and y components, the work involved in the motion of the adatom

perpendicular to the current flow cancels over a closed path, if we consider a structure

that is periodic along z. Following a closed path we can therefore obtain a non-zero

net work, which means that the forces are non-conservative. We demonstrate this in

Fig. 5 of the main manuscript, where moving the adatom against the current flow

along one path (A1), and back on another path (A2→A3), a net work is done on the

adatom.

We summarize by pointing out the restrictions of the used DFT-NEGF method.

The main approximation is that we assume that the motion of the atoms is always

quasi-static. This corresponds to neglecting the momentum transfer from the flowing

electrons to the nuclei, and considering only the forces arising from the changes in

electrostatic and chemical bonding energies. This implies that we do not consider
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current-induced heating effects, which would lead to vibrations (motion) of the atoms

around the lowest energy path.

4.7 Summary

In summary, we have demonstrated that first principles calculations can be used to

quantitatively evaluate the change in energy barriers for an atomic migration process.

We find that the results strongly depend on the system, not being a ubiquitous

consequence of the current. The barrier height for annealing of SW defects is found

to be insensitive to the current, as it is that for C adatoms migration on graphene.

We have shown that this effect is due to the fact that the force component along

the migration path almost vanishes, despite the total force is large. The situation

is very different for adatoms migration of on CNTs, where the current reduces the

energy barrier of up to a factor two. We have also demonstrated that the adatoms

gain significant energy as they migrate along the current-driven path. Finally, we

have addressed the fundamental question of whether the current-induced forces are

non-conservative. This was previously shown to be the case in model systems and

here it is demonstrated within density functional theory. Indeed the motion of the

adatom along a closed path results in a substantial work, demonstrating the non-

conservativeness of the current-induced forces.
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Chapter 5

Quantum Transport through

Tunable Molecular Diodes

Organic electronics is expected to play a key role in future semiconductor industry,

as it costs less to process an organic than an inorganic semiconductor [109]. In addi-

tion, promising intrinsic device functionalities such as the rectification in molecular

junctions are offered [6, 104, 182]. However, despite recent advances, the rectification

(diode) behavior of single molecule junctions is not well understood [44, 183]. Being

determined by the ability of the system to support current differently in two direc-

tions, molecular diodes were early analyzed by Aviram and Ratner [45]. They exploit

the energy gap between the highest occupied molecular orbital (HOMO) of the donor

and the lowest unoccupied molecular orbital (LUMO) of the acceptor. Various simi-

lar concepts later have been predicted theoretically and demonstrated experimentally

[35, 184–186]. In a single molecule rectifier typically a donor-acceptor molecule is

placed between gold electrodes using a thiol group as linker because of its high flexi-

bility under stress [187]. For example, such contacts can be achieved by mechanical

break-junction techniques [34, 188].

Recent experiments have addressed the charge transport through symmetric tetra-
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phenyl and non-symmetric dipyrimidinyl-diphenyl molecular diodes [184]. A pro-

nounced rectification has been observed for the non-symmetric molecule, with larger

current in the direction from dipyrimidinyl (acceptor) to diphenyl (donor), but not

for the symmetric molecule, suggesting that the properties of the junction can be

tuned by chemical substitution that breaks the symmetry. However, the effect of the

composition has not been investigated systematically. We thus study the rectification

behavior of a series of non-symmetric molecular diodes consisting of pyrimidinyl and

phenyl rings, covalently bound to two electrodes. We identify the conditions that

yield an optimal performance of the junction and derive general rules for designing

molecular diodes.

5.1 Computational Details

We employ the Siesta [130] implementation of density functional theory, which uses

an atomic orbital basis set. For C, N, S, and Au a double-zeta polarized basis is

used with a 30 meV global energy shift [129]. All core electrons are described by

normconserving pseudopotentials of Troullier-Martins type [131], including scalar rel-

ativistic corrections [132]. A cutoff energy of 600 Ry is used and the local density

approximation (LDA), as parameterized by Ceperley and Alder [133], is employed

for the exchange-correlation functional. Since the LDA underestimates the electron

localization, we also apply the atomic self-interaction correction (ASIC). Generally,

the ASIC corrects the occupied states by downshifting them in energy and improves

the level alignment between molecule and electrode as well as the HOMO-LUMO

gap [35]. The parameter controlling the amount of ASIC added to the LDA is set to

α = 0.7, as this value gives reliable results for molecular systems [134, 189].

All structures are geometrically optimized with a force threshold of 0.02 eV/Å.
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Using the optimized geometries, we perform quantum electron transport calculations

in the non-equilibrium Green’s function framework as implemented in the Smeagol

package [76], which builds up on Siesta and for which we use the same convergence

criteria as for the electronic structure calculations. In the transport calculations the

complex part of the integral yielding the charge density is computed using 16 energy

points on the complex semi-circle, 16 points along the real axis, and 16 poles. For

finite bias the integral over the real energies is evaluated for at least 500 points. An

electronic temperature of 300 K is used in all calculations.

5.2 Structural and Compositional Analysis

Figure 5.1 shows representative molecular setups with varying donor-acceptor com-

positions: pyrimidinyl-triphenyl, dipyrimidinyl-diphenyl, and tripyrimidinyl-phenyl.

Referring to the number of involved N atoms (two in every pyrimidinyl ring) these

cases will be called 2N, 4N, and 6N, respectively. Thiol groups are used to bind

the molecules to the Au(111) electrodes. We find that the most favorable binding

site is the Au(111) hollow site, due to sp hybridization, which is in agreement with

previous ab-initio calculations [136]. Moreover, we note that the planar structures of

the molecules do not develop significant distortions in the geometry optimizations.

Figure 5.2 provides isosurfaces of the HOMO and LUMO of the isolated dipyrimidinyl-

diphenyl molecule. The HOMO is localized in the acceptor region, see Fig. 5.2(mid-

dle), whereas the LUMO is centered at the first pyrimidinyl after the acceptor-donor

contact and extends over the whole molecule, see Fig. 5.2(bottom).
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4N

2N

6N

Figure 5.1: Structures of the pyrimidinyl-triphenyl (2N), dipyrimidinyl-diphenyl (4N),
and tripyrimidinyl-phenyl (6N) transport configurations. Blue, black, purple, yellow,
and gold color denotes H, C, N, S, and Au atoms, respectively. The molecules are
terminated by thiol groups. Only the first two atomic layers of the Au electrodes are
shown.

5.3 Linear Response Regime

We first study the transport properties of the 2N, 4N, and 6N systems by analyzing

the zero-bias transmission coefficients as function of the energy in Fig. 5.3. Results

are obtained at the LDA and ASIC levels. In both cases, the first transmission peak

below the Fermi energy is significantly reduced when the number of pyrimidinyl rings

increases (and therefore the number of phenyl rings decreases), whereas all other

peaks show only minor modifications. This observation can be explained by the fact

that the amount of charge transfer from the donor to the acceptor region is reduced.

For the LDA there is a tiny transmission at the Fermi energy through the tails of the

HOMO peaks, whereas the ASIC shifts those to lower energy, as expected, so that the
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DonorAcceptor

Figure 5.2: Dipyrimidinyl-diphenyl diode with acceptor and donor regions (top),
HOMO (middle), and LUMO (bottom).

transport is purely due to tunneling. All other transmission features, in particular

the LUMO peak, are hardly modified upon application of the ASIC.

Figure 5.4 presents N densities of states obtained at the LDA and ASIC levels,

showing no major difference besides the HOMO-LUMO gap, which is improved by the

ASIC from 2.30 eV to 2.56 eV. We will later show that the I-V characteristics obtained

from the ASIC indeed agrees well with experiment [184]. The fact that the difference

between the ionization potential and electron affinity of the molecule in gas phase (4.43

eV) is higher shows that the alignment of the molecular levels is substantially affected

by the presence of the electrodes. Both the HOMO and HOMO−1 are dominated by

N states, since pyrimidinyl acts as acceptor. When the size of the pyrimidinyl region
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Figure 5.3: Zero-bias transmission coefficients of the 2N (top), 4N (middle), and 6N
(bottom) configurations. The left panels present LDA results and the right panels
ASIC results.

varies from 2N to 6N the splits into different peaks since the N atoms in different

distances to the electrode experience different chemical environments. Since they are

key for the transport, Fig. 5.5 shows for the HOMO−1, HOMO, and LUMO orbitals

the corresponding transmission wave functions (transmission from left to right), for

the 4N system as an example. We observe in each case that the transmission relies

mainly on the π-orbitals. For the HOMO−1 (top) the transmission wavefunction

is localized on the phenyl region and for the HOMO (middle) on both ends of the

molecule. On the other hand, for the LUMO it is centered on the first pyrimidinyl
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Figure 5.4: Densities of states of 2N (top), 4N (middle) and 6N (bottom). The left
panels present LDA results and the right panels ASIC results.

ring after the acceptor-donor contact, thus resembling the shape of the LUMO itself,

compare Fig. 5.2(bottom).

5.4 Finite Bias Regime

We now turn to finite bias transport. Both for the LDA and ASIC we observe an

asymmetry between positive and negative bias in the I-V characteristics, similar for

all three systems, see Fig. 5.6. On the other hand, the negative differential conduc-

tance around −1 V appears only for the LDA, because for the ASIC no transmission
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Figure 5.5: Transmission wavefunctions of the dipyrimidinyl-diphenyl molecule, cal-
culated with ASIC, showing the HOMO−1 (top), HOMO (middle), and LUMO (bot-
tom).

peak crosses the Fermi energy at this voltage. As expected for a molecular diode, the

current under negative bias is finite [46]. The bias-dependent transmission coefficients

shown in Fig. 5.7 (obtained at the ASIC level) reveal under bias (both positive and

negative) a shift of the HOMO peak towards the Fermi energy, accompanied by a

loss of intensity. This corresponds to a high slope in the I-V characteristics when the

HOMO peak enters the bias window. Moreover, since the LUMO peak shows hardly

any shift, the HOMO-LUMO gap is reduced. The transport is hole dominated at

low bias, because the tail of the HOMO peak contributes at the Fermi energy much

more than that of the LUMO peak, which starts playing a role only at higher bias,

see Fig. 5.7. We can now also understand the asymmetry of the I-V characteristics:

The overlap of the black curve with the green bias window is larger for positive than
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Figure 5.6: Current-voltage characteristics (left) and rectification behavior (right).
The top panels present LDA results and the bottom panels ASIC results.

for negative bias of the same magnitude.

5.5 Hypothetical Configurations

It can be expected that two molecular diodes connected in series improve the rectifi-

cation behaviour. To investigate this situation, we couple two dipyrimidinyl-diphenyl

molecules by means of a σ-type C-C bond in the transport direction, see the tandem

configuration shown in Fig. 5.8(left,top). In addition, we rearrange the order of the

phenyl and prymidinyl rings in this configuration such that the structure has max-

imal asymmetry, see Fig. 5.8(left,bottom). The zero-bias transmission coefficient of

the tandem configuration [Fig. 5.9(a)] shows close similarity to the 4N configuration

[Fig. 5.3] concerning the HOMO-LUMO gap. The intensity of the HOMO peak is
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significantly reduced because of the serial arrangement of two molecules. According

to Fig. 5.8(right,top), the transmission wave function of the LUMO (at zero bias) is

delocalized essentially over the whole molecule and declines towards the electrodes.

Therefore, the system cannot be understood in terms of the two coupled molecules but

acts as an entity. For the asymmetric configuration the intensity of the LUMO peak

is significantly reduced, since the transmission wavefunction in Fig. 5.8(right,bottom)

is much more localized than for the tandem configuration.
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Figure 5.8: Structures (left) and transmission wave functions (right) of the tandem
(top) and asymmetric (bottom) configurations, see the text for details.
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Figure 5.9: Zero-bias transmission coefficients of the tandem (left) and asymmetric
(right) configurations, calculated with ASIC.

Figure 5.10 shows for the tandem configuration a higher threshold voltage of about

1.4 V, because the tail of the HOMO transmission peak is strongly suppressed (which

becomes obvious on a logarithmic scale), as well as a slightly improved rectification

behaviour, as compared to the 4N configuration [Fig. 5.6]. The I-V characteristics

of the asymmetric configuration in Fig. 5.10 reveals as a new feature a significant

current under positive bias, because the LUMO transmission peak has shifted much

closer to the Fermi energy, see Fig. 5.9(right), and therefore now carries the current.

Since under negative bias the current is as small as for the tandem configuration,

Fig. 5.10 demonstrates a strongly enhanced rectification behaviour of the asymmetic

configuration at small voltages.



110

-2

-1

0

1

2

3

I 
(µ

A
)

0

0.5

1

1.5

2

2.5

3

3.5

I F
/I

R

-2 -1 0 1 2

V (V)

-2

-1

0

1

2

3

I 
(µ

A
)

0 0.5 1 1.5 2

V (V)

0

10

20

30

40

50

60

70

I F
/I

R

Figure 5.10: Current-voltage characteristics (left) and rectification behavior (right).
The top panels refer to the tandem configuration and the bottom panels to the asym-
metric configuration.

5.6 Summary

In summary, we have studied the potential of the dipyrimidinyl-diphenyl molecule and

its derivatives in rectifier applications. In particular, we have investigated the roles of

the acceptor and donor rings and the consequences when their ratio is changed. Serial

connection of two molecules improves the rectification behavior and the threshold

voltage as compared to a single molecule diode. When the pyrimidinyl and phenyl

rings are sorted to maximize the asymmetry of the molecule, the rectification ratio

is enhanced by about one order of magnitude, because the current now is due to the

LUMO instead of the HOMO.
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Chapter 6

Negative Differential Conductance

in Two-Dimensional

C-Functionalized Boronitrene

Two-dimensional materials today are attracting continuous interest for both basic

scientific and technological reasons [190–192]. While graphene and its derivatives

have been studied in detail, the interest in two-dimensional boron nitride, henceforth

referred to as boronitrene, is growing rapidly. The material shares with graphene both

the structure (lattice mismatch of 1.5%) and the total number of valence electrons of

neighboring atoms. However, it is insulating with a very large band gap of 6.0± 0.5

eV [193]. Band gap tuning by functionalization with C has been realized by several

groups and shows great potential for materials design, because the defects can be

well controlled [194–197]. In particular, it recently has been demonstrated that the

band gap can be reduced to the range required for typical semiconductor devices [198].

Indeed, materials based on B/C/N networks are interesting for numerous applications

in nano-scale devices, energy harvesting, and catalysis, for example [199].

Heterostructures of boronitrene and graphene nowadays are subject of extensive
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experimentally studies [200–202]. Interesting features, including negative differential

conductance (increasing voltage leads to decreasing current and vice versa; Negative

Differential Conductance (NDC)), have been reported, which can be exploited in

low-noise amplification, high-frequency oscillators, analog-to-digital conversion, and

digital logics, for example [203]. NDC also has been found in N-doped graphene

[204] and oligophenylene molecules sandwiched between graphene electrodes [205].

Its origin can be related, for example, to the bias dependence of interface states

[206, 207], the orientation of molecular ligands [208], the tunneling through localized

states [209, 210], and the change of molecular charge states [211, 212]. In the present

work we study C-functionalized boronitrene (C-BN) and demonstrate that defect

design not only can reduce the band gap but even can result in metallicity. We

analyze the two-dimensional transport behavior, focusing on the metallic cases, and

find extraordinary I-V characteristics, including NDC.

6.1 Computational Details

We use density functional theory as implemented in the Siesta code [130] with an

atomic orbital double-zeta polarized basis set. The core electrons are described by

norm-conserving Troullier-Martin pseudopotentials including scalar relativistic cor-

rections. The cutoff energy is set to 600 Ry and the local density approximation

(Ceperley-Alder flavor) is employed for the exchange-correlation functional. All tech-

nical parameters are converged carefully and all the structures under investigation are

optimized with a force threshold of 0.04 eV/Å (first the geometry of the unit cell and

afterwards the atomic positions). C atoms are substituted in boronitrene (xz-plane)

along either the armchair or the zigzag direction (z-axis) of the honeycomb structure.
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Figure 6.1: Band structures for (a) N substitution, (b) B substitution, and (c) BN
pair substitution with C.

Transport calculations are performed using the optimized geometries in the non-

equilibrium Green’s function approach as implemented in the Smeagol code [76].

The same convergence criteria are used as in the electronic structure calculations.

The current I(V ) is calculated using the transmission coefficient T (E, V ) and the

Landauer formula, where the bias V is applied symmetrically to the electrodes. The

complex integration to obtain the charge density is computed using 16 points on

the semi-circle, 16 points parallel to the real axis, and 16 poles. At finite bias the

integration over the real energies is evaluated using at least 500 points. An electronic

temperature of 300 K is employed.
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Figure 6.2: C-BN configurations under study: (a) armchair line, (b) armchair single,
(c) armchair staggered, (d) zigzag line, (e) zigzag single, and (f) zigzag staggered.

6.2 Equilibrium State Properties

Substitutional C doping in boronitrene breaks the symmetry of the honeycomb struc-

ture (initial space group P 6̄3mmc, final space group Pmma). We present in the

following band structures along the K-Γ-K′ path, where K=(0,0,1
2
) and K′=(1

2
,0,0).

Substitution of a single N and B atom, respectively, by C results in electron and hole

doping, see Fig. 6.1(a,b). On the other hand, replacing a BN pair by two C atoms

gives no qualitative change of the band structure but reduces only the band gap, see

Fig. 1(c). We therefore have to turn to more complex substitution patterns in order

to achieve specific properties. In the following we will study armchair line, single, and
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tions defined in Fig. 2.
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staggered configurations, see Fig. 6.2(a-c), and the respective zigzag configura-

tions, see Fig. 6.2(d-f).

According to Fig. 6.3(a,b) the armchair line and single configurations have reduced

direct band gaps of 1.1 eV and 2.5 eV, respectively, as compared to the theoretical

(4.6 eV) [213] and experimental (6.0 ± 0.5 eV) [193] values of boronitrene. As to

be expected, when more C atoms are introduced the reduction is more pronounced.

The band gaps in Fig. 6.3(a,b) appear at the K point, which represents the transport

direction in real space. Since in the armchair line and single configurations the same



117

x

z

(a) armchair staggered (b) zigzag single

Figure 6.5: Isosurface of the modulus of the transmission wavefunction, showing the
contributions to the transmission at the Fermi energy for the metallic configurations.
The isovalue is 0.015 electrons/a3B.

amount of B and N atoms is substituted by C atoms, the conduction band minimum

and valence band maximum in these cases are formed by π and π∗ bands, respectively.

On the other hand, for the armchair staggered configuration we obtain a metallic

nature, see Fig. 6.3(c), due to the extra electron introduced by replacing two B atoms

and only one N atom per supercell by C atoms.

For the zigzag line and staggered configurations (being charge neutral substitu-

tions) we observe band gaps of 2.3 eV and 1.6 eV, respectively, see Fig. 6.3(d,f). Since

the latter has both an indirect (2.3 eV) and a direct (2.5 eV) band gap, it is inter-

esting from the optical perspective, even though the energy difference between the

two band gaps is relatively small. The zigzag single configuration, see Fig. 6.3(e), is

found to be semiconducting, because the two extra electrons per supercell introduced
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Figure 6.6: I-V characteristics for the (top) armchair staggered and (bottom) zigzag
single configurations.

by replacing two B atoms by C atoms fill an additional band. Interestingly, the band

gap is exactly zero, which gives rise to a Dirac-like spectrum at the K′ point. The

consequences are discussed below.

The zero bias transmission coefficient T (E, V = 0) is presented in Fig. 6.4 for

the six configurations under investigation. Absence of a transmission channel at the

Fermi energy in Fig. 6.4(a,b,d,f) reflects the semiconducting characters as mentioned

before. On the other hand, we find a single transmission channel at the Fermi energy

in Fig. 6.4(c,e), reflecting conductance quantization in the characteristic form of a one-
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Figure 6.7: Transmission coefficients at biases of (a) 0 V, (b) 0.4 V, (c) 1 V, and
(d) 1.2 V for the (black) armchair staggered and (blue) zigzag single configurations.
Orange color highlights the bias interval.

dimensional wire. Figure 6.5 shows for the metallic configurations isosurface plots of

the transmission wavefunction, representing the probability to find a charge carrier

at a specific point in space. The results suggest transport through the π conjugated

states (pz-like eigenchannels). The amplitude of the wavefunction decays fast away

from the defects.

6.3 Finite Bias Calculations

High bias voltages are needed for tunneling electrons through the semiconducting

configurations because of the rather large band gaps. For the metallic armchair
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staggered and zigzag single configurations the dependence of the current on the bias

voltage, I(V ), is presented in Fig. 6.6. Both systems behave ohmic for small bias,

as reflected by flat regions in the dI/dV curves. At higher bias we obtain a strongly

non-linear behavior of I(V ) with regions of n-type NDC. The first such region appears

for the armchair staggered configuration between 0.8 V and 1.5 V and for the zigzag

single configuration between 0.6 V and 1.5 V. The corresponding peak-to-valley ratios

are 1.8 and 6.5, respectively. These values are comparable to literature data for

crystalline silicon for different doping levels [214, 215]. For graphene nanoribbons of

various widths values between 1.3 and 10 have been reported [216]. Importantly, the

order of magnitude is appropriate for application in switches and memory devices

[217, 218].

Figure 6.7 shows the bias-dependent transmission coefficient, T (E, V ), which gives

insight into the origin of the observed NDC. Reference biases of 0 V, 0.4 V, 1 V, and

1.2 V are investigated. We find a drastic reduction in the tunneling for increasing

bias voltage both for the armchair staggered and zigzag single configurations in the

non-ohmic region (V > 0.2 V). We observe also a change in the energy dependence of

T (E, V ) around the Fermi energy for the higher biases within the entire bias interval

(orange color). This modification of the mobility of the charge carriers combined with

the changes of the available states in the leads under bias gives rise to the observed

NDC.

6.4 Summary

In summary, we have investigated the potential of C-functionalized boronitrene in

amplifier or switching devices. The material can be tuned from insulating to semi-

conducting and further to metallic bevavior by means of the orientation (zigzag or
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armchair) and shape of the C defects. We have determined the electronic transport

through C-functionalized boronitrene employing the non-equilibrium Green’s func-

tion formalism within a first-principles framework. In general, the material develops

a versatile nature with promising electronic properties due to the functionalization.

In particular, we observe bias regions of NDC for specific defect configurations with

high peak-to-valley ratios. Our approach allows us to systematically understand the

transport characteristics in terms of the energy and bias-dependent transmission co-

efficient and wavefunction.
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Chapter 7

Magnetoresistance of

Mn-decorated Topological Line

Defects in Graphene

Carbon nanomaterials [219], such as graphene, fullerenes [220], and nanotubes [221],

host exciting physical and chemical phenomena and therefore are provoking a lot of

scientific activity. The spatial confinement of the electronic states in such systems is

key for their properties and also determines the interaction with other matter. In its

ideal form, graphene consists of a two-dimensional honeycomb lattice of sp2 hybridized

C atoms. However, various structural imperfections can arise, for example line defects,

for which the formation of pairs of pentagonal and octagonal rings allows the system

to reduce the internal strain. This defect with fractional chirality was predicted

previously for nanotubes [222] and, referring to the arrangement of the rings, is called

8-5-5-8 topological line defect. It has been observed in as-growngraphene [223] and

can also be induced in a controlled fashion by electron irradiation [224, 225]. In

general, the intentional introduction of defects into graphene is a topic that currently

receives enormous attention, because it can lead to a multitude of applications [226–
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232]. Moreover, the interactions between defects in graphene and metal atoms have

been explored extensively in the literature [233–237]. Selective deposition of Pt atoms

at graphene line defects recently has been demonstrated in Ref. [238].

Magnetic sensors based on the magnetoresistance of a material have been in-

vestigated intensively for quite a while [239, 240]. In addition, magnetoresistant

materials are of great interest in the field of spintronics, see Ref. [241] and the ref-

erences therein. In this context, graphene nanoribbons recently were found to offer

high magnetoresistance [242], although rough edges lead to enhanced scattering and

little control over the material properties. Moreover, the growth of nanoribbons on

a substrate always introduces some amount of disorder [243]. On the other hand,

adsorption of transition-metal atoms can be utilized to introduce spin polarization in

graphene [244]. In addition, at least for a low concentration of adatoms, the magne-

tization can be tuned by varying the Fermi energy, either by applying a gate voltage

or by suitable doping [245]. Since adsorption and desorption on surfaces are largely

controlled by surface defects [246], stable line defects in graphene are expected to

trigger a selective decoration, which is useful for engineering spin transport channels.

The one-dimensional transport through such an arrangement resembles that through

an atomic wire. However, the distance between the magnetic centers in decorated line

defects is typically much too large to induce magnetoresistance. In this chapter work,

we propose a strategy to overcome the limited controllability that graphene nanorib-

bon edges suffer from. For introducing spin polarization and magnetoresistance in

graphene, we decorate a 8-5-5-8 topological line defect with Mn atoms. Strong pref-

erential bonding results in very stable structures. Despite the large distance between

the magnetic centers, we demonstrate a high magnetoresistance mediated by RKKY

interaction. This effect is explained by a very strong induced π magnetism of the

graphene host, which results in directed spin transport.
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Figure 7.1: Structure of (a) graphene, (b) graphene with line defect, and (c) graphene
with 50% Mn-decorated line defect. The labeling of the C atoms takes into account
the symmetry of the structure.
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7.1 Computational Details

Our calculations are based on density functional theory and the generalized gradient

approximation to the exchange correlation potential in the Ceperley-Alder flavor. We

use the SIESTA code [247], which employs linear combinations of atomic orbitals as

basis functions (double zeta polarization) and norm-conserving pseudopotentials. An

energy cutoff of 300 Ryd is used. The pseudopotentials and basis sets have been

tested for diamond as well as graphite. Moreover, the Brillouin zone is sampled on a

30× 1× 30 Monkhorst-Pack k-mesh. Geometry optimizations are carried out by the

conjugate gradient method until the forces acting on the atoms have declined below

0.04 eV/Å−1. Band structures are studied along the high symmetry direction Γ−K

and along the topological line (Γ−C). The transport is determined by the nonequi-

librium Green’s function approach as implemented in the SMEAGOL package [76],

where the scattering region consists of 8 replica of the cell shown in Fig. 7.1(a), stacked

along the z direction, and each lead of 2 replica. The cell of defective graphene is

shown in Fig. 7.1(b). Since Mn decoration is favorable on the line defect irrespective

of the Mn coverage [248], we address the cases of 50% and 100% occupation of the

octagonal rings, see Fig. 7.1(c). Periodic boundary conditions are imposed to the

leads, making them semi-infinite, and the electronic temperature is set to 300 K. The

technical parameters are the same as in the electronic structure calculations, except

that a 5×1×1 k-mesh is used. We do not take into account the spin orbit interaction,

since the effects are expected to be negligible.

The spin dependent current Iα(V ) is obtained from the Landauer-Büttiker formula

in Eqn. 2.51 and given as,

Iα(V ) =
e

h

∫ ∞
−∞

Tα(E, V )[fL(E − µL)− fR(E − µR)]dE, (7.1)
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where µL/R is the chemical potential of the left/right electrode, V the applied bias

voltage, fL/R the Fermi-Dirac distribution function, Tα the transmission, and α the

spin. The spin dependent zero bias conductance is

Gα(E) =
e2

h
Tα(E) =

e2

h
Tr[ΓLG

RΓRG
A]α, (7.2)

where ΓL/ΓR is the broadening matrix of the left/right electrode and GR/A the re-

tarded/advanced Gren’s function. Introducing the quantum of conductance, G0 =

2e2/h, we have Gα(E = EF ) = G0Tα(EF )/2. The total conductance amounts to

G(E) =
∑

αGα(E). Moreover, we define the magnetoresistance as [249, 250]

MR =
GP −GAP

GP

, (7.3)

where P and AP, respectively, denotes parallel and antiparallel alignment of the mag-

netizations of the two electrodes.

7.2 Equilibrium State Properties

Pristine graphene is non-magnetic and shows a characteristic Dirac cone at the Fermi

level, see Fig. 7.2(a). Even though in the line defect the C coordination remains three

(with bond angles between 90◦ and 150◦), the band structure is modified prominently,

see Fig. 7.2(b). Particularly, the system becomes metallic, while remaining non-

magnetic. The Dirac cone shows strong deformations and a slight energetic shift, so

that the Dirac point appears 0.07 eV below the Fermi energy.
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Figure 7.2: Band structures of graphene (a) without and (b) with line defect. Both
cases show spin degeneracy.

Table 7.1: Magnetic moments (in µB) and C-Mn distances (in Å) for 50% and 100%
Mn-decorated line defects.

50% 100%
site moment distance moment distance
C1 0.01 3.80 0.05 3.32
C2/C4 0.06 2.73 0.13 2.12
C3 0.06 2.82 0.03 2.30
C5 0.10 2.67 −0.02 2.34
Mn 0.22 — 0.10 —
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Figure 7.3: Spin polarized band structures and partial densities of states for (top)
50% and (bottom) 100% Mn coverage.
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We find that Mn atoms are most favorably absorbed on top of the C octagonal

rings, confirming Ref. [248], and thus form an atomic chain along the line defect.

The adsorption energy (energy difference before and after adsorption) per Mn atom

amounts to −0.82 eV and −0.53 eV for 50% and 100% coverage, respectively, and,

according to Table I, the spin polarization of Mn is also very different (magnetic

moments of 0.22 µB and 0.10 µB). Both comes along with significantly shorter dis-

tances of the Mn atoms to the graphene sheet for high coverage. As a consequence

of these deviating structural relaxation patterns, the Mn densities of states in Fig.

3 exhibit distinct differences for the two systems. In particular, the width of the

Mn 4s states is significantly enhanced, reflecting a strong interaction. Importantly,

we observe that the Mn atoms induce substantial spin polarization of the electronic

states at the neighboring C sites, see Table I. The effect is enhanced for 100% Mn

coverage, particularly at the Fermi energy, where we find a pronounced spin majority

peak of strongly hybridized Mn and C states. The distance between the magnetic

centers is shorter and thus the spin polarization is much less localized than in the

case that neighbouring C octagons do not host Mn atoms (50% Mn coverage). The

widely spread spin polarization creates a continuous path of polarized states along

the line defect (C1-C2-Mn/C3-C4-C1-. . .) for full Mn coverage only.

Adsorption of Mn on the top of the octagonal rings induces magnetic moments of

4.99 and 5.07 µB for 100% and 50% coverage, respectively. Thus, the Mn coverage

influences the magnetism only slightly. We have calculated the energy difference

between antiferromagnetic and ferromagnetic ordering of the Mn magnetic moments

along the line defect and find the ground state to be ferromagnetic with an energy

preference of 0.17 eV per Mn atom. Band structures and densities of states for the

Mn-decorated systems are shown in Fig. 7.3. The band structures show that for 50%

Mn coverage both spin channels are metallic, while 100% Mn coverage results in a
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Figure 7.4: Modification of the total magnetic moment by strain along the x axis and
in the xz plane for 100% Mn coverage.

half-metallic nature. In the latter case strong hybridization between the Mn and C2

states is visible in the density of states at the Fermi energy.

Table I shows the magnetic moments of the Mn and neighboring C atoms for both

coverages. The rather small values obtained for Mn are due to strong interaction with

the adjacent C atoms, as evidenced by the mentioned Mn-C hybridization. Accord-

ingly, the C neighbors develop a partially very significant spin polarization. We have

also studied to which extent the Mn-C coupling can be modified by uniaxial or bi-

axial strain due to changes in the local atomic structure and therefore in the Mn-C

hybridization. The results in Fig. 7.4 show that the total magnetic moment increas-

es/decreases only very slightly under tensile/compressive strain, remaining always

localized on the Mn and neighboring C atoms.
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Figure 7.5: Transmission coefficient at zero bias for the (a) pristine, (b) 50% Mn-
decorated, and (c) the 100% Mn-decorated line defect.

7.3 Spin-Polarized Transport Properties of Mn Dec-

orated Line Defect

Due to the perturbation of the C electronic states and the induced magnetic moment,

the transport properties of the line defect are strongly affected by the Mn decoration.

The zero bias transmission coefficients for the (a) pristine, (b) 50% Mn-decorated, and

(c) 100% Mn-decorated line defects are shown in Fig. 7.5. Figure 5(a) demonstrates

degeneracy between parallel (P) and antiparallel (AP) alignments of the electrode

magnetizations. The transport quantization is clearly visible (transport channels).

According to Fig. 5(b), for 50% Mn coverage both the P and AP configurations
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Table 7.2: Conductance and magnetoresistance at zero bias for various systems.

line defect GP (µS) GAP (µS) MR (%)
pristine 0.62 0.62 –
50% Mn-decorated 0.55 0.29 47
100% Mn-decorated 2.40 10−11 100

give rise to transmission around the Fermi energy, where the resistance is lower in

the P configuration. This leads to a magnetoresistance of 47% at zero bias, see

Table II. For 100% Mn coverage, see Fig. 5(c), the shorter Mn-Mn distance and

enhanced interaction with the C host (transport path of ferromagnetically coupled

atoms created; see above) results in a suppression of the transmission in the AP

configuration and thus a magnetoresistance of 100%, see Table II.

Turning to the dependence of the magnetoresistance on the bias voltage, Figs.

7.6(a) and (b) demonstrate for the pristine and 50% Mn-decorated line defects essen-

tially linear and almost identical IV characteristics for the P and AP configurations.

On the contrary, for 100% Mn coverage we observe in Fig. 7.6(c) charging up to 0.1

eV (band gap in the minority spin channel) and thereafter a strongly suppressed IAP ,

as expected from the above discussion. Under growing bias we find that IAP continues

to grow, whereas IP quickly saturates. Therefore, the magnetoresistance is reduced

to around 70% at V = 0.4 V.

7.4 Summary

In summary, we have demonstrated tunable spin dependent transport along a topolog-

ical line defect in graphene by Mn decoration. Interestingly, the magnetic properties

depend hardly on strain, which is important as strain typically cannot be avoided in

exfoliated graphene. The transport properties turn out to vary strongly with the Mn
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Figure 7.6: I-V characteristics for the P and AP configurations of the (a) pristine, (b)
50% Mn-decorated, and (c) 100% Mn-decorated line defect. (d) Magnetoresistance
for case (c).

coverage. In particular, a magnetoresistance of 47% is obtained for 50% Mn coverage

at zero bias, which grows to 100% when the line defect is completely decorated with

Mn atoms. For bias voltages up to 0.4 V we obtain high values of the magnetore-

sistance for the 100% Mn-decorated line defect, which therefore has great potential

from the application point of view.



134

Chapter 8

Conclusion and Outlook

Nanoscale organic and inorganic materials are vital components of next generation

electronics. Rapid development of devices and applications requires the conventional

silicon-based electronics (three-dimensional materials) to be replaced or modified by

the novel low-dimensional materials. Despite the many appealing characteristic prop-

erties of these materials, fundamental understating of their microscopic properties

need to be thoroughly investigated and established. This thesis focuses on exploiting

the electronic and quantum transport properties of novel materials such as molecular

switches and rectifiers with negative differential conductance and high rectification

ratio. In addition, magnetoresistance and current-induced forces in graphene and

carbon nanotubes have been studied.

Danilov and co workers [34] proposed a model switch comprising of oligophenylene-

vinylene molecule sandwich between gold electrodes, whose bonding terminals are the

thiol group. In their work, they proposed that switching this molecule from low to

high conductance states requires the attachment of hydrogen atom to the thiol end

group forming a thiolate, which can be reversibly switched by thermal agitation. Our

study confirmed the existence of the two different conductance states, but disagrees

on the switching mechanism. We have studied the switching behaviour of opv3, and
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its protonated species (opv3H, and opv32H). In contrast to the results of Danilov,

we found that opv3 conducts approximately an order of magnitude more than its

protonated variants. It is worth nothing that our results are consistent regardless

of whether LDA or ASIC is used and it demonstrated robustness against the choice

of exchange and correlation functionals used. Note that the linear response results

are carried onto finite bias up to 3 eV showing that opv3 conducts more than its

protonated species. Moreover, the difference between the experimental [34] ON/OFF

ratio is significantly lower than what we find under protonation. This is further

evidence that the switching mechanism is not a protonation reaction. Further work is

required to determine the actual switching mechanism. The potential areas of interest

are reversible rearrangements of the bonding geometries of the thiol groups, rotation

of the middle benzene ring, contact asymmetry.

To understand molecular junctions, the effect of current induced forces is required.

Also, current induced forces provides insight on device degradation. Motivated by

these needs, we carried out theoretical calculations within the framework of DFT and

NEGF on SW defect in graphene, adatom on both graphene and carbon nanotubes.

We find that the results strongly depend on the system, not being a ubiquitous

consequence of the current. The barrier height for annealing of SW defect is found

to be insensitive to the current, compared to C adatoms migration on graphene.

This effect is due to the fact that the force components along the migration path

vanishes irrespective of the large total force. However, the situation is very different

for adatom migration on CNTs. Current induced forces reduces the migration barrier

height substantially. Furthermore, we address the issue of the conservativeness of

current induced forces. We showed for the first time using DFT that current induced

forces could be non-conservative by considering the work done in a close path for the

adatom migration on CNTs. This work can be extended to seek understanding of the
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effect of current on the vibrational modes of the adatom. And also the general effect

of current on the thermal coefficient.

Furthermore, we probed the directional effect of current on single molecules rec-

tification. The dipyrimidinyl-diphenyl molecule and its derivatives in application for

rectifiers. First, we investigated the roles of the acceptor and donor rings and the

consequences when their ratio is changed. For this case, we found optimal rectifica-

tion when the molecules consist of acceptors and donors in equal measures. We went

further to show that a serial arrangement of two of the molecule (tandem configura-

tion) improves rectification. Furthermore, we increased the asymmetry of the tandem

configuration that gave enhanced rectification ratio. The inclusion of asymmetry of

the tandem configuration is essential to optimized rectification ratio in this class of

molecular junction.

We have functionalized boronitrene with carbon to produce current based effect

such as the Negative differential conductance. First, we showed that the large band

gap of BN can be tuned from insulating to semiconducting and further to metallic

behavior by means of varying the shape and composition of the C defects introduced.

In particular, we observe bias regions of NDC for specific defect configurations with

high peak-to-valley ratios.

Finally, we demonstrated spin-dependent transport along a Mn-decorated topo-

logical line defect in graphene. These line defects have been observed experimentally.

We found substantial preferential bonding of the Mn atoms at octagonal hollow sites

of the line defect. This overcomes the problem associated with transition-metal atoms

mobility on graphene. Equally, we found that the magnetic properties depend spar-

ingly on stain, as strain typically cannot be avoided in exfoliated graphene. The

spin-dependent transport properties turn out to vary strongly with the Mn coverage.

In particular, we found that magnetoresistance behavior is a consequence of induced
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strong π magnetism in the graphene host.

The work accomplished in this thesis can be extended in different aspects. Physical

realization and experimental verification of the proposed devices can be carried out.

This realization will open new frontiers and understanding towards the functionality

of the proposed high rectification diodes and the switching devices as well as other

interesting features like NDC and magnetoresistance. More work can be directed

towards finding out the actual mechanism by which the opv3 molecule in the presence

of gold electrodes switches. We suggest that the rotation of the middle phenyl ring

be investigated, contact geometries should equally be explored. Other effects like the

phonon contribution to transport properties needs to be exploited to further increase

device longevity.
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[116] C. M. Guédon, H. Valkenier, T. Markussen, K. S. Thygesen, J. C. Hummelen,

and S. J. van der Molen, “Observation of quantum interference in molecular

charge transport,” Nature Nanotechnology 7, 305 (2012).

[117] I. W. Lyo and P. Avouris, “Negative differential resistance on the atomic scale:

implications for atomic scale devices.” Science 245, 1369 (1989).

[118] R. B. Pontes, A. R. Rocha, S. Sanvito, A. Fazzio, and A. R. da Silva, “Ab Initio

Calculations of Structural Evolution and Conductance of Benzene-1,4-dithiol on

Gold Leads,” ACS Nano 5, 795 (2011).

[119] L. Venkataraman, J. E. Klare, I. W. Tam, C. Nuckolls, M. S. Hybertsen, and

M. L. Steigerwald, “Single-Molecule Circuits with Well-Defined Molecular Con-

ductance,” Nano Letters 6, 458 (2006).
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of the p-Type Character of AuCl 3 Functionalized Carbon Nanotubes,” The

Journal of Physical Chemistry C 118, 3319 (2014).

[156] S. J. Tans, A. R. M. Verschueren, and C. Dekker, “Room-temperature tran-

sistor based on a single carbon nanotube,” Nature 393, 49 (1998).

[157] C. Zhou, J. Kong, E. Yenilmez, and H. Dai, “Modulated chemical doping of

individual carbon nanotubes,” Science 290, 1552 (2000).

[158] Q. M. Ramasse, R. Zan, U. Bangert, D. W. Boukhvalov, Y.-W. Son, and

K. S. Novoselov, “Direct Experimental Evidence of Metal-Mediated Etching of

Suspended Graphene,” ACS Nano 6, 4063 (2012).

[159] A. W. Robertson, B. Montanari, K. He, J. Kim, C. S. Allen, Y. A. Wu,

J. Olivier, J. Neethling, N. Harrison, A. I. Kirkland, and J. H. Warner, “Dy-

namics of single Fe atoms in graphene vacancies,” Nano Letters 13, 1468 (2013).

[160] D. Solenov and K. A. Velizhanin, “Adsorbate transport on graphene by elec-

tromigration,” Physical Review Letters 109, 95504 (2012).
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tunable molecular diodes”, To be submitted.

• J. T. Obodo, I. Rungger, S. Sanvito, and U. Schwingenschlögl, “Current-induced
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