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average). Images are acquired at sample biases (a) −0.6 V, (b) −1.0 V, (e)
−0.6 V with tunneling current set at 30 pA. . . . . . . . . . . . . . . . . . . 78

34 STM image showing topography of a step edge on 25ed30. (a) topography
of the step edge lying vertically, a bulge-up structure on the step edge can
be seen. (b) horizontal line profile of a. . . . . . . . . . . . . . . . . . . . . . 79

35 STM image showing step structures on EDJP1 at different scales. (a) Pat-
terned step structure split into multiple ministeps but with smooth-looking
flat plateau. (b) A line profile taken along highlighted path in a shows the
overall step is 15 nm in height. (c) Zooming onto a small ministep in a which
shows weak 6× 6 pattern on the narrow terrace. (d) Atomic scale graphene
lattice acquired from c with 6×6 corrugation in the background; lattice con-
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SUMMARY

Graphene has been considered as a possible alternative to silicon in building the next

generation electronic devices. The one atom thick carbon material is mechanically stronger,

electronically superior, and chemically more stable than most materials used in the modern

electronics. Despite the various technological hurdles to be overcome, numerous advances

have been made in theoretical investigations of this low dimensional system, large scale

graphene production, as well as novel graphene-based transistor design. Therefore, there is

a reason to believe that graphene can play a key role in the future semiconductor industry.

Graphene’s unique linear band structure at low energies suppresses carrier back scat-

tering, thus leading to large coherence length and high carrier mobility; however it lacks a

band gap, which greatly hinders the material’s potential application in digital electronics

because the on/off ratio of such devices would be extremely low. Quantum confinement

in graphene nanoribbons is a possible means to introduce a band gap into graphene, but

conventional lithography creates atomically rough edges, which degrades the mobility. Epi-

taxial sidewall graphene nanoribbons (GNR) grown on SiC provides a promising approach

to overcome this issue in that it is a naturally confined graphene system with high degrees

of freedom for tuning and has shown tremendous transport properties when transplanted

into real electronic devices.

In this thesis, we study graphene nanoribbons by utilizing both nano-lithography and

natural step bunching to control the step morphology of the SiC(0001) surface in order to

guide the growth of graphene which initiates at step edges, and study their respective char-

acteristics. With scanning tunneling microscopy and spectroscopy (STM/STS), we explore

the local atomic and electronic structures of the graphene nanoribbons down to atomic

scale. It is found that nanoribbon formation depends critically on nanofacet orientation,

nanofacet density, and growth conditions. Under some conditions, nanoribbons grow pre-

dominantly on the nanofacet. Significant electronic density-of-states features, resolved by

xvii



STS, are found to depend strongly on proximity to strained graphene near the step edge.

Experimental results are compared to Molecular Dynamics simulations to better understand

the origin of the discrete electronic states.
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CHAPTER I

INTRODUCTION TO GRAPHENE

1.1 Motivation

Silicon has dominated the semiconductor industry in the past few decades, producing highly

integrated and fast speed electronic devices. However, the ever-growing demands of low

power consumption and high density for electronic devices such as mobile and wearable

products in recent years has put the future of silicon-based devices into great doubts [1].

More precisely, as the density and complexity of the integrated circuits increase, physical size

limit, heat consumption, as well as quantum interference all serve as fundamental barriers

that are difficult to overcome. The foreseeable failure of Moore’s Law has prompted people

to search for alternative materials with excellent electronic/thermal transport characteristics

and unique quantum properties to be directly exploited in transistor/interconnect design.

Various novel materials have been proposed to succeed silicon as electronic materials

[2, 3], III-V compound semiconductors, topological insulators, 2D materials, just to name

a few. Among all the alternates, graphitic carbon materials stand out as a highly promis-

ing candidate due to their natural abundance, easy production, and unique physical and

chemical properties. As the thinnest graphitic material, graphene has attracted tremen-

dous scientific interests since its first isolation from graphite in 2004. By far, people have

developed multiple ways to isolate the material [2, 4], room temperature ballistic transport

is achieved in graphene [5], its unique optical and mechanical properties are also actively

explored [6, 7]. Over the past ten years, graphene-related publications has boomed from

161 in 2004 to over 18, 000 in 2014

Moreover, being called the wonder material, graphene is already seeking it’s way into

people’s lives. Applications in sporting equipment, batteries, and flexible electronics etc.

are readily available; biological sensors, LED lighting devices and numerous other prod-

ucts are also rolling out in the next few years. Semiconductor giants like Samsung [8]
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and IBM (sensors/transistor) recently announced breakthroughs in wafer-scale high quality

graphene production, bringing graphene one big step closer to large-scale commercializa-

tion. European Commission has established the Graphene Flagship Project [9] with 1 billion

investment to facilitate graphene-related research. Institutions around the world including

Bill & Melinda Gates Foundation, Sony, and Sandisk are also actively investing billions of

dollars in graphene-based products and equipment.

With all the excitement about the potential of graphene, there are however two main

roadblocks in the way [10]. On one hand, it is unclear yet how to achieve large scale graphene

production without compromising the intrinsic high mobility. Epitaxial Graphene grown

on SiC is considered a promising route to address this issue, but detailed understanding of

microscopic morphologies/properties of epitaxial graphene such as step bunching and edge

smoothness with respect to different growth conditions remain controversial. On the other

hand, a reliably successful way of band gap engineering has not been developed. While

quantum confinement by various geometric configurations such as graphene nanoribbons is

able to impose band gaps up to 0.5 eV [11, 12], it remains a question as to how this behavior

can be exactly controlled and what will happen to the electronic transport properties of the

material.

In this thesis we try to investigate both the morphological and electronic properties

of epitaxial graphene formed on SiC(0001) in a nanoribbon configuration, in the hope of

understanding the different GNR formation methods and how they will alter the trans-

port characteristics in such systems. Chapter.2 explains the main experimental techniques

involved in this study, namely Scanning Tunneling Microscopy (STM), Auger Electron

Spectroscopy (AES), and Low Energy Electron Diffraction (LEED). The basic theory and

experimental implementation will be covered to facilitate later discussions. Chapter.3 will

focus on analyzing and understanding the experimental results obtained from GNRs grown

in different ways. I will show that GNRs form differently along different step directions

and different sample preparation methods also changes the overall topography of GNRs. In

order to understand the electronic behavior as probed by Scanning Tunneling Spectroscopy

(STS), one has to take into account the various components present in the system, including
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quantum confinement, local doping, and non-uniform strains. Experimental data are also

compared to theoretical simulations for further investigations. Lastly, Chapter.4 summa-

rizes the findings in this work and outlines possible future directions to gain more insights

into the epitaxial graphene nanoribbon system.

1.2 What is Graphene

Graphene is not a normal material, just like the sole element that leads to its existence -

carbon. As one of the most abundant chemical elements on earth, carbon has been stud-

ied for hundreds of years and a handful of various forms of carbon have been discovered

and synthesized. Diamond, graphite, amorphous carbon, and fullerene are just some of

the well known allotropes of carbon. Carbon has an atomic number 6 meaning that the

corresponding 6 electrons span between 1s and 2p atomic orbitals (1s22s22p2). Such elec-

tron configuration equips the element with an affinity for bonding with other small atoms,

including other carbon atoms. In fact, it is the strong covalent bonding carbon tends to

form with other elements that primarily explains its ubiquity on our planet. However,

carbon’s electron configuration does not always stay the same, which can actually interact

differently with other species under different chemical environment leading to hybridized

orbitals including sp3, sp2, and sp. The sp2 hybridization is a particularly interesting form

in that it groups electron orbitals into two types, namely the σ orbital and the π orbital,

which directly alters the electronic structures of materials and leads to unique macroscopic

properties. More concretely, sp2 hybridization in carbon promotes one of the 2s electron

into the last empty 2p orbital resulting in four half-filled states. Such electron rearrange-

ment further triggers combinations of the four states that eventually form 3 identical sp2

orbitals and 1 remaining p orbital. The 3 sp2 orbitals, when one carbon atom concatenates

with another, forms planar σ bonds that are 120◦ separated from each other while the last

p orbital extends perpendicular to this plane and overlaps with the neighboring p orbitals

forming π bonds. Electrons in the σ bonds are covalently tied to the host atom and are

only shared with the nearest neighbors, thus do not overlap as much as the electrons in

π bonds, which are loosely bound to the atom and can easily tunnel to other neighboring
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Figure 1: Graphene lattice (left) and its first Brillouin zone (right) in reciprocal space.

atomic sites.

Graphene is a special form of sp2-hybridized carbon. With the atoms hexagonally ar-

rayed together forming a 2-dimensional network, graphene is an atomically thin material

that are solely made of carbon. Graphene is not the only appearance of sp2-hybridized car-

bon, which in fact includes buckminsterfullerene, graphite, and carbon nanotubes. Despite

of being discovered much earlier than graphene, such materials are all considered deriva-

tives of graphene since they can be formed by wrapping, stacking, or rolling of the one-layer

carbon material.

Studies on graphene date back to 1947 when Wallace [13] first treated a single-layer

graphite problem with tight-binding calculations and showed its potential unique band

structures. After almost 60 years, electrical transport was finally measured in graphene

[14, 15], and in 2010, the Nobel committee recognized its potentially profound influence on

future generations of electronics photonics, spintronics, and other technologies. Scientific

research and development related to graphene has since gone on a tremendous and exciting

journey.
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1.2.1 Lattice Structures

As mentioned above, graphene is made of carbon atoms arranged into 2D hexagons with

a triangular symmetry. A schematic of its atomic lattice is drawn in Fig. 1. It then

immediately follows that the graphene lattice consists of two sets of triangular sublattices

colored blue and orange in Fig. 1. The primitive unit cell is defined by two in-plane lattice

vectors (a1 and a2) and contains two sublattice atoms:

a1 =
3a

2
x̂+

√
3a

2
ŷ (1)

a2 =
3a

2
x̂−
√

3a

2
ŷ (2)

where a is the carbon-carbon bond length and equals 1.42 Å. The size of the unit cell is

then |a1| = |a2| = 2.46 Å. Correspondingly, the reciprocal lattice vectors (b1 and b2) can

be written as:

b1 =
2π

3a
x̂+

2
√

3π

3a
ŷ (3)

b2 =
2π

3a
x̂− 2

√
3π

3a
ŷ (4)

According to Wigner-Seitz’s convention, the first Brillouin zone can be constructed and

drawn in Fig. 1, also forming a hexagon, rotate 90◦ (or 30◦) from the real space hexagons.

Several important locations have to be noted, which are the K and K ′ at the corner of the

Brillouin zone , M the midpoint between K and K ′, and Γ in the center. K and K ′ are

of particular interest because they are where the unique linear band structure lies and are

often referred to as the Dirac point. The positions of K and K ′ can be derived from the

reciprocal lattice vectors:

K =
2π

3a
x̂+

2π

3
√

3a
ŷ (5)

K′ =
2π

3a
x̂− 2π

3
√

3a
ŷ (6)

Additionally, there are two unique directions in graphene lattice that, as will be discussed

later, can greatly affect graphene’s intrinsic band structure. Pointed out in Fig. 1, these

two directions are often labeled as the [100] zigzag direction and [110] armchair direction in

terms of the lattice vectors defined above.
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Some of graphene’s superb physical properties can be readily explained by the lattice

structure and the associated C-C bonds that form it. Graphene is ultra thin and flexible

because it only has one atomic layer. Graphene conducts electricity incredibly well because

the electrons in the π orbitals can move essentially freely between atoms. Graphene is

mechanically the strongest material in the world at the same thickness because the in-plane

strong covalent bonding and its geometry ensures atoms are tightly connected.

1.2.2 Electronic Structures

The band structure of monolayer graphene can be analytically calculated based on the tight-

binding model [13]. The covalent nature of the C-C bonds in graphene ensures that the

tight-binding model will be a reasonable approximation to this system. Since graphene’s

unit cell contains two atoms or sublattices A and B, the overall electron wave function

can be expressed as the combination of the two atoms each of which has a Bloch wave

representation and follows the Schrödinger equation:

Ψ(k, r) =
∑
n

(cn,AΦn,A(k, r) + cn,BΦn,B(k, r)) (7)

Φn,α(k, r) =
1√
N

∑
R

e−ikRφn,α(r−R), α = A,B (8)

(Hat + ∆U)Ψ = εΨ. (9)

where Ψ is the overall graphene wave function, Φ is the wave function from orbital n

in sublattice α, Hat is the atomic Hamiltonian, and ∆U is the addition potential from

the interaction between atoms. Since each carbon atom has four outershell orbitals (n =

1, 2, 3, 4), the eigen-energy equation above would give an electronic structure containing 8

bands. However, since the 3 in-plane sp2 orbitals are identical and strongly covalent, the

corresponding wave functions are highly bound to the carbon atom. Therefore, for the

highest energy valence states, we only need to consider the last out-of-plane pz orbital for

each atom and the overall system, reducing the wave functions to:

ψ(k, r) = cAφpz ,A(k, r) + cBφpz ,B(k, r) (10)

φpz ,α =
1√
N

∑
R

e−ikRφpz ,α(r−R), α = A,B (11)
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To solve the Schrödinger equation, a simplifications can be made by assuming that the

overlap among pz orbitals is predominantly between nearest neighbors. The mathematical

form follows:

〈φpz ,α|φpz ,β〉 = δα−β,n.n (12)

〈φpz ,α|∆U |φpz ,β〉 = tδα,β (13)

Straightforwardly, if 〈φpz ,α| is multiplied on both sides in Eq. 9), we can rewrite it in a

matrix form:  ε0 tg(k)

tg∗(k) ε0


cA
cB

 = ε

cA
cB

 , (14)

where g(k) = 1 + e−ika1 + e−ika2 , ε0 = 〈φpz ,α|Hat|φpz ,α〉, and t is the hopping parameter

defined in Eq 41, usually around 2.7 eV [4]. Since the two atoms A/B are identical, ε0 should

be a constant across the lattice, which can, without losing generality, be set as zero. Thus

we can have an analytic relationship between momentum k and energy ε (band structure):

ε(kx, ky) = ±
√
t2|g(k)| = ±t

√
4cos

3kxa

2
cos

√
3kya

2
+ 4cos2

√
3kya

2
(15)

A contour plot based on the above equation is listed in Fig. 2, whose symmetry about the

zero energy axis is due to the nearest-neighbor approximation. There are six particularly

interesting k points in the band structure, namely the K and K ′ points, and symmetry-

identical replicas, where the valence band below zero touches the conduction band above

zero. Therefore, graphene does not support a bandgap like semiconductor materials, instead

it is a semimetal with degenerate bands at zero energy. In addition, graphene’s Fermi level is

also situated here, meaning that the whole bands are exactly half-filled in intrinsic graphene.

Equation 15 can be expanded around the K (or K ′) point, assuming |q| = |k −K| � 1,

thus g(k) ≈ −
√

(3)

2 a0(qx − iqy) and the band structure becomes:

ε(k = K + q) = ±~vF |q|, (16)

where vF = 3a|t|
2~ ≈ 106m/s is the Fermi velocity. Expansion around K ′ is the same. Appar-

ently, around the K and K ′ points, energy is linearly dependent on the momentum and such
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Figure 2: Band structure of Graphene from nearest-neighbor tight-binding model. The
inset on the right shows the linear dispersion close one the K point.

unique linear band structure is the backbone of many of the surprising properties graphene

exhibits. It is interesting to note that linear ε − k dispersion is only found in massless

particles following the Dirac Equation. Hence, carriers represented by ψ = (cA, cB)T in

graphene can be thought of massless in the vicinity of K and K ′, often labeled as valley K

and valley K ′. Indeed, substituting q into the Hamiltonian matrix H in Eq. 14) leads to:

HK(q) = ~vF

 0 −(qx + iqy)

−(qx − iqy) 0

 (17)

It very much resembles the Dirac Hamiltonian, though not quite the same. However, if the

wave functions are redefined by:

ΨK =

−icA,K
cB,K

 , ΨK′ =

 cA,K′

−icB,K′

 (18)

then HK(K′) has to been modified as well to ensure the equality HK(K′)Ψ
K(K′) = εΨK(K′):
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HK(q) = ~vF~σ · q, HK′(q) = −~vF~σ∗ · q (19)

where ~σ is the vector of Pauli matrices. Now it becomes clear that quasi-particles repre-

sented by the wave function ΨK are indeed described by the Dirac Hamiltonian around

K point, which can be consequently called the Dirac point. The same conclusion goes to

the K ′ point as well. This is a significant observation in that ΨK coincides the form of a

spinor where the coefficients measure the probability of finding an electron on sublattice A

or B in valley K, serving as pseudo spins. This additional sublattice degree of freedom can

lead to various anomaly effects as observed in normal spin-1
2 systems. A handy example

is that the pseudo spin always changes sign along with momentum following Eq. 19, hence

intra-valley scattering is strongly suppressed in graphene. As inter-valley scattering requires

large change in momentum that is also unlikely to happen, graphene is largely free from

backscattering which explains why it can achieve the record-high carrier mobility.

Although the discussions above are for the π bands, their counterpart σ bands do con-

tribute to graphene’s band structure. Full band structure calculation including the both

bands has shown that σ bands reach their extrema at the Γ point in k-space, which evaluates

at ±4 eV [16–19], meanwhile, the π bands are at their maximum. Therefore, σ bands only

serve as secondary sources for the transport characteristics on graphene because they are

typically far away from the Fermi-level (K point) where most electronic conduction takes

place.

1.2.3 Graphene under External fields

External fields can greatly alter the band structures near Dirac points in graphene, which

is potentially useful in controllably engineering graphene’s electronic properties. Generally,

field effects that are significant in the graphene system come from electric fields, magnetic

fields, and strain fields. While vertical electric field can possibly open an energy gap around

Dirac points [20], it only applies to AB-stacked bilayer graphene, which is beyond the scope

of this thesis. In this section, Landau levels formed by magnetic effects and Pseudo Landau

levels emerging from strain effects will be discussed.
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1.2.3.1 Magnetic effects

Magnetic fields are known to affect electron motions from the very early Hall Effects exper-

iment. As the temperature approaches zero and the material becomes 2-dimensional, the

classical Hall Effects is turned into Quantum Hall Effect (QHE) which produces a discrete

spectrum of Hall conductivity with either integer (IQHE) or fractional (FQHE) increment

(a.k.a the filling factor) depending on the nature of interactions present in the system (sin-

gle particle or many-body effects). Although graphene is also a 2-dimensional system, the

effectively massless electrons are completely different from the normal 2D materials which

consists of massive 2D electron gas. Such distinct nature of carriers lead to the Quantum

Anomalous Hall Effect (QAHE) observed in graphene (also in other special materials like

topological insulators) where the quantization is shifted by 1
2 and can be observed even at

room temperature. While many factors contribute to the anomalous results, graphene’s

modified band structure by an magnetic field plays a central role.

From investigations of free electrons in magnetic field, the Hamiltonian has to be ad-

justed to include the magnetic effects by means of a vector potential B = ∇ × A. The

Hamiltonian is thus rewritten as:

H =
1

2m
p̂2, p̂ = p̂0 −

e

c
Â (20)

If the magnetic field is aligned along the z-axis, B = (0, 0, B), then only px and py will

experience the effects from magnetic forces. Hence, it is convenient to work with the Landau

gauge, A = (−By, 0, 0) and neglect the pz component.

Hamiltonian in graphene is different from the free electron case, but the gauge technique

deployed is the same. From Section.1.2.2, it is known that K and K ′ are decoupled from

each other in the Hamiltonian, so we can treat them separately. Close to K point, we have:

vF

 0 −(px + ipy)

−(px − ipy) 0


ΦA

ΦB

 =

ε 0

0 ε


ΦA

ΦB

 (21)

By decomposing the above matrix into two individual equations and inserting one into the
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other, the equations reduces to:

ε2ΦA = vF (px − ipy)(px + ipy)ΦA (22)

ε2ΦB = vF (px + ipy)(px − ipy)ΦB (23)

At this point, it is straight forward to solve for ε for ΦA and ΦB. Note that the Landau

gauge implies px commutes with H, satisfying [H, px] = 0, hence for ΦB, we can write:

1

2m

(
ε2

vF 2
+

~eB
c

)
ΦB =

(
1

2

eB

c
√
m

(
ŷ − pxc

eB

)2
+

p̂2
y

2m

)
ΦB, (24)

which describes a harmonic oscillator with oscillation frequency ωc and thus has discrete

energy levels ~ωc(n+ 1
2). Substituting the appropriate values from the above equation, the

energy ε satisfies:

ε = sgn(n)

√
2~eB
c

vF
√
|n|, n = 0,±1,±2, ... (25)

Similarly, for ΦA, we can extract the expression for energy ε:

ε = sgn(n)

√
2~eB
c

vF
√
n, n = 1, 2, ... (26)

Both equations provide the expression for quantized Landau levels in graphene given an out-

of-plane magnetic field. It is important to note that Landau Levels differ between sublattice

A and B. The n = 0 Landau level has zero-amplitude on one the sublattices while all the

other Landau levels have finite amplitude on both sublattices. In this treatment, n = 0

Landau level appears on B as tied to valley K, or A as tied to valley K ′.

1.2.3.2 Strain effects

Graphene is strong material with an effective Young’s modulus up to 1 TPa, which means

it can be significantly deformed without being broken apart. Such impressive mechanical

property has triggered a lot of efforts trying to understand its potential effects on the

electronic properties of graphene.

When graphene is physically stretched or compressed, atomic spacings will change, as

shown in Fig. 3, which in effect changes the hopping parameters in the off-diagonal element

of the Hamiltonian [4, 22–24]. It has been well-understood that such changes usually lead to
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(a) (b)
B

Figure 3: (a) schematic showing a distorted graphene lattice, with 3 new nearest neighbor
vectors τ j . (b) Adapted from [21], strained graphene protrusions giving rise to pseudo-
Landau levels in dI/dV by STM. The corresponding pseudo-magnetic field is more than
300 T.

an effective gauge field added to the system, just like the magnetic effects discussed earlier.

To see the effect, we rewrite the tight-binding Hamiltonian (Eq. 14):

H =

 0 −t
∑3

j=1 e
−ik·τ j

−t
∑3

j=1 e
ik·τ j 0

 (27)

where τ j
′s are the three nearest neighbor vectors. In the low energy limit, H can be

expanded around the Dirac points K and K ′. The key difference to the normal Taylor

expansion is that as strain is present, the atomic distances, hopping amplitude, as well

as the reciprocal lattice distance all have to be adjusted. Let’s denote that tj = t + δtj ,

τ j → τ j + ∆τ j , k = K + ∆K + q, then the summation in H at K point becomes:

−t
3∑
j=1

eikτ j →−
∑
j

tje
i(K+∆K+q)·(τ j+∆τ j) (28)

≈−
∑
j

(t+ δtj)e
iK·τ jei∆K·τ jeiK·∆τ jeiq·τ j (29)

≈−
∑
j

(t+ δtj)e
iK·τ j [1 + i(∆K · τ j + K ·∆τ j + q · τ j ] (30)

≈−
∑
j

teiK·τ j (1 + iq · τ j)−
∑
j

δtje
iK·τ j (31)

Higher order terms are neglected from Taylor series and linear terms in ∆K are also ne-

glected since it has been shown lattice correction does not contribute to the artificial gauge
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defined later[22, 24]. Similarly, the complex conjugate counterpart gives the result for K ′.

The off-diagonal element now consists of two terms, the first of which is what eventually

leads to the linear ε(k) dispersion. Apparently, the only extra term is the second part of the

above expression, which has the expected dependence on the altered hopping parameter. If

a vector potential is carefully chosen as having its x and y components correspond to the

real and imaginary parts of the additional term, then the original Hamiltonian will be con-

sequently modified into one that looks exactly the same as Hamiltonian under an external

magnetic field introduced in the previous section:

∑
j

δtje
iK·τ j =

√
3

2
(δt1 − δt2)− 1

2
(δt1 + δt2 − 2δt3)i (32)

= Ax + iAy (33)

A =
~2

√
3aet

 Ax

Ay/
√

3

 (34)

H = ~vF~σ(q− eA

~
) (35)

Interestingly, Eq. 35 suggests that strain enters the Hamiltonian of graphene in the form

of an effective magnetic field which would lead to highly quantized electronic states. Such

effects are referred to as pseudo-magnetic field and pseudo Landau levels. However, the

pseudo-magnetic field is not entirely the same as a real one. It is important to note that

the vector potential A is complex due to the lack of inversion symmetry in nearest neighbor

hopping. Therefore, going from K to K ′, Ay will change sign leading to pseudo-magnetic

field in the reverse direction, which essentially makes the total effective magnetic field of

the system zero.

Equation 35 quantitatively describes the strain effect in graphene, but it is not yet in

a useful format because in reality strains are usually slowly varying over a length scale

much larger than the individual unit cell, thus the exact relation between the atomic level

Hamiltonian and the macroscopic strain field needs to be established. In order to achieve

so, a formal definition of strain is necessary.

When a system is strained, every point r = (x, y, z) is displaced to r′ = (x′, y′, z′),
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such spatially varying displacement is called a deformation field u(r) = r′ − r and can be

characterized by:

u(r) = r′ − r =


εxx εxy εxz

εyx εyy εyz

εzx εzy εzz



x

y

z

 (36)

= (ux(r), uy(r), uz(r)) (37)

By applying first-order Taylor expansion to each axis of u(r) and comparing the results to

the three equations above, we can define a new quantity named strain tensor that can be

more easily calculated:
uxx = εxx = ∂ux

∂x

uyy = εyy =
∂uy
∂y

uzz = εzz = ∂uz
∂z

,


uxy = 1

2(εxy + εyx) = 1
2(∂ux∂y +

∂uy
∂x )

uyz = 1
2(εyz + εzy) = 1

2(
∂uy
∂z + ∂uz

∂y )

uzx = 1
2(εzx + εxz) = 1

2(∂uz∂x + ∂ux
∂z )

(38)

Based on the uij defined above, it is only needed to relate them to the change of hopping

amplitude δtj . As the hopping parameter highly depends on the inter-carbon distance, an

accurate parametrization of its variation is given by t(τ) = exp[−β( τa − 1)] with β ≈ 2

being the Gruneisen parameter [4] and a = 1.42 Å the nearest atomic spacing. Hence, by

expanding both t(τ) and τ = rA − rB at the undeformed position, one can have:

t′ = t− β

a
t∆τ (39)

∆τ = τ · ∇u(r) (40)

δtj = −β
a
tτ j · ∇u(r) (41)

Combining Eq. 41 and Eq. 34, the vector potential A originated from the deformation field

u(r) can be written as:

A =
(
κ
βt

a
(uxx − uyy),∓κ

2βt

a
uxy, 0

)
(42)

B = ∇×A =
(
0, 0,∓κβt

a
[2
∂uxy
∂x

+
∂(uxx − uyy)

∂y
]
)

(43)

where κ is dimensionless factor depending on the local bonding environment and ∓ is for

K (-) and K ′ (+). Therefore, as long as the spatial variation in strain is known, the as-

sociated pseudo-magnetic field can be explicitly calculated. It should be noted that lattice
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corrections clearly do not contribute to the pseudo-magnetic field, only the changed hop-

ping amplitude does [22]. However, the spatial deformation does shift the Dirac points in

k-space which would need to be accounted for in describing electron-momentum related

processes. Lastly, experimental evidence has confirmed the existence of pseudo-Landau lev-

els in graphene, as discrete density-of-states peaks are observed situated at energy positions

that follows the
√
|N | trend, but such measurements are mostly conducted on irregular

graphene structures like graphene protrusions [21] and ridges [25]. A more general exper-

imental study of graphene structures that are useful for fabricating electronic devices are

needed.

1.3 Production Methods

Ever since graphene’s first discovery, extraordinary progress has been made in creating

bigger, better, and flatter graphene thin films. As of today, this atomic thin material

are mainly fabricated in four ways, namely exfoliation, epitaxial growth, chemical vapor

deposition(CVD), and oxide reduction. While each method proposes their unique strengths,

none are perfect. Therefore, a comprehensive understanding and comparison among the

different techniques would be extremely helpful in developing new fabrication methods that

take the best of all worlds.

Exfoliated Graphene

Exfoliation is the first method [14, 26] to isolate graphene and is still widely used today

for some of the fundamental research. The method works by preparing mesas of different

sizes on highly oriented pyrolytic graphite(HOPG) and subsequently repeated peeling-off us-

ing scotch tape on the photoresist-attached surface. The peeled-off flakes are then transfered

onto a Si/SiO2 substrate. Monolayer graphene can be identified via an optical microscope

when an appropriate SiO2 layer thickness is used.

Advantages of exfoliation [27, 28] comes from the nature of its simplicity and decent-

quality outcome. In addition, as monolayer graphene is already visible under optical mi-

croscopes, it greatly speed up the experimental procedures. However, there are serious

drawbacks to this method. firstly, graphene flakes produced in this manner are usually
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small, only about a few microns, while it takes a long time to reproduce samples of similar

quality. What’s more, as SiO2 is known to be non-flat [27], the transferred graphene film

exhibits a large surface roughness on the order of nanometers. Such surface corrugation

often results in strained lattice, scattering centers, and so on. Lastly, interactions between

graphene and the substrate also impose charge puddles on the surface that further degrades

the carrier mobility in the thin film [29, 30].

Several routes have been proposed to circumvent the aforementioned problems such as

suspending graphene by etching away the substrate. While it does provide considerably

higher carrier mobility, suspended graphene [30, 31] still suffers from high stress and can

be fragile during measurements. Another option is using a ‘clean’ substrate like hexagonal

Boron Nitride (hBN) [32, 33], which provides good lattice match and little interaction. This

method has proven to be promising as flat and intact graphene lattice has been imaged by

STM with observed long ballistic transport length, but more work is needed to achieve large

scale production and bandgap engineering.

CVD Graphene

CVD graphene has become more and more popular for graphene creation due to its

low cost and scalability [34]. The method works by injecting hydrocarbon gas such as

methane or ethylene into the CVD reactor and growing graphene on metals surfaces as the

gas passes over and carbon radicals are released from decomposition in a hot zone. Large

areas of graphene have been produced via this method on a variety of metallic substrates

(Cu, Ni, Ru, Pt, Ag, etc.) [30, 34]. In fact, a recent report by an European research project

demonstrates a cost-effective roll-to-roll production tool that is capable of growing graphene

on a 300mm-style wafer simply based on the CVD method [35]. However, issues with this

approach are also obvious. As graphene is typically grown on metallic surfaces which lack

the circuit isolation when used in electronic devices, the top graphene layer has to undergo

a transfer process which usually brings substantial damage to and leaves residue on the

surface, resulting in lower carrier mobility. Moreover, CVD graphene is often found to have

multiple domains rotated at different angles and various wrinkle structures as well [30]. Such

inhomogeneity can give rise to significant scattering and non-uniform strain in the lattice
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[34, 36]. Doping and interaction from the metals can also impact the linear band structures

of graphene that could potentially affect some of its properties related to the Dirac point

[34, 36]. Some techniques has been developed to improve the transfer process such as the

vapor-trapping method for large-grain graphene growth and using metallic nanoparticles

for direct graphene growth on insulating substrates. Nonetheless, CVD is considered to be

a highly promising method for large scale and high quality graphene production, a great

number of companies and research institutes are going in the direction.

Reduced Graphene Oxide

Producing graphene by reducing graphene oxide provides an attractive alternative [30]

for mass production of the materials. It has primary application in composites, coatings,

paint/ink, and energy storage, though still faces a number of challenges to be solved. The

method works in the following procedures. Graphite oxide are firstly prepared using Hum-

mer’s method or its modified versions [37] and then immersed into water. Being hydrophilic,

the bulk material fully disperses in water by stirring or ultrasonicating, breaking up into

monomoelcular sheets, or the graphene oxide. In the subsequent process, various reduction

methods are applied to the separated graphene oxides to reduce the carbon-oxygen func-

tionalities in the material and heal the structural defects to form graphene. The key of the

method lies in the wide range of reducing agents, which have to be optimized in chemical

groups, solution environment, and treatment time for effectiveness [38]. Reduction methods

[39] include thermal reduction, chemical reduction, electrochemical reduction, laser-based

reduction, and so on. While it has been successful in some applications, the large quantity

of defects and uncontrollable surface inhomogeneity must be overcome to make it a viable

way for real production [38].

Epitaxial Graphene on SiC

From the previous discussions, graphene can be grown either on a large scale but with

compromised quality, or in a clean and pristine form but with limited domain size. There-

fore, a better substrate that can ensure both scalability and reliability is highly desired.

Silicon carbide (SiC) emerges as a seemingly perfect choice for such requirements. Growing

graphene on SiC dates back to 1975 when Van Bommel [43] first demonstrate that when a
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Figure 4: Four main approaches to create graphene. Adapted from Refs. [26, 40–42]

hexagonal SiC piece is heated to a high temperature, Si atoms would sublimate from the sur-

face, leaving the excess carbon migrating and reconnecting to form a ’monolayer graphite’.

However, it is the Georgia Tech team led by Dr. Walter de Heer (and other researchers

[18, 44–48]) that really reinvent the method, put extensive efforts into understanding the

growth, and improve the outcome. It is now understood that graphene can be epitaxially

grown on both Si-terminated (Si-face) and C-terminated (C-face) polar faces of SiC with

commensurate lattice match. Due to the extreme flatness of SiC, the graphene layer largely

maintains its uniformity and exhibits reproducibly more ordered electronic structures. By

far, using the method developed in Georgia Tech, graphene on SiC has shown wafer-scale

growth [49], ultra-high carrier mobility (on C-face) [50], micron-scale ballistic transport [5],

high-quality quantum Hall effect [51], and sidewall nanoribbons with variable band gaps

[11]. With the rapidly increasing availability of SiC substrates, this method is believed to

be a powerful force behind the graphene revolution.

SiC has more than 200 polytypes due to its unique structure. Within the crystal, Si(C)

is bonded with four other C(Si) atoms and therefore can be regarded as Si-C bilayers stacked
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together. SiC has two important polytypes, namely the 4H-SiC where every other bilayer

changes the stacking order, and the 6H-SiC where every three bilayers change the stacking

order. On these two polytypes, two crystal facets are of crucial significance to graphene

growth, which are the SiC(0001) surface terminated with a layer of silicon atoms (Si-face),

and the SiC(0001̄) surface terminated with a layer of carbon atoms (C-face).

The original Si-sublimation growth process has evolved and developed over the time into

what is called a Confinement Controlled Sublimation (CCS) method today. This method

aims at creating a quasi-equilibrium environment for the graphene growth to avoid non-

uniform formation due to low temperature fast graphitization. To achieve such target, CCS

limits the Si-sublimation rate by spatially confining the sublimated silicon to create a Si-rich

closure in a low vacuum. The high and lasting Si vapor pressure ensures that surface carbon

migration takes place in thermodynamic equilibrium where the graphitization process is

slowed down. Usually before growth, a high temperature hydrogen etching procedure is

performed in order to clean and smoothen the original SiC surface.

Graphene forms differently on the two polar faces on SiC, partly due to the different

terminations. On the Si-face [52], graphene growth exhibits an inverted procedure where

new layers form at the graphene-SiC interface lifting up the previous grown layers. The

bottom graphene layer is found to be electronically different from free monolayer graphene

in that it is strongly bonded to the SiC substrate becoming non-conductive. Various mea-

surement including STM and ARPES has indeed shown a small gap around the Fermi level.

In addition, because of the strong interaction, a commensurate (6
√

3 × 6
√

3 R30◦) surface

reconstruction with a quasi 6×6 periodicity is observed in both STM and LEED whose high

symmetry points are formed by (near) perfect vertical alignment between graphene lattice

and SiC. Such structures cause monolayer graphene under STM showing additional height

variation up to 1 Å. However, such layer can be decoupled from the substrate becoming a

quasi-freestanding layer by hydrogen passivation underneath. Above this interfacial layer

(also called buffer layer or layer 0), monolayer graphene maintains the intrinsic linear band

structure but electron-doped placing its Dirac point around −400 meV in STS because of
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the charge transfer from the SiC substrate, whereas bilayer graphene shows quadratic en-

ergy dispersion. An interesting observation is that graphene layers on the Si-face follows

the same AB-stacking order as graphite, thus making few-layer graphene on this face simi-

lar to graphite in various properties. Lastly, since graphene grows much slower on Si-face,

the layer thickness can be carefully controlled which partly explains the extensive research

interest on such face.

In contrast, graphene grows much faster on the C-face [52], which can easily accomplish

a few tens of layers and can even induce 3D structures like carbon nanotubes in UHV growth.

Unlike the Si-face, such layers manifest a so-called stacking disorder where each layer is

slightly rotated from its neighbors, although two principle rotation angles, 0◦ and 30◦, do

exist. The relative rotation has given rise to interesting Moire patterns resolved by STM

changing the apparent heights of the surface. Another important consequence of the unique

stacking disorder is that neighboring graphene layers are electronically decoupled meaning

that few-layer graphene on C-face behaves just like monolayer graphene individually added

together as has been evidenced by ARPES, Raman, and other measurements. Similar to the

Si-face, graphene on C-face are also highly electron-doped with the doping level decaying

rapidly from the bottom layer to the top. The bottom layer is also an interfacial layer but is

not well understood since monolayer graphene growth has only been achieved for a limited

time, though it has been shown to be the dominant layer in transport properties.

1.4 Graphene Nanoribbons (GNRs)

An extensively studied form of graphene is the graphene nanoribbons (GNRs). Because

the lack of intrinsic bandgap in graphene, various ways have been proposed to alter the

linear band structure for bandgap engineering, among which graphene nanoribbons draws

particular attention. The thin-stripe geometry of GNRs naturally ensures that a band

gap can be opened due to the quantum confinement effects where only discrete electronic

modes are allowed in the system. In addition, the various boundary conditions in the one-

dimensional system can greatly alter graphene’s pristine electronic structures. Their ideally

flat and regular shape also makes GNRs easier to be integrated into standard circuit design
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and lithography techniques for large scale fabrication.

Theoretical study has confirmed that quantum confinement of the transverse momentum

across the ribbon width can lead to band gap inversely proportional to the width Egap = α
WG

where WG is the width and α ranges between 0.2 – 1.5 eVnm depending on the details of the

system [53, 54]. This energy gap comes purely from the geometric configuration regardless

of the edge terminations. What’s more, since new boundary conditions are imposed by

the abrupt edges of the ribbon, the original 2D wave functions for bulk graphene becomes

1D and is highly sensitive to the different types of edges or the chirality and hence show

differently altered band structures. GNRs support 3 types of edges, armchair edges that

are parallel to the C-C bond, zigzag edges which rotates 30◦ from the previous one, and

chiral edges consisted of mixtures of armchair and zigzag edges. The graphene lattice

in Fig. 1 illustrates their directions. Based on tight-binding calculations, it is predicted

that zigzag GNRs possess flat bands that lie between [2π
3a ,

π
a ] in k-space near zero energy

in addition to the band gap from quantum confinement [55]. Such conducting channels

are called edge states, which primarily comes from the fact that only one set of the two

sublattices is present along the zigzag edges. Therefore, zigzag GNRs are always metallic.

Armchair GNRs, however, are metallic if the width follows N = 3M + 2 where M is an

integer and N is the number of unit cells the GNRs span across, but are semiconducting

from the confinement effects otherwise [56, 57]. In addition, first principle calculations

have shown that even N = 3M + 2 Armchair GNRs are semiconductors as well, although

with the smallest bandgap compared the other two families. The origins of such band gaps

are primarily due to the fact that the two Dirac cones of the pristine graphene, in this

orientation, approaches each other when projected into the one-dimensional Brillouin zone

leading to a vanishing density of states in the edge states [58]. As for chiral GNRs, since

it contains zigzag components, edge states are also supported on such ribbons thus making

them metallic, too, although the amplitude of which would depend on the proportion of

zigzag components [59]. An important consequence of the edge states is that such GNRs may

possess perfect conducting channels because the flat bands only occurs near the Dirac point

without bulk band components that allow various scattering processes. Hence, electrons
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in this state can potentially move without interference along the ribbon independent of

the length, which on the macroscopic scale turns into ballistic transport. When electron-

electron interactions are added in, the degeneracy of the edge states are lifted creating a

bandgap at the charge-neutral point [57]. Such interactions give rise to a peculiar type of

magnetic ordering where the magnetic moments on the edges are ferromagnetic along the

edge direction but anti-ferromagnetic across the ribbon width [60]. What is more, spin-

orbit interactions, though weak in the graphene system have also been investigated and are

predicted to also open a gap around zero energy lifting the edge states, which contributes

to the absence of backscattering in the conduction edge channels [57]. However, the spin-

orbit gap is only on the order of 1× 10−5 eV in graphene, hardly observable. Despite of

the different natures of the potential band gap opening in the different types of GNRs, the

inverse width dependence is always valid [53] exhibiting the power of controlling electronic

properties of GNRs via different widths. Lastly, local structures of the GNRs edges can also

dramatically affect their overall band structures, such effects include edge functionalization,

substrate interaction, and so on.

(a) (b)

Figure 5: Band structure of graphene nanoribbons 9 unit cells wide, calculated using tight-
binding model with next nearest neighbor hopping t′ = 0.1t included, (a) along the zigzag
direction, (b) along the armchair direction.

GNRs have been so far fabricated using different approaches. Inconsistent yet interesting

characteristics are observed between the methods. Standard electron-beam lithography is

among one of the first efforts to produce GNRs [61, 62]. The etching procedure serves as

sharp scissors that can cut out GNRs from bulk graphene sheet with controllable width.

Despite of the observed semiconducting characteristics on such GNRs, the results do not
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depend on the edge directions and exhibit unexpectedly large on/off ratios on wide GNRs.

It turns out that, localized electronic states arising from disorders along the two opposite

GNRs edges have to be included in the model in order to explain such anomalies, thus

leading to the distinction of different energy gaps [63]. A transport gap, seen as suppressed

conductance within a voltage range, is caused by quantum dots formation due to edge and

bulk disorders. These quantum dots introduce additional randomized local electronic states

and lead to Coulomb blockades that lower the carrier mobility and appear to be a larger band

gap in the transport measurement. A true band gap, however, is generally smaller than the

transport gaps and can be more affected by them on narrow GNRs. Unfortunately, disorders

are usually inevitable from the residuals and chemical reactions during the lithography

process, therefore, GNRs made from this approach is not ideal for high speed electronic

devices.

CVD and unzipped carbon nanotubes are two other options for making GNRs [34, 64,

65]. Both methods make use of chemical precursors to either preferentially form elon-

gated graphene thin stripes or cut longitudinally along multiwalled carbon nanotubes to

create graphene nanostructures. Unlike the lithography process, these methods produces

atomically smooth edges along the GNRs, therefore have demonstrated much higher carrier

mobility and high on/off ratios on prototype transistor devices. However, there is a key

difference between the two methods. GNRs from unzipping inherit the width and chirality

of the carbon nanotubes, which, as the cutting direction is not well-defined, mostly lead

to chiral edges. This explains why localized states near the Fermi level are observed in

STS measurements [66]. Additionally, atomically resolved edges are not observed on such

ribbons partly due to possible residual oxygen functional groups left on the edges, which

can negatively impact the overall electronic structures. In contrast, CVD is a bottom-up

approach to from GNRs, which provides full control of the edge termination and ribbon size

by choice of different precursors. Indeed, GNRs as narrow as 1 nm has been synthesized

and atomically resolved edges along both armchair and zigzag directions are seen under

STM [66, 67]. Also, bandgaps inversely proportional to ribbon widths are in good agree-

ment with theoretical predictions. Although the two methods are able to overcome the edge
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roughness, they suffer from randomly oriented GNRs on the substrate, and the length of

such ribbons can not be arbitrarily long. Therefore, while an ideal platform for prototyping

and fundamental research, CVD and unzipped carbon nanotubes are not viable for scalable

digital electronics.

Another way for producing GNRs is epitaxially growing graphene along step facets

on SiC [68]. This selective growth is possible because graphene nucleation usually start

near surface step edges. By carefully control the temperature and growth time, graphene

formation can be limited only along the step facets and the top flat terraces near them.

The power of this method lies in the experimental indication that the edges of such stripes

are strongly interacting with the SiC substrate thus providing atomically sharp boundary

terminations without compromising the orderliness or losing the connections to the other

surface areas [11, 69]. Transport measurement has shown micron-scale ballistic transport

on these GNRs confirming their high-quality [5]. However, the origin of the exceptional

conducting behavior remains mysterious. In addition, as the ribbon edge is not a physical

termination in graphene lattice, such distinct deviation from the aforementioned approaches

can potentially introduce more complicated but interesting electronic structures. From the

perspective of applications, sidewall GNRs are readily placed on the insulating SiC substrate

without the need for transfer. The method can be easily scaled up in GNRs array fabrication

[68] and also provides a large parameter space for tuning the GNRs geometry. Obviously,

it is one of the most promising direction for integrating graphene into modern electronics,

hence a more systematic understanding of the system is imperative.
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CHAPTER II

EXPERIMENTAL METHODOLOGY AND SETUP

In order to study 2D materials like graphene and in particular GNRs, surface science tech-

niques play a central role in exploring and understanding material properties concentrating

on the top layers of a sample within a few nanometers. In this thesis, various surface-

sensitive measurements are conducted in conjunction with one another. The primary ex-

perimental methods involve Scanning Tunneling Microscopy (STM), Low Energy Electron

Diffraction (LEED), and Auger Electron Spectroscopy (AES), all integrated in a Ultra

High Vacuum system (UHV). Other tools such as Atomic Force Microscopy (AFM), Elec-

trostatic Force Microscopy (EFM), Raman Spectroscopy, E-beam Lithography, Ion Sput-

tering, E-beam Heating, as well as Mechanical Grinding are also used for different parts

of the research, but in limited occasions. In this chapter, the UHV environment will be

firstly introduced, followed by detailed discussions of three primary surface science tech-

niques, namely LEED, AES, and STM. Instrumentations and applications specifically for

the graphene/SiC system will be included. At the end of the chapter, the other measure-

ment techniques will be briefly discussed aiming at a complete understanding of the full

array of methods that make this research possible.

2.1 UHV Systems

Vacuum systems are widely built across various industries from surface characterization to

particle accelerators, from crystal growth to outer space research. In the condensed matter

physics community, ultra clean sample surfaces are mostly crucial in exploring material

properties isolated from external contaminants, but physical and chemical adsorptions take

place within a fraction of second in ambient environments. What is more, surface spec-

troscopy measurements often desire certain particles such as ions and electrons travel to

and from the sample surface without colliding with other molecules while the viscous flow

in atmosphere makes it impossible for such movements. In contrast, vacuum environments
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well meet the aforementioned experimental requirements due to the fact that gas molecules

in a low pressure setting maintain much longer mean free paths, defined in the following

equation:

λ =
kBT√
2πξ2P,

(44)

where kB is the Boltzmann constant, T is the temperature of the gas, ξ is the average

diameter of gas molecules, and P is the pressure. In other words, the number of particles in

a fixed volume is significantly reduced and it becomes much less likely for two particles to

directly interact with each other. However, in a normal vacuum system (10−4 to 10−6mbar),

although the typical mean free path at room temperature (300 K) is on the order of 10 m

to 1000 m (assuming a molecule size of several angstroms), the rate of impinging molecules,

defined by:

R =
P√

2πMkBT
, (45)

where M is the molecular mass, is on the order of 1014cm−2s−1, which means for a

millimeter-size surface building up a complete layer of adsorbate it only takes a few sec-

onds, an impractical time scale for most experiments. Therefore, UHV environments

(< 10−9mbar) become the primary choice for surface sensitive measurements, which pro-

vides much longer mean free paths than the physical dimensions of UHV chambers and

allows much longer experimental time up to tens of hours.

Well-designed pumping mechanisms are required to achieve UHV pressure. However,

as vacuum technology extends on such a wide range of pressures, it is not yet possible

for a single pump to achieve UHV range directly from atmospheric pressure. Instead,

different stages of pumping connected in series are required. A typical UHV system is

equipped with a roughing pump working in the usual gas flow regime down to 10−6mbar, a

turbo-molecular pump further reducing the pressure to 10−6mbar, and an ion pump finally

achieving pressure less than 10−9mbar. Usually an additional titanium sublimation pump

(TSP) is also mounted to help maintain the base pressure at times. Before entering the

working mode, a thorough bake-out is performed to fully desorb gas molecules from chamber

walls and surfaces. This procedure requires heating up the entire system to roughly 150◦C

for at least 24 hours and filament outgassing during the cooling process. Once UHV is
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achieved, materials for use in the chamber have to be carefully chosen. Any high vapor-

pressure material like most organic compounds and some metals (Zn, In, Pb) can potentially

degrade the vacuum quality by liberating gases and reabsorbing on other surfaces. Normally,

UHV systems incorporate several experimental instruments in one chamber or connected

chambers aiming at in-situ characterization or monitoring, most prevalent ones include

MBE, RHEED, LEED, XPS, ARPES, TEM, STM and so on. In this project, two UHV

systems are mainly utilized for relevant measurements. Figure 6b shows a home-built room

temperature STM system (RT-STM) with base pressure held at 1 × 10−10mbar. Other

than the equipped ion pump, turbo molecular pump, diaphragm pump,and TSP for UHV

maintenance, the system also includes LEED, AES, Field Emission Microscopy (FEM),

Residual Gas Analyzer (RGA) and a Besocke-style STM head. For sample preparation, an

e-beam bombardment heater is mounted on the manipulator with a K-type thermocouple

connection. An ion gun for sputtering and metal deposition is also available. This system

is designed for batch loading and unloading which can transfer 5 STM tips and 2 samples

at a time. STM tips can be annealed and characterized by in-situ FEM. In addition, a

customized sample holder and vacuum transfer suitcase are designed for transferring as-

grown graphene samples from an external growth chamber in the lab to the UHV system

maintaining an inside pressure about 10−8mbar.

Figure 6a shows a second commercial low temperature STM system from Createc (LT-

STM) with rest gas pressure around 10−11mbar. It has a preparation chamber and an

STM chamber that can be isolated from each other. Two pairs of ion pumps and TSPs are

mounted for the respective chambers. On the manipulator there is an e-beam bombardment

heater and a multiple contact position for direct current heating, both connected with

nitrogen cooling channels. An external electron gun for AES, an ion gun along with Neon-

filled leak valve for sputtering, and an analog Mass Spectrometry Analyzer are also added.

The key component is the STM/AFM head that enables fast cooling and direct optical

access while maintaining ultra high resolution imaging. The STM works at low temperatures

down to 4 K with optional vertical magnetic fields up to 2 T. More details about STM will

be covered in the STM section to come.
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(a)

(b)

Figure 6: UHV systems. (a) Low temperature STM from Createc. The STM head sits
under the cylindrical dewar. (b) Room temperature STM home-built in the lab. The STM
head is located in the second compartment to the right of the image.
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2.2 Low Energy Electron Diffraction (LEED)

2.2.1 Basic Theory

LEED is historically first reported by Davisson and Germer in 1927 for their study of

electron scattering on nickel [70]. Ever since its invention, LEED has become a popular

technique for surface characterization due to its fast data acquisition process, relatively

intuitive analysis, and great microscopic accuracy. Just like XPS is a powerful tool to

determine crystal structures of bulk solid materials, LEED is analogously the 2D version

of XPS that is capable of determining crystal structures of material surfaces within a few

atomic layers by emitting electron beams at sample surfaces and collect the elastically

reflected electrons. The main reason that LEED is so surface-sensitive lies in the low

energy beams used in the measurement. Within typical LEED operating energies between

10 eV and 300 eV, electrons impinging on the surface have small mean free paths (λe) on

the order of 1 nm, which captures the strong complex elastic and inelastic scattering events

between them and the surface atoms. Using the attenuation model for elastic electron

flux and substituting the above mean free path in I ∼ I0e
−d/λe , it immediately gives a

penetration depth d at most several nanometers long. Therefore, the low energy electron

beams ensure that collected signals are dominantly from the top few atomic layers from the

sample surface and achieve microscopic resolution due to the small mean-free paths.

For qualitative understanding of the LEED patterns, the diffraction process in solids

must be explained. When an incident beam arrives in a three dimensional lattice, the

Bragg condition governs all possible reflected wave vectors,

∆k = k′ − k = G, (46)

where k is the incident wave vector, k′ is the reflected wave vector, and G is the reciprocal

lattice vector. Only k′s satisfying such equality are valid reflection directions. A better

visualization is given by the Ewald sphere shown in Fig. 7a. The Ewald sphere has a radius

equal to |k| and is drawn such that at least one reciprocal lattice site falls on it. Following

Eq. 46, any possible reflected wave vector k′ must start from the center and end in one of the

other reciprocal lattice sites on the sphere. Such approach works well in bulk solids where
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(a) (b)

Figure 7: Cross sections of Ewald spheres in 3D and 2D cases. (a) 3D Ewald spheres
with the blue circles as the reciprocal lattice sites, k is the incoming wave vector, k′ is the
scattering wave vector, G is a reciprocal lattice vector. (b) 2D Ewald spheres with the
blue lines as the vertical rods extending from each reciprocal lattice sites, only the parallel
components of the wave vectors have to comply with the Bragg condition.

the reciprocal lattice is three-dimensional. However, in the case of LEED, a 2D adaption

must be taken. Reciprocal lattice for material surfaces is two-dimensional, hence the Bragg

condition becomes:

∆k‖ = k‖
′ − k‖ = G, (47)

where only the parallel components to the surface plane are used. The vertical component

is not constrained due to the lack of periodicity in that direction. To illustrate using Ewald

sphere (Figure 7b), rods are placed perpendicular to the surface plane from each reciprocal

lattice site, similarly, whenever the sphere intersects with the modified 3-dimensional recip-

rocal lattice other than the chosen zero-order (0, 0) point, a reflected wave vector forms. It

is obvious that all rods will at least intersect with the sphere once when the magnitude of

the incident vector becomes infinitely large, which means an ever-increasing beam energy

in LEED. Therefore, LEED diffraction patterns are essentially a mapping of the reciprocal

lattice points that meet the 2D Bragg condition given an incident energy. As the beam en-

ergy increases, more and more higher-order diffraction can be observed (more intersections

on the Ewald sphere).

The above treatment entirely follows Kinematic scattering theory assuming only single
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scattering event for each incident electron. By including more details about the diffraction

process such as multiple inelastic scattering and inter-layer scattering, quantitative analysis

on the intensity variation of diffraction patterns with respect to the perpendicular momen-

tum (wave vector) of the incident electron beam becomes feasible, which is able to provide

structural information of unit cells and its ordered arrangement. Such analysis is often

referred to as dynamic LEED theory.

2.2.2 Instrumentation

A typical LEED system is consisted of three components, an electron gun, a collector with

screen and grids, and the controller electronics. In this thesis, the rear-view LEED system

from Princeton Research Instruments is added onto the RT-STM chamber. The electron

gun and the collector are integrated together into a retarding field analyzer (RFA), the

diagram of which is shown in Fig. 8, reproduced from the hardware manual. The electron

gun (filament inside) sits at the back of four hemispherical grids G1 through G4, coaxially

aligned. Two connections F1 and F2 goes to the controller for adjusting the filament current.

Thermionic emission and beam focus controls lie between the grids and the filament, which

provides fine tuning of the secondary emission and beam size. On the detector, grid G1

and G4 are grounded for electrostatic shielding, while G2 and G3, the retarding grids, are

shorted together and held at a negative potential with respect to G1 and G4 to block the low

energy inelastically scattered electrons and only allow those elastic electrons to pass through,

which is crucial for generating LEED signals. The dual grid setup is particularly powerful for

resolution enhancement in that it reduces the potential variations in the vicinity of the grids

[71]. At the very end of the grids, a spherical phosphorous screen is placed, whose screen

voltage is supplied through C on the controller. The system works by generating a focused

electron beam at a given energy through thermionic emission from the heated filament and

striking the sample placed at the common center of the hemisphere, backscattered electrons

are then collected and high-pass filtered via the retarding grids, which get accelerated by

the high positive potential difference between the collector screen and the grounded G4

with diffraction patterns appearing on the screen by phosphorescence. Typically, the beam
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Figure 8: Diagram of the rear-view LEED system, reproduced from the hardware manual.
F1 and F2 control the filament current. V1–V3 are the controls for adjusting the electron
emission and focusing the beam. G1–G4 are the four grids where G2 and G3 are connected
together for retarding the backscattered electrons. A phosphorous screen sits at the back of
the grids, held at a high positive potential with respect to ground so that filtered electrons
can be accelerated towards the screen to generate the diffraction patterns. Sample is placed
at the common center of the spherical grids and screen, and is generally perpendicular to
the incident direction.

energy is between 40 eV and 200 eV for studying graphene on SiC and the beam size is

about 0.5 mm in diameter. It is important to point out that since the ratio of the total

number of electrons being backscattered per incident electron is highly dependent on the

incident energy, samples that are not properly grounded or are insulating itself can easily

get charged up and generate a large amount of reflected electrons which greatly hinders

the differentiability of diffraction patterns on the screen. To study graphene on SiC, the

otherwise insulating substrate therefore has to be highly doped.
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2.2.3 LEED on Graphene/SiC(0001)

In general LEED images on Gr/SiC samples indicate the degree of surface order. Bright

backgrounds with reduced contrast usually imply some long-range disorder on the surface

and blurry diffraction spots are indications of small domains with different rotation angles

and possibly some contaminants present as well. In addition, approximate graphene layer

thickness can be obtained by comparing the relative intensity change between diffraction

spots from SiC and the graphene on top. Lattice information can also be easily extracted

from the diffraction patterns based on the geometric setup of the LEED optics. On SiC

surfaces, measuring the positions of (1, 0, l)SiC rods reveals the backscattering directions of

electrons, which can be then compared to the Ewald sphere construction to determine the

reciprocal lattice constant; After the inverse transform, real space lattice constant becomes

readily known. In reality, such technique is usually used the other way around to calibrate

a LEED system based on the known lattice constant. For studies on graphene on SiC, such

calibration helps to identify particular diffraction spots corresponding to different kinds of

surface reconstruction phases during and after the growth procedures.

As graphene grows very differently on the Si-terminated and C-terminated faces of

SiC, LEED images taken from the respective basal planes exhibit distinct characteristics.

Figure 9 shows two representative images taken on the two faces. On C-face, graphene grows

much faster and usually forms multiple layers on the substrate. However, such graphene

layers suffer from stacking disorder that gives arbitrary commensurate interlayer rotation

angles. Such phenomenon is easily seen by LEED in Fig. 10a from a multilayer graphene on

SiC(0001̄) surface, where the diffused ring pattern is consisted of a distribution of 1 × 1Gr

spots corresponding to the more or less continuous rotation angles. The six fold symmetry

inside the graphene ring is from the SiC substrate (1 × 1SiC), whose weak intensity is

a consequence of attenuation from the top graphene layers. Before graphene is formed,

the SiC(0001̄) surface undergoes a series of reconstructions dependent on the temperature,

namely 1× 1, 3× 3, and 2× 2. Such trending is shown in Fig. 10a, from Reference [72]. In

contrast, graphene grows much slower on the Si-face where one or two layers of graphene

can be controllably formed on the surface, whose LEED pattern are shown in Fig. 10b.
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(a) (b)

Figure 9: LEED images on (a) C-face SiC surface showing graphene ring outside the weak
SiC(1 × 1) spots and (b) Si-face SiC surface showing clear SiC(6

√
3 × 6

√
3 R30◦) around

SiC(1× 1) and graphene(1× 1). Electron energy is set at 72 eV.

(a)

(b)

Figure 10: Different surface reconstruction phases during graphene growth on (a) C-face
SiC, and (b) Si-face SiC. The figure is adapted from Reference [72].

Similarly, it shows the six fold symmetry from 1× 1SiC but with a clear 1× 1Gr rotated at

30◦. Such rotation comes from the epitaxy between graphene lattice and SiC. In addition

to the primary graphene and SiC rods, satellite spots surrounding them are also observed
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associated with the (6
√

3×6
√

3 R30◦) reconstructions, which is a unique characteristic of Si-

face graphene growth. The SiC substrate also goes through different reconstruction phases

during the stages of annealing, the possible LEED patterns including 1×1, (
√

3×
√

3 R30◦),

and (6
√

3× 6
√

3 R30◦) at different temperatures are shown in Fig. 10b, from [72].

Unfortunately, it is not easy to distinguish GNRs from the rest of the surface under

LEED due to the large beam size (0.5 mm). Micro-LEED and LEEM, with much narrow

electron beams, will be useful to probe local graphene structures on the surface, and can

even provide information about the tilted facets by rotating the sample surfaces.

2.3 Auger Electron Microscopy (AES)

2.3.1 Basic Theory

While LEED is routinely used for getting quick and accurate structural information on 2D

surfaces, it lacks the ability of providing fingerprints of chemical compositions. AES, on

the other hand, is capable of singling out each chemical element present on the surface and

can provide more detailed information about their compound types and layer thickness.

The technique is developed in 1960s based on the Auger radiation-less process earlier in

1925 by Pierre Auger. Similar to LEED, AES is making use of impinging electron beams to

acquire useful information from the backscattered electrons within a shallow depth from the

top surface. A major difference though comes from the fact that AES electrons undergoes

inelastic interactions with the surface atoms while LEED is assuming elastic scattering

from the samples. The Auger process involves two stages. When an external electron with

sufficient energy (a few keV ) approaches a surface atom, it excites the atom by creating a

vacancy in the core level electrons. The excited atomic state is not stable and quickly decays

to a lower energy state by an electron of higher shell levels filling the vacancy. The energy

difference between the two states is then adsorbed by another electron from another shell

level (Auger electron) to get ionized. When the excitation takes place within a few atomic

layers from the top surface, the Auger electron can be possibly emitted from the surface and

subsequently collected by the AES detectors. Such process is chemically sensitive because

the kinetic energy of the ejected Auger electron is usually characteristic of the parent atoms
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Figure 11: Schematic of a typical KLL process. An incoming electron (red) leaves the
surface in a doubly ionized state with the Auger electron acquiring the energy form the
electronic transition to leave the surface.

and appears as energy peaks in the detected electron spectrum. This process is highly

surface-sensitive because Auger electrons generated in deeper atomic layers undergo a series

of scatterings before leaving the surface and thus fail to show the characteristic energy in

the collected spectrum. For example, energies in the KLL process follow the relationship:

Ekin = EK − EL1 − EL2 , (48)

where Ekin is the kinetic energy of the Auger electron, EK is the binding energy of the

core level K, EL1 and EL2 are the binding energies for the respective L shells. Cartoons in

Fig. 11 better illustrate the Auger process.

Collecting high quality AES spectrum can be challenging. The Auger peaks are usu-

ally buried in a rather large background from the as-collected electron spectrum (N(E))

due to interferences from the secondary scattering and Auger electrons who lost energies

when ejected from the surface. Therefore it would be much easier to collect the deriva-

tive (dN(E)
dE ) of such electronic distributions to enhance the peak features. An alternative

derivative (d(E·N(E))
dE ) is also widely used to account for the higher intensity from the low
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energy end associated with secondary electrons. The derivative spectrum can be measured

by the modulation technique with an additional lock-in amplifier, where an input energy

modulated by a small AC component is used to strike the surface. When the modulation

amplitude is small compared to the primary current intensity, higher-order terms in the

Taylor expansion of the collected current signal in terms of energy can be neglected, leav-

ing the corresponding output proportional to the derivative dN(E)
dE . Figure 12 shows the

effectiveness of the technique and is adapted from Reference [73].

2.3.2 Instrumentation

Typical Auager systems are made of an electron gun for generating electron beams, an en-

ergy analyzer for sweeping and the beam energy and detect the signals. The RT-STM system

is equipped with a Cylindrical Mirror Analyzer(CMA) from Perkin-Elmer PHI model, an

Auger Control unit from Physical Electronics, a lock-in amplifier from Princeton Applied

Research, and a high voltage supply from NIM for the electron multiplier. A schematic

is shown in Fig. 13. While RFA, as introduced in the previous section can also work in

the AES mode, it suffers from a poor signal to noise ratio because it only filters out the

backscattered electron below a certain energy level. On the contrary, CMA is a much better

design for AES in that the two-cylinder structure, labeled as 1 and 2 in Fig. 13, only allows

a narrow energy range of electrons to travel through and be detected while both low and

high energy electrons will be adsorbed on the two cylindrical walls. By carefully tuning the

distance between the two cylinders and their potential difference, such energy bandwidth

can be adjusted. The CMA energy resolution is approximately 0.6% of the electron energy.

The above statement is based on a one-pass CMA, more advanced designs let electrons

‘double pass’ through the inner and outer cylinders in a figure-of-eight path, whose second

stage filtering aims at eliminating noisy background signals from interactions within the an-

alyzer. By design of CMA, it is much easier to reduce the large background through limited

electron passage; and the AC output component from the voltage modulation method can

be enhanced by use of a subsequent electron multiplier. Coupling the final output signal to

a lock-in amplifier enables direct detection of the differentiated electron spectrum.
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(a)

(b)

(c)

Figure 12: Use of modulation modulation for Auger peak enhancement. (a) an N(E)
example with high intensity at low and high energy ends with Auger peaks superimposed.
(b) Using the modulation method, local integral of energy distribution is measured at each
point. (c) the differentiated spectrum greatly magnifies the Auger peak without energy
shift. The figure is adapted from Reference [73]

Similar to LEED, AES requires the sample to be conductive and properly grounded,

otherwise the surface charging will add significant background noise to the signals. For

insulating surfaces, a grazing incidence can be used to reduce the charging effects. In

addition, CMA is particularly sensitive to the spacing and angle between it and the sample

surface. For the RT-STM system, the CMA is able to collect reflected beams about 42◦

from the surface normal. Position of the sample has to be carefully adjusted to maximize
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Figure 13: Schematic of the AES setup in RT-STM. The system consists of a CMA analyzer
in the center where 1 and 2 are the two cylindrical walls kept at negative potential from the
outer cylinder 2 to the inner cylinder 1 and cylinder 3 serves as the overall magnetic shield.
Heated filament inside CMA generates the electron beam with emission current around
1.2 mA, the beam undergoes a series of focusing lenses as traveling on the coaxial axis and
bombard on the surface. Auger electrons are then emitted towards cylinders 1 and 2 with
only those carrying allowed energies can travel through and arrive at the electron multiplier
on the other side. Output signal is amplified and transmitted to the lock-in amplifier to by
synchronously collected with the energies to form the AES spectrum.

the primarily interested elemental peak intensity prior to full spectral scan.

2.3.3 AES on Graphene/SiC(0001)

AES is particularly useful in obtaining information about surface cleanliness and graphene

coverage for studies on graphene on SiC. Normally, AES spectrum on such sample carry

three distinctive peaks, namely silicon(LMM) at 88 eV/92 eV, carbon(KLL) at 270∼273 eV,

and oxygen(KLL) at 502 eV. Oxygen is usually associated with silicon-related oxides with

silicon peak appearing around 92 eV in such cases. As the SiC substrate approaches different

temperatures during the growth process, it is found that the characteristics of the respective

peaks also change significantly with respect to the number of graphene layers formed on

the surface. The inset in Fig. 14 shows AES spectrum taken on one sample (HRT002)

but heated to different temperatures, from being hydrogen-etched bare SiC , to buffer layer
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graphene, and then to more than one layer of graphene. It is obvious that as more and more

graphitic carbon forms on the surface, the carbon peak tend to move to a lower energy than

the that found on SiC. Moreover, the peak to peak width could grow from 9.6 eV to 22 eV

[74, 75]. corresponding to SiC and graphite. Therefore, for a few-layer graphene sample, it

is expected that an asymmetric two peak feature near the primary carbon peak could be

seen in AES. Lastly, as the peak intensity of specific element is proportional to its surface

coverage, it is would be useful to investigate the ratios of silicon to carbon peaks, which

indeed varies substantially across samples. As will discussed below, such ratios can be used

to quantitatively estimate the number of graphene layers on the surface under the area of

the electron beam, and it is factually a standard method for determining thin film thickness

grown on a substrate.

Many factors could affect Auger peak intensities including but not limited to sample

quality, beam energy, Auger emission probability, efficiency of the analyzer, and modulation

parameters (sensitivity, amplitude, and RC constant). Therefore, quantitative analysis of

AES data usually deals with relative intensities. One of the most employed quantity is the

elemental peak ratios between the thin film and the substrate, which reduces uncertainties

pertaining to many of the measurement errors. Since the Auger electrons are attenuated

exponentially between each atomic layer, the overall peak intensity is simply the weighted

superimposition of contributions from each atomic layer, the calculation of which only relies

on three important parameters. Firstly, the averaged electron traveling distances need to be

known in order to evaluate the decaying factor. Inelastic mean free paths (IMFP) is usually

a reasonable approximation, but it does not account for the possible elastic scattering as

the electron travels along, which can be addressed by using the electron attenuation length

(EAL) instead. Secondly, the angle that CMA is able to collect electrons with respect

to the surface normal is needed for corrections on the IMFP, which is 42◦ in the setup

used here. Lastly, the backscattering matrix factor needs to be identified for each possible

chemical environment. To this point, Auger signal intensity for both carbon and silicon

under different environment settings can be analytically expressed as a function of the

number of atomic layers converted from either IMFP or EAL, the corresponding curve is
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Figure 14: AES attenuation model for graphene thickness estimation. The red curve shows
the exponential relationship between Si/C ratio and graphene thickness. The inset shows
evolution of AES peaks from one sample being transformed from hydrogen-etched SiC to
buffer layer graphene and finally to monolayer graphene. The vertical dashed lines shows
the corresponding thickness based on the Si/C ratio values.

plotted in Fig. 14. It is important to note that the model works well only if the film thickness

does not exceed the electron escape length, where the Si/C ratio is not approaching zero.

More details about the attenuation model can be found in Reference [73].

2.4 Scanning Tunneling Microscopy (STM)

LEED and AES, along with a lot of other popular surface science techniques, haven proven

the extraordinary power of electron-based microscopy in accurately uncovering both struc-

tural and chemical information at a vertical resolution of a few atomic layers on various

materials. However, such techniques still lack the ability to directly visualize atomic lat-

tices of matter and probe the electronic properties on the same scale at the same time.

In pursuit of the longstanding dream of seeing the true atoms, Gerd Binnig and Heinrich
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Rohrer invented Scanning Tunneling Microscopy (STM) in 1981 and were awarded Nobel

prize in physics for their revolutionary masterpiece in 1986, only five years after the first

atomic images came out. Ever since then, tremendous efforts have been granted into both

experimental and theoretical development of the STM technique. As of today, more than 30

year later, STM is still regarded as the gold standard for exploring materials at the atomic

scale.

2.4.1 Principles of Working

STM works by placing a metallic atomically sharp probe/tip close to a conductive sample

surface, typically within 10 Å and make various kinds of electric measurements. A voltage

difference V is applied between the tip and the sample and the tunnelling current I through

the vacuum gap is collected. The sign of the voltage determines the type of electronic surface

states explored, which investigates the empty states at positive sample bias and the filled

states on the negative side. By the nature of tunnelling, STM current is extremely sensitive

to the vacuum gap distance Z, the bias voltage, and the electronic properties on both the

tip and the sample. For every 1 Å distance the tip departs the sample surface, the observed

current decreases by approximately one order of magnitude. Therefore, although the STM

tip radius can be large, up to a few hundred angstroms, atomic scale resolution can still be

realized due to fact that the dominant contribution to the tunnelling current usually comes

from the apex at the very end of the tip rather than the bulk material. On the other hand,

such ultra high sensitivity also means sophisticated mechanical and electronic design are

crucial for stabilizing the tunnelling junction between the tip and the surface, which will

be discussed later. STM can operate in ambient environment, but maintaining sustainable

surface order and reliable high imaging resolution usually requires vacuum and even UHV

conditions. One of STM’s greatest advantages is its versatile modes of operation other

than topographic imaging. Frequently utilized modes include multi-bias imaging, dI/dV

spectroscopy, dI/dV mapping, and I-Z measurements.

STM is largely based on the quantum mechanical tunnelling phenomenon, which states

that electrons are able to tunnel through an energy barrier between the tip and sample at
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Figure 15: Schematic of a STM tunnel junction. The tip and sample is separated by
about 10 Å with the sample connected to a DC voltage supply and the tip connected to an
operational amplifier to amplify and convert the tunneling current. The lower right panel
shows the energy diagram within the tunnel junction with respect to position.

finite probabilities forming a weak but macroscopically static current. This problem can be

simplified into a one-dimensional rectangular quantum barrier problem, which can be easily

solved by solving the Schrödinger’s Equation,

− ~2

2m

∂2ψ(z)

∂2z
+ UBψ(z) = Eψ(z) (49)

ψ(z, E) = ψ(0, E)e−κz (50)

P (z, E) = |ψ(z, E)|2 (51)

= |ψ(0, E)|2e−2κz (52)

κ =

√
2m(UB − E)

~
(53)

43



where z is the coordinate perpendicular to the surface, E is the electron energy, UB is the

rectangular barrier height, ψ(z, E) is the electron wave function within the barrier width,

and P (z, E) is probability of finding electron at position z, depending exponentially on z. In

STM, a bias voltage V is added to one side of the barrier lifting the Fermi level Ef by eV .

Hence the tunnelling current is then the overall contribution from electrons going through

the lifted barrier with all possible energies E between Ef − eV and Ef .

I ≈
E=Ef∑

E=Ef−eV
|ψ(z, E)|2 = |ψ(0)|2e−2κz (54)

Using the local density of states (LDOS) at position z defined by,

ρ(z, E) = limε→0
1

ε

E∑
E−ε
|ψ(z, E)|2 (55)

We can express the current in terms of the LDOS on the sample surface by,

I ≈ V ρs(0, Ef )e−2κz (56)

In κ, the barrier height UB changes as z and V changes (UB(z, V )), but the above deriva-

tion assumes the applied bias is much smaller than Ef and thus κ remains constant for

all electrons. The expression immediately follows that tunnelling current is exponentially

dependent on the tip height from the surface revealing the origin of the ultra high surface

sensitivity mentioned earlier.

A more rigorous description of STM tunnelling is from Bardeen and then extend by

Tersoff and Hamann based on perturbation theory and Fermi’s golden rule. In this approach,

the general tunnelling current (It→s and Is→t) flowing in both ways between sample (s) and

tip (t) are simply the summation of electrons of all energies transition between sample states
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and tip states, weighted by the transition probabilities (Rt→s and Rs→t):

Ri→f =
2π

~
|Mfi|2δ(Ei − Ef ) (57)

It→s =
2πe

~

∫
|Mts|2ρt(E − eV )ρs(E)ft(E − eV )[1− fs(E)]dE (58)

Is→t =
2πe

~

∫
|Mts|2ρt(E − eV )ρs(E)fs(E)[1− ft(E − eV )]dE (59)

I(T, V, z) = |It→s − Is→t| (60)

=
2πe

~

∫
|Mts|2ρt(E − eV )ρs(E)[fs(E)− ft(E − eV )]dE (61)

I(T = 0) ≈
∫ Ef+eV

Ef

|Mts|2ρt(E − eV )ρs(E)dE (62)

where f(E) is the Fermi-Dirac distribution, ρ(E) is density of states on either sample or

the tip, Mfi is the symmetric transition matrix between the initial state and the final state,

which depends on the barrier height and width as well as temperature. At low temperatures,

f(E) is basically a step function, hence comes the approximated zero-temperature tunneling

current in Eq. 62, which is a much simplified form but it only becomes useful when a concrete

expression is found for Mts.

In Bardeen’s approach, sample and tip are treated completely separately as the basis

set of the whole tip-sample system, so that the potential U from either one does not affect

the electrons near the other. Using time-dependent perturbation, the transition matrix can

thus be evaluated as:

Mts = 〈ψt|Ut|ψs〉 =
~2

2m

∫
S

(ψs∇ψ∗t − ψ∗t∇ψs)dS (63)

where S is the surface separating tip and sample regions. Such treatment works well for

large tip-sample separations where the interaction is indeed weak between them, but it is

invalid in the case of a narrow tunnelling barrier. Up to this point Mts is still not in a

concrete form that can be easily calculated because the wave functions φs and φt are not

known.

Tersoff and Hamann made additional assumptions to simplify the Mts calculation. They

assume that the primary atom that generates the tunnelling current is in the s state giving

rise to an s-wave-function, ψt(r) = κReκR e
−κ|r−r0|

κ|r−r0| , where R is the curvature of the tip with
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respect to the center r0 and κ defined earlier. The separating surface S also is presumed

to be a 2D plane. For ψs, it can be written as a 2D Bloch wave expansion. Using such

assumptions, the matrix elements fall into a very simple form:

Mts ≈ ψs(r0) (64)

The above equation provides a simple description of STM images, which is essentially a

map of the density of states on the sample as can be deduced from Eq. 62. However, this

approach oversimplifies the tip structure and ignores the finite bias effects of the tunneling

current. While the approximated tunnelling current neglects some of the physical details,

it still serves as a reasonably good interpretation of STM images.

Finally, a widely-adopted semi-classical solution using one-dimensional WKB approx-

imation states that the potential barrier can be assumed to be trapezoidal and thus the

matrix element becomes:

|Mts|2 = e
−2

∫ z
0

√
2m(φ+ eV2 −E)

~2 dz
, (65)

where the equivalent UB in Eq. 56 is replaced by the averaged work function φ from the tip

and sample plus contributions from the sample bias eV/2. Combining Eq. 62 and Eq. 65,

the tunneling current is rewritten as:

I ≈
∫ Ef+eV

Ef

ρt(E − eV )ρs(E)e
−2z
~

√
2m(φ+ eV

2
−E)

dE. (66)

2.4.2 Experimental Design

Since the tunnel junction between the tip and the sample is the key to STM, all experi-

mental designs centers around making such junction more structurally stable, mechanically

accurate, electronically noise-free, and chemically clean. The first thing to consider is the

environment an STM would work in. Although STM was originally introduced in air and

achieved atomic resolution, ambient environment can be detrimental to reactive surfaces

like semiconductors, metals and other functionalized forms due to the rapid surface con-

tamination; in addition, humidity, circulation, and mobile molecules from the air can add

obscuring and noisy background in the collected current. Therefore, STM scanner head is
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most often placed in UHV chambers so that the insulation layer between the tip and the

sample contains almost nothing but emptiness and other useful experimental techniques are

readily accessible. In some circumstances, other types of insulating medium becomes better

than UHV, such as inert gas for studying chemical processes and liquid-phase materials for

exploring biological processes.

In order to operate, the STM tip and sample have to be brought close enough to each

other for measurable tunneling current, but not too close for crashing into each other. The

normal operating distance is on the order of 10 Å, which means any external mechanical

perturbation, if not avoided, could significantly affect the stability of the tunnel junction.

What is more, STM aims at achieving lateral resolution equal or better than 1 Å and

vertical resolution 0.1 Å, implying potential performance degradation from vibrations in

the surrounding environment. Therefore, vibration isolation is the first step to ensure the

feasibility of STM. Vibrations come from various sources. Buildings and walls usually give

rise to low resonance frequencies below 50 Hz while acoustic waves from people running, air

circulation, and etc. can add additional excitations. Line noise around 60 Hz from running

electrical machines like vacuum pumps is another common vibration source. Additional

sources specific to individual environments also need to be identified, such as spoiling inside

dewars and periodic elevator operations. Fortunately, several routes exist to damp out

the unwanted mechanical noises. For low frequency vibrations (below 20 Hz), they can be

possibly avoided by suspending the STM scanner on massive table supported by pneumatic

systems. For medium frequencies (20 − −200Hz), tension springs or stacked plates of

materials can be used for stage-by-stage damping. Lastly, high-frequency noises (higher

than 200 Hz) are usually filtered out by electrical filters, although the best solution is to

have the scanner head carrying a high enough resonance frequency so that it can not be

easily excited. Both the LT-STM and LT-STM systems used in this study make use of all

the strategies as the entire chamber is held on massive air table with the scanner head held

by tension spring and viton inserts serving as additional damping; RT-STM is equipped

with magnetic damping mechanisms as well. Electrical amplifiers with band-pass filters are

used before the signal is recorded.
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(a)

(b)

Figure 16: Piezoelectric effects used in STM. (a) Possible scanner designs with single piezo
tube and multiple piezo tubes, figure adapted from the RHK-900 manual. (b) Piezo tube
bends as a voltage difference is applied across its surface, the horizontal displacement is used
for scanning or offsetting in the XY plane. A simple geometric calculation can determine
the planetary movement as a function of piezoelectric coefficient, tip length, and voltage

To raster over the sample surface at atomic scale, the STM scanner must be capable of

infinitesimal movements. However, to bring the sample and surface close over mm range,
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it also need the ability to do coarse motion. Therefore, the movements on a STM stage

are jointly controlled by two positioners, a coarse positioner and a fine positioner, both

of which are made of Piezoelectric actuators. Piezoelectric effects are the only type of

electromechanical effects that provides the high sensitivity STM requires. The most common

material is PZT (Pb[ZrxTi1−x]O3), which can be made UHV-compatible and is free from

magnetic effects. The most important factor is that PZT operates at all temperatures

from well-above room temperatures to mK range. The PZT coated positioners work by

the reverse Piezoelectric effect, where an applied voltage difference (several hundred volts)

across the material induces a strain that makes it contract/expand. The type of deformation

depends on the direction of the electric field being parallel or anti-parallel to the polarization

vector in the material, which is predefined by applying a large electric field to form net

ferroelectric polarization, reorient-able through heating. Typical resolution for Piezoelectric

materials (Piezoelectric coefficient or PC) is approximately 1 – 4 Å/V at room temperature.

Actual usage of PZT in the STM fine positioner involves one or more PZT tubes that

provide all XYZ motions of the tip. Depending on the connection geometry, different types

of STM scanners can be designed. In Fig. 16a, some of the possible designs are listed, which

is adapted from the RHK-900 controller manual [76]. In our systems, the scanner is made of

a single PZT tube with the outer surface consisted of four individual quadrants of PZT and

the inner surface a uniform layer. The outer surface controls the XY motions by electrically

bending the tube to one side whereas the inner surface uniformly contracts/expands the

entire tube to make Z adjustments. Figure 16b shows the movement details. By the nature

of the design, XYZ offsets are added to the scanning movements resulting a xy-scan area

up to 4 µm by 4 µm and a z-range of 2 µm. It is important to note all the above discussions

are for room-temperature scenarios. As the temperature goes lower and lower, scanning

become more and more challenging. The key problem stems from much weakened PC and

increased friction from frozen adsorbates. For instance, PC on the LT-STM XY scanner

is 160Å/V at room temperature but drops to 40Å/V at helium temperature, a factor of 4

difference. It means that low temperature motion is only 25% effective at most compared

to the room temperature counterpart. Thus, a higher voltage is need for scanning at low
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temperatures and proper calibrations are essential at different working temperatures.

(a) (b)

Figure 17: STM scanner head used in this study. (a) LT-STM scanner places the tip verti-
cally and the sample can be slided in and out horizontally in. Multiple contacts are available
at the back of the sample insert that enables local transport measurements. A double-layer
Dewar is mounted on top that can cool the tunnel junction quickly from elevated temper-
ature to 77 K or 4 K; the copper coils in the bottom provides an vertical magnetic field up
to 2 T. (b) RT-STM scanner placed the tip horizontally and the sample can be vertically
inserted into a coarse positioner as the Inchworm stepwalker is connected from behind. A
single piezo tube is used for the tip that is mounted onto a Macor block with high resonance
frequency. Up to ten STM tips can be stored on top of the tunnel junction.

The STM scanner heads for LT-STM and RT-STM are shown in Fig. 17a and b. In RT-

STM the sample is pushed horizontally in and out of the tip by a sliding holder connected

with a coarse positioner called Inchworm step walker. In contrast, it is the tip in LT-STM

that moves vertically via a more modern coarse positioner that avoids the creaking between

clamp changes in the stepwalker. Coarse approach brings the tip-sample distance down

to µm scale when fine positioners take over to achieve actual tunnelling. Different coarse

approach designs have been developed over the years, which categorizes STM into various

styles. Two famous ones are the beetle-style rotation design taking advantages of inertial

forces and the Pan-style design capable of working in either stepwalker or inertial mode.

Electronics play an instrumental role in STM as it controls the scanning head and collects

imaging data simultaneously. The electronics is usually consisted of two parts, a servo that
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provides a feedback loop for controlling the tunnelling junction and a high voltage supply

sending the voltage signals to the scanner head. The feedback loop in our systems is based

on an infinite PID controller loop that compares the collected tunnelling current with a

setpoint and calculates an output response from the error voltage based on proportional

and accumulated deviations. The response signal is then sent to the Z-channel of the tip for

maintaining a constant current (discussed in Section. 2.4.3). In addition to the PID loop,

stages of current-to-voltage amplifiers, digital-to-analog converters, and analog-to-digital

converters also contribute to the servo construction. More details about building a digital

servo can be found in a previous thesis [77].

(a) (b)

Figure 18: Tip-etching using the double lamellae method. (a) Experimental setup with 2 M
KOH used as the etching solution and a 8 V DC voltage supply. The two rings are made of
stainless steel wires fixed onto an insulating rod. (b) Equivalent circuit shows the chemical
reactions on each electrode. Real etching takes place on the anode while most hydrogen gas
is generated from the cathode.

Another important aspect of STM is tip and sample preparation. Sample surfaces are

usually either freshly cleaved or grown in-situ shortly before STM measurement. Samples

loaded in through air will undergo outgassing at mild temperatures or be sputtered to

remove the contaminants on top. Heating in UHV can be achieved by electron bombardment

where electrons are accelerated onto the back of samples from a hot filament held at a large

negative potential with respect to the samples. Direct current heating is also performed
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for some the studies on semiconductors. While recipes for sample preparation are well-

investigated depending on the properties of materials present, the STM tip-forming process

is not yet fully understood. Typically, STM tips are mainly fabricated from two methods,

namely cutting and electrochemical etching. Tips made by using a sharp tip cutter oriented

at 45◦ to basal metal rod are easy and fast to fabricate but frequently suffer from multiple

tip imaging and lacks control of the final shape. Therefore, a lot of efforts have been put

into developing reliable electrochemical tip etching techniques [78] among which the drop-

off method stand out because of its speed, simplicity, and controllability. In this thesis,

the double lamellae drop-off method [79] is primarily used for the tip fabrication, whose

experimental setup and equivalent circuit are drawn in Fig. 18a and b. A metal rod to

be etched is placed vertically on the co-axis of the two rings. By supplying a positive

potential on the upper ring and a negative potential on the lower ring with a drop of OH−-

containing solution in the ring creating an electrolytic cell the setup forms a complete circuit

loop, where sharpening takes place on the upper ring. When the etched part becomes thin

enough, gravity pulls the lower rod between the two rings off the rest of the rod creating

a taper shape at the end serving as the tip. Advantages of such technique comes from the

fact that most tiny bubbles from the hydrogen formation during etching are on the lower

ring thus preserving a uniform etching rate on the rod. In addition the mechanical force

free electrical connection provided by the two ring setup minimizes the possibility of hook-

shaped tip formation. Finally, as the lower part drops off, etching is immediately cutoff

due to the incomplete circuit, which does not require any sophisticated circuit breaker and

avoids further etching as compared to traditional drop-off methods. After etching, tips are

cleaned by water/ethanol streams and put into the loading chamber at 10× 10−8 mbar.

Before STM, tips need to be flashed to a high temperature to break the possible oxide

and any other residue on the end. It is also possible to reform and sharpen the tip during

tunneling such as dipping into atomic flat silver or gold with field emission performed

afterwards. Sometimes, the tip picks up clusters of material from the surface which are

loosely attached to the end, such features may be eliminated by mechanical perturbation

such as fast scanning at high bias or rapid change in Z positions.
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A worthy note on tip formation is that it is not just the sharpness that matters, tip

geometry, shape, and chemical composition all contribute to the stability and achievable

resolution in STM imaging. Potential improvement on the utilized setup include reducing

the thickness of the lamellae so that a smaller contact area between the solution and the

tip rod leads to a final taper shape with larger cone angles, more sturdy support of the

electrical circuit to avoid vibrations that could break the lamellae, fine control of the distance

between the lamellaes to find the optimal length of metal rod that gives sharper and shorter

tip ends when dropping off, and additional inert coating on the metal rod near the upper

lamellae that can further reduce the contact area giving shorter cone shapes. Usage of

single-crystalline metals for STM tips has also been investigated [80].

2.4.3 Modes of Operation

STM is quite versatile in its operation modes. Its primary application is Topographic

Imaging, which can be achieved in two ways (sample bias is fixed). In Constant Height

mode, vertical position of the tip stays unchanged while the current variations as a function

of XY spatial positions are recorded as the STM images. However, this mode resembles

a slow feedback loop which means it is only useful for imaging atomic flat surfaces but

can be operated at high scanning rate. In Constant Current mode, the tunnelling current

remains the same by frequent adjustment on the tip z-positions recording STM images of

tip heights as a function of XY spatial locations. This mode is widely used by default

since it can promptly respond to height variations on the surface without sacrificing the

lateral resolution. From Eq. 66, more simplifications can be made to better understand

the topography mode. Since most STM tips are made of metals that have relatively flat

density of states near their Fermi Levels, ρt(E) stays constant and can be extracted from

the integral. The barrier height can also stay unchanged as it is largely determined by

the sample work function when the sample bias V is much smaller compared to it. So the

tunnelling current becomes:

I ≈ e
−2
√
2mφ
~ zρt(Ef )

∫ Ef+eV

Ef

ρs(E)dE (67)
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Under such approximations, STM images under both Constant Current and Constant

Height modes are essentially proportional to a constant LDOS map, with extremely high

sensitivity to the physical height corrugation due to the exponential factor. Therefore,

STM images are always mixtures of true topography and surface electronic states, which

are often difficult to distinguish from each other. One possible solution is repeated scanning

of identical areas with different biases. examining stationary features between images can

provide clues to real structural information.

Point Spectroscopy is another powerful aspect of STM. By fixing the tip height and

sweeping the sample bias between a certain voltage range, tunneling current changes can

be recorded as one-dimensional I − V curve. However, most of the time it is the first

derivatives of such spectroscopic profiles that provide more detailed information about the

surface electronic structures, which are typically measured in conjunction with a lock-in

amplifier. The dI/dV or differential conductance can be calculated analytically from Eq. 66

as:

I(z, V ) ≈ ρt(Ef )

∫ Ef+eV

Ef

ρs(E)T (z, V,E)dE (68)

where,

T (z, V,E) = e
−2
√

2mφ+ eV2 −E
~ z (69)

dI(z, V )

dV
≈ ρt(Ef )[ρs(E)T (z, V,E)|E=eV +

∫ Ef+eV

Ef

ρs(E)
dT (z, V,E)

dV
dE (70)

≈ ρs(eV )T (z, eV ) (71)

It follows the assumption that ρt(E) stays constant as discussed earlier and T (z, V,E),

equivalent to the tunnelling matrix, does not vary much at small biases. Thus, the dI/dV−V

spectra is directly related to the surface LDOS at energy eV with z in height, but modulated

by the tunnelling matrix. To get rid of the modulation effect, it is sometimes useful to

54



normalize the spectra by dividing I/V :

dI/dV

I/V
≈ T (z, eV )ρs(eV )

1/V
∫ Ef+eV
Ef

ρs(E)T (z, V,E)dE
(72)

≈ ρs(eV )

1/V
∫ Ef+eV
Ef

ρs(E)dE
(73)

dI/dV

I/V
∝ ρs(eV ) (74)

T (z, V,E) is approximately canceled from the numerator and the denominator to the first

order. Also the denominator in the last step can be treated as a constant because it is the

average LDOS within the integration range. So it becomes clear that such normalization

indeed eliminates the effect of the tunnelling matrix. However, it relies on a continuous

finite LDOS of the sample on the denominator, which means semiconducting materials

with energy gaps can not use this technique.

Although temperature has not been much involved in the previous formulation, it does

play a vital role in limiting the energy resolutions of the spectroscopy data and the voltage

values for modulation (Vmod) in dI/dV measurements. Morgenstern, et al [81] have stated

that the thermal broadening typically makes the LDOS features wider with a Gaussian

width of:

∆E =
√

(3.3kBT )2 + (2.5eVmod)2. (75)

Therefore, at 4.2K, the best energy resolution is limited at a few meV and the modula-

tion voltage should be on the same scale. At 300K, however, broadening effects become

significant as the best energy resolution is on the order of 100 meV.

Point spectroscopy can be easily extended into a 2D version which is often referred

to as Differential Conductance Mapping (dI/dV mapping). In this mode, dI/dV

spectroscopy is recorded at each location the STM tip scans across a surface area and a

topographic image is taken simultaneously. The actual process can be performed in two

distinct fashions, namely the open-loop and closed-loop approaches. The open-loop method

is usually good for high energy resolution mapping but takes a tediously long time to finish

while the closed-loop method is often used for getting quick LDOS information on a large
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Figure 19: dI/dV mapping in STM. The collected data is 3-dimensional with the xy being
the spatial locations and E being the energies in each spectra at each location. An topog-
raphy image is taken at the same time so that correlations between space and density of
states can be deduced. Point STS can be extracted at each location along the energy axis
while DOS maps can be extracted at each energy point slicing parallel to the xy plane.

scale at energies around the bias setpoint. The collected data is then essentially three-

dimensional with the XY dimensions showing the spatial information and the Z dimension

covering the LDOS features. One therefore can think of the dI/dV mapping as taking energy

slices of spatial distributions of LDOS on the surface which has proven to be extremely

helpful in understanding carrier scattering process, electron density distribution, defects,

and so on. In addition to examining dI/dV maps directly, Fourier transform analysis is also

a great tool for extract more information in the data. Since the LDOS are measured against

spatial positions, Fourier transformation results in showing features in the momentum space,

which is directly related to wave vectors of electrons. By combining such transformed maps

at different energies, an E(k) relationship can be established providing direct insights into

the band structures of materials at nanometer scale. A schematic in Fig. 19 better illustrate

the mapping mode.

I-Z measurement mode is the last operation mode will be discussed, though a lot more

can be found within the STM community. The I − Z mode involves pulling the STM tip
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away from the sample at fixed z-steps while collecting the changing current (feedback loop

on hold). The physical meaning of such measurement can be easily seen from d(lnI)/dz:

d(lnI)

dz
≈
d(ln(ρt(Ef )

∫ Ef+eV
Ef

ρs(E)dE + −2
√

2mφ
~ z))

dz
(76)

≈
√
φ (77)

Apparently, the logarithmic derivative d(lnI)/dz measures the equivalent work function of

the sample surface. By measuring such spectra at decreasing sample biases until an ohmic

contact is observed, a good estimate of the tunneling gap ∆z can be obtained. It is also

possible to map the work function distribution within a scanning area, this is particularly

helpful in studying heterostructure and their interfacial effects.

The original STM has inspired numerous new STM designs for exploring additional

information such as chemical potential, magnetic structure, and but not limited to trans-

port properties. Popular modified STM setups include spin-polarized STM, 4-probe point

contact STM, scanning tunneling potentiometry, and so on. The core vibration control

and feedback loop also simulated development of other related microscopy techniques, such

as Atomic Force Microscopy, Magnetic Force Microscopy, Lateral Force Microscopy, just

to name a few. After almost 40 years of invention, STM research is still a booming and

exciting field, whose future can only be brighter.

2.4.4 STM on Graphene/SiC(0001)

The Graphene/SiC(0001) system can appear quite differently under STM depending on its

growth environment and number of graphene layers on top. High resolution STM image are

typically more easily acquired on UHV-grown graphene on SiC(0001), which is believed to

be much cleaner than the furnace-grown alternative. As has been discussed in the previous

chapter, graphene forms an interface buffer layer on SiC(0001) underneath the first elec-

tronically real graphene monolayer. The buffer layer which gives 6
√

3×6
√

3 reconstructions

in LEED are however typically imaged as 6 × 6 periods under STM, as can be seen from

the larger scale hexagonally distributed depressions in Fig. 20a. The discrepancy is mainly

caused by the tunneling condition where high bias imaging tends to give more pronounced
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6× 6 periods while low bias imaging (< 1.5V ) uncovers the detailed 6
√

3× 6
√

3 structures.

In addition, the 6× 6 intensity also weakens quickly as more graphene layers form on top.

Figure 21a, with sample bias set at −1.5V , shows the fine details in the 6
√

3 × 6
√

3 re-

construction which mainly represent protrusions in the local electron density. True atomic

structure of buffer layer graphene is not fully understood and not directly imaged by STM

either. For layer-1 graphene, the first graphene layer on top of buffer layer, atomic lattice are

usually imaged with a background corrugation from the buffer layer. This is best illustrated

in Fig. 20c that individual graphene hexagons are clearly identified but the longer-range

height variations assume a18.7 Å (6 × 6) periodicity. Top left corner of Fig. 20c shows

abnormal periodic patterns that correspond to the commonly observed
√

3 ×
√

3 electron

scattering at graphene boundaries, which is along the armchair direction in this case. STM

has been widely used for studying such scattering processes along inhomogeneous bound-

aries and around surface defects. Another type of boundary comes from surface steps, STM

has given evidences that graphene lattice can grow continuously over small step edges as

seen in Fig. 21b from a 2.5 Å atomic step, but for large steps tens of nm in height, related

work is deficient and it is going to be a key question this thesis is dedicated to answer. For

few-layer graphene samples, triangular lattice features can be found under STM due to the

Bernal stacking order of graphene layers on SiC(0001), in comparison to the rhombohedral

stacking scheme on SiC(0001̄).

Spectroscopy also shows rich features in the Graphene/SiC(0001) system. Due to the

charge transfer between SiC substrate and graphene, an n-type doping is typically observed

in STS which appears as a shoulder around −0.5V . Figure 20b and d both show such

features. Apart from this common observation, STS on buffer layer usually renders a

considerably low density of states around 0V indicating its strong interaction with the

substrate, whereas monolayer graphene samples show the theoretical linear dispersion in

STS at low energies approximately between ±500 mV. At higher voltages, the STS is

usually asymmetric with the negative bias side lower than the positive side, which can be

explained as the nonequivalence in filled and empty states in the tunneling matrix. As

more graphene layers are added, the system’s band structure heavily deviates from the
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linear dispersion with STS usually giving parabolic curves.

Various quantized electronic states can also rise up as a result of different graphene

geometries. For example, Fig. 20b shows a bandgap around 0.3 V on the graphene island

because of the quantum confinement effect. Localized states due to edge terminations on

GNRs are also frequently observed. In addition surface strain, substrate interaction, and

defects can all add features in STS data. As a reference, typical appearance of STS taken

on buffer layer and monolayer graphene on SiC can be found in [82–85].
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Figure 20: STM on monolayer and buffer layer graphene. (a)Topography image showing
a graphene island in the top right corner surrounded by buffer layer, 6 × 6 patterns can
be resolved (−2 V, 40 pA). (b) Spatially averaged STS on buffer layer in a. (c) Atomic
imaging near the edge of the graphene island in a showing the graphene lattice on top of
the 6 × 6 periods; edge scattering is observed along the edge in the top left corner of the
image (−1 V, 40 pA). (d) Spatially averaged STS on the graphene island in c; a bandgap is
observed near the center.

(a) (b)

Figure 21: STM on graphene near step edges. (a) Topography image taken at sample bias
−1.5V shows more fine structures related to (6

√
3 × 6

√
3 R30◦) in addition to the 6 × 6

periods. (b) Graphene lattice grows seamlessly over a small step edge,2.5 Å high. A 3D
cartoon is shown for the inset region. b is adapted from [82].
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CHAPTER III

GRAPHENE NANORIBBONS GROWN ON SiC(0001)

As discussed in previous chapters, graphene nanoribbons open up the door for integrating

bandgap engineering with the intrinsic transport properties of bulk graphene. In particular,

epitaxial sidewall graphene nanoribbons grown on SiC, unlike the other alternatives, reduces

edge roughness, provides better width control by the nanostep heights, and shows ballistic

transport properties. However, the GNR structural dependence on the step directions, its

electronic structures, as well as origins of the ballistic transport channels remain unclear.

To understand the epitaxial sidewall graphene system in more detail, a local experimental

method is required. STM is an ideal choice to probe both the topographical and electronic

structures of this system. In this chapter, we discuss different ways of imposing nanosteps

of different heights on the SiC(0001) surface from which graphene nanoribbons are grown

using the confinement controlled sublimation method. From STM imaging, we observe

different step formations and graphene growth near the steps. Significant electronic states

are also observed by STS and are explained by various local effects present in the system.

3.1 Sample Preparation

People have found evidence that the growth of graphene preferably starts at step edges on

SiC and hence the graphene nucleation density is high [68]. If the growth temperature,

time, and atmosphere can be carefully controlled, it is possible that graphene would form in

a stripe form along the step directions and eventually grow into nanoribbons on large scale

surface steps [68]. Therefore, imposing step structures on SiC surface serves as a crucial

role in controlling the morphology and quality of graphene nanoribbons grown on top of

them.

An important advantage of epitaxial sidewall graphene nanoribbons is the ability of

controlling the ribbon width through SiC step heights. One way to create large SiC steps
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(≥ 10 nm in height) is by controlling the experimental conditions during the hydrogen-

etching phase or graphene growth process so that the initial atomic steps quickly flow and

self organize into a single uniform step, which is also called step bunching [168, 177]. The

other way of achieving a large step height is to use standard lithography and ion etching

techniques to define vertical trench structures on the SiC surface that will later evolve into

low-energy nanofacets during the high temperature annealing.

3.1.1 Self-organized GNRs

Step bunching on 4H- and 6H- SiC has been observed and studied for more than 2 decades.

Research has found that the normal Si-C bilayer steps (2.5 Å) on the surface tend to co-

alesce into larger steps such as half or full unit cell high steps (microsteps) after high

temperature annealing [168, 179] Under certain conditions, they can form even larger steps

with increased heights up to tens of nanometers (macrosteps) [111, 168]. While it is an

interesting observation, anisotropic step bunching is detrimental to traditional electronic

devices in that the step-bunched SiC substrates introduce undesirable microroughness at

the junctions of terraces which greatly lowers carrier mobility and affects additional device

overlayers, resulting in degraded performances [104, 144]. In the case of epitaxial GNRs,

however, one can instead make use of the otherwise problematic step bunching process to

establish regularly stepped arrays on the surface with controlled heights to grow GNRs only

along the step edges. Transistor circuits can be built on these GNRs by depositing dielectric

layers and metal gates [68].

To understand the mechanism behind the observed step-bunching process, one has to

note that atomic steps present on SiC substrates tend to diffuse (stepflow) at different rates

under elevated temperatures including hydrogen etching and epitaxial growth processes,

due to surface instabilities such as step kinetics, step stiffness, step-step interactions, and so

on [164, 167]. Monte Carlo simulations [160] have shown that there are six different stepflow

velocities corresponding to the three inequivalent terraces and two distinct step edges on a

6H-SiC(0001) surface. Similar conclusions can also be made for 4H-SiC surfaces. Different

surface energies can be explained as the reason for different diffusion velocities between Si-C
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Figure 22: A schematic showing the stepflow process on 6H-SiC(0001): (a) the three in-
equivalent SiC bi-layers have different stepflow velocities and there are two types of steps
SN and SD with different edge terminations; (b) the outcome of the stepflow-induced step
bunching results in a full unit-cell height step; The figure is adapted from [160].

bilayers [96, 132, 196], which causes the steps to rearrange into a ‘hill and valley’ structure

forming low-index nanofacets during growth or etching to minimize the overall surface

energy. It is generally believed that surface energies on C-face are lower than Si-face since

C-face are experimentally found much less prone to step bunching [143, 144, 216]. Therefore,

in the application of GNR on SiC, Si-face SiC serves as a better candidate substrate for

creating higher steps and providing better control of number of graphene layers during

growth.

The first sample (25ed30 [223]) studied is from a nominally on-axis conductive (0.015

– 0.028 Ω · cm) 4H-SiC(0001) substrate, where GNRs are grown directly on the flat surface

by annealing at 1500◦C for 9 min. Steps on the surface are extensively bunched together

during graphene growth. As the substrate has a small miscut angle 0.1◦ from the 〈112̄0〉

direction, most bunched step facets have Miller index (112̄n). As can be seen from AFM

images taken on the sample, surface step heights can go up to 20 nm. Moreover, monolayer

graphene is mainly found near the step edges as revealed by EFM measurements comparing
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before growth and after growth (contributions from the work function change in SiC basal

planes is therefore minor), where the contrast differences are mainly caused by the work

function change between SiC terraces and graphene-covered sidewall nanofacets. STM and

STS measurements are also performed on the sample to investigate the electronic properties

of the sidewall graphene which will be explained in detail in later sections.
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Figure 23: AFM and EFM images from sample 25ed30: (a) AFM image shows the step
bunching on the surface, relatively straight bunched steps up to 8-nm high can be seen.
(b) EFM image shows that steps edges are higher in electrostatic force signal compared to
the rest of the surface, serving as an indication that graphene is only present near the step
edges while the terraces are possibly covered with buffer layer. (c) Horizontal line profile
across (a) showing the bunched step heights.

Achieving simultaneous step bunching and sidewall graphene formation is convenient

and efficient. However, it is difficult to control the exact growth conditions and hence the

results may not be reproducible. A different approach would be pre-forming regular step ar-

rays on SiC surface and inducing step bunching through high temperature hydrogen etching

which both increases surface smoothness and reduces microsteps on the surface. A second

sample, T79 [223], is from an off-axis conductive 6H-SiC(0001) substrate which has a miscut

angle of a few degrees towards (112̄0) (for more details about the four index Miller-Bravais

convention, see Refs. [87, 162]). Off-axis SiC surfaces are more prone to step bunching and
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can potentially produce high quality large steps [115, 202]. The growth results are consis-

tent with the literatures which shows wide flat terraces connected by single bunched step

structures as high as 40 nm under AFM imaging [115, 202]. EFM measurements again show

work function changes along the step edges due to sidewall graphene formation.

T79 exhibits promising potential of vicinal SiC substrates in epitaxial GNR growth on

large surface steps, however, the miscut angle is fixed which limits the bunched step to

similar angles and heights. To form nanofacets on steps of different heights and directions,

and study the different GNRs formed there, a vicinal surface that incorporates different

miscut angles is necessary. In sample HDS009 (on-axis conductive 6H-SC(0001) [223]),

surface grinding is utilized to impose a spherical dimple structure in the substrate, the

curve of which gives continuously changing miscut angles. Grinding is done in a TEM

dimple grinder (Gatan 656) with the sample mounted on a steel chuck via wax (Crystal

Bond 509) and coated with diamond compound (Kay Diamond). Followed by initial dimple

formation, subsequent mechanical polishing is performed to reduce grinding damages. The

overall procedure produces a 30 µm in depth and 1mm in diameter dimple in the center

of HDS009, as shown in Fig. 26a. After high temperature hydrogen etching, extensive

step bunching are observed under AFM (shown in Fig. 26b). It is clear that step density

changes at different positions in the dimple which lead to bunched steps of different heights

and angles, can be useful for exploring the relationship between step bunching/graphene

growth and local surface angles. Due to the circular shape of the dimple, step bunching

can take place in different directions on the surface and are relatively straight compared to

local curvatures, which opens up the opportunity to study GNRs grown along different step

edge terminations.

3.1.2 Lithography Patterned GNRs

Self-organized step bunching provides large steps of decent quality through a simple proce-

dure, but they lack the ability to precisely control the height, position, and density of the

formed step structures. In contrast, lithography patterning has long been used to define

artificial structures on a surface with nanoscale precision. This process can easily create
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Figure 24: AFM and EFM images from sample T79: (a) AFM image shows the step
bunching on the surface, horizontally bunched large steps of 40 nm high with wide flat
terraces. (b) Vertical line profile across (a) showing the bunched step heights. (c) EFM
image shows that steps edges are about 2V higher in electrostatic force signal, consistent
with observations from 25ed30. (d) Line profile across c, showing the signal differences.

(a) (b)

Figure 25: Dimple grinder used for making HDS009 (a) Gatan 656 dimple grinder (grinding
speed, force, and wheels can be adjusted; dimple depth can be monitored); (b) Schematic
showing the grinding head with a grinding wheel spinning perpendicular to the specimen
normal and the stage rotating about the specimen surface normal; the inset shows the actual
grinding process, compounds are added between the sample and wheel.
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(a) (b)

Figure 26: surface characterization of dimpled samples (a) dimple structure under an opti-
cal microscope can be readily seen. The surface is relatively smooth and steps circulating
around the center can be identified. (b) AFM image of a typical dimpled sample after
hydrogen-etching which gives straight and smooth bunched steps. The heights are on aver-
age 10 to 15 nm.

Figure 27: The HDS009 surface. The top pane plots a schematic showing the dimple struc-
ture in the center of the sample which is 30µm in depth and 1 mm in diameter. The bottom
pane compares step densities at different locations/heights in the dimple as approximately
indicated by the cross-sectional cartoon in the middle; it clearly demonstrates that step
density becomes higher and higher while terrace width becomes smaller and smaller as
going from the bottom to the top of the dimple.
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densely-packed and aligned features on the surface that are ideal for further device fabri-

cation. For this study, electron beam lithography (EBL) and reactive ion etching (RIE)

are used for creating arrays of trench structures into the SiC substrate. After removing

the residue from the patterning process, the sample is graphitized using the CCS method

similar to the self-organized GNRs.

Samples are firstly spin-coated with photoresist and then CAD-designed arrays of lines

are patterned by EBL along a particular direction (〈112̄0〉 or 〈11̄00〉). After exposure and

development, samples are transferred into a conventional RIE system with SF6 − O2 −

Ar plasma for etching away the unmasked regions. Lastly, residual resist is removed by

dipping into buffered oxide etch (BOE) and subsequent selective graphitization process

follows. Figure 28a shows the schematic and the actual trenches under AFM right after the

patterning process. During high temperature growth, the vertical step edges begin flowing

and organize into particular higher-order nanofacets, where graphene preferentially forms

due to the instabilities of Si atoms with more dangling bonds on these crystal planes. The

outcome is examined by EFM measurements, which confirms that graphene only forms

along the step edges, and terraces away from them are essentially only covered with buffer

layer. Sample EDJP1 (zigzag-direction), 4HNNA (zigzag-direction) [223] are all processed

in this manner with slight differences in patterning and growth parameters. Substrates used

on these samples are on-axis conductive 4H-SiC(0001).

3.1.3 In-vacuum Preparation

All samples are grown by confinement controlled sublimation (CCS) method in a home-

built low-vacuum CCS furnace [182]. 25ed30 and HDS009 are hydrogen etched in the CCS

furnace prior to growth; patterned samples are firstly annealed at 1100◦C to stabilize the

trench facets. To limit graphene formation only along the step edges, growth parameters

are carefully tuned. It is found that higher temperature (1500◦C– 1570◦C) and shorter

graphitization time (1 min – 9 min) tend to give both good-quality step bunching and

selective graphene formation over the sidewalls.

All samples are kept in air for certain periods from 1 to 30 days before transferred into
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Figure 28: GNR samples using lithography patterning (a) lithography patterning pro-
cess involves spincoating, development, plasma-etching, lift-off cleaning, nanofaceting, and
graphene growth, each corresponding to one of the staged cartoons. (b) AFM image right
after the patterning is finished showing rectangular step structures imposed on the surface.
(c) AFM image after high temperature growth showing all structures are rounded and the
steep step edges are faceted (d) EFM image shows a distinct difference between step edges
and the terraces indicating limited graphene growth only near the nanofacets.
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a UHV system for further characterizations. Samples are initially outgassed at 500◦C for

a few hours to eliminate potential water and other molecules picked up from the ambient

environment, after which it is annealed again at 800◦C to 850◦C for 20 minutes. LEED

and AES measurement are conducted to characterize the graphene coverage and chemical

composition on the surfaces.

C

Si

C

Si

(a) (b)

(c) (d)

Gr
(1X1)

SiC
(1X1)

buffer layer

(6 3 6 3)X

O

Figure 29: LEED and AES on sample HDS009 after annealing at 400◦C in (a),(b) and
850◦C in (c),(d). Both LEED images, taken at 106 eV, show SiC(1 × 1) rods with weak
Graphene(1 × 1) rods rotated 60deg. SiC(6

√
3 × 6

√
3)R30 pattern can be identified. AES

shows clear silicon peaks at 92.5 eV and carbon peaks at 274 eV with shoulder peaks indi-
cating graphene presence. The Si/C ratio is estimated to be (b) 0.257 and (c) 0.286. In
addition, oxygen peak is also present in (c).

A typical LEED image taken on sample HDS009 are shown in Fig. 29(a) and (c). 1× 1

first-order SiC rods (red circles) and 6
√

3× 6
√

3 reconstructions with weak yet clear 1× 1

first-order graphene rods (green circles) can be easily identified, which is different from

the normal much brighter 1 × 1 graphene rods on multilayer graphene samples and is
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similar to the normal weak graphene patterns found on only buffer layer covered samples.

Therefore the averaged graphene coverage on the surface should be between zero to one

monolayer. Figure 29(b) and (d) are the AES spectra from sample HDS009 after annealing

in vacuum, where the shoulder peak to the left of the primary carbon peak at 272 eV is

typically attributed to graphitic carbon structures on the surface, in this case mostly buffer

layer and monolayer graphene. Si/C ratios calculated from respective elemental peaks

are 0.257 and 0.286. From the Auger attenuation model discussed in Chap. 2, graphene

thickness is estimated to be equivalently between 0.75 and 0.9 monolayer, consistent with

STM observations explained in the later sections. Both LEED and AES results support the

sidewall graphene growth model that graphene forms much faster on the sidewall facet near

an step edge than it does on the flat terraces resulting in fractional monolayer coverage on

the surface.

Samples typically get much cleaner in terms of stable imaging and quiet tunneling

current under STM after higher temperature annealing. Comparing 850◦C annealing and

400◦C annealing, LEED images show better contrast between the SiC/Graphene spots and

the background, while AES results show higher Si/C ratios and an absence of Oxygen

peaks as can be deduced from Fig. 29 (similar results are observed on other GNR samples

as well). This serves as an indication that at around 850◦C, oxides and other carbon-rich

contaminations can be mostly eliminated from the sample. However, it is worth pointing

out that the silicon peak position in the after-annealing AES measurement stays at 89 eV

which is a signature of silicon oxide, hence suggesting that residual silicon-related oxide

species are still present on the surface, despite of the lack of an obvious oxygen peak in the

spectra. Nonetheless, a high temperature annealing is still a necessary step to prepare the

sample surface in a fresh and clean, though not to the full extent, starting condition for

STM measurements, which indeed has been confirmed by much more stable STM imaging

shown in the subsequent sections.
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Table 1: Selected List of Samples

Samples HDS009 HDS002 25ed30 T79 EDJP1 EDJP2 4HNNA 4HPGNR

On-axis Yes Yes Yes No Yes Yes Yes Yes

Poly-type 6H 6H 6H 6h 4H 4H 4H 4H

Step Height
(nm)

– – 10 – 15 30 20 20 25 10

Step
Direction

ZZ ZZ ZZ ZZ ZZ ZZ ZZ ZZ

Step
Formation

DSB DSB SB SB Litho Litho Litho Litho

ZZ stands for zigzag; DSB stands for dimpled step-bunching; SB stands for step-bunching;
Litho stands for lithography;

3.2 Sidewall Graphene along Zigzag Directions

3.2.1 SiC Sidewall Formation

In this thesis, we focus on the nanofacet and nanoribbon properties after GNR growth, and

not refinement of the growth procedures. However, we briefly summarize our observations

of the growth from the samples employed for these studies.

Figure 30 shows STM images of SiC sidewalls formed on the differently prepared sam-

ples after growth. At a large scale of several hundred nanometers, both on-axis (Fig. 30(a)

and off-axis Fig. 30(b)) samples exhibit high order of step bunching leading to large steps

of 15 to 40 nm in height. Clearly, T79, the off-axis sample, has a more regular spatial dis-

tribution of steps and they tend to be larger and more uniform in height (40 nm), which

can be attributed to the much different stepflow velocities on the vicinal facets. Steps on

HDS009, the dimpled surface, have more variabilities depending on the local miscut angle

in the dimple. It is found that step bunching heights near the top of the dimple with larger

miscut angles (4◦) tend to be higher (15 to 30 nm) and more variable in directions after

growth, while near the center of the dimple with smaller miscut angles, step heights are on

the order of 10 nm and usually stay more ordered after the high temperature process. As

for the patterned samples, pre-defined trench structures are largely preserved, though more

details from ministep formation can be already seen from the large scale images in Fig. 30c.

Upon zooming in, more fine structures around the sidewalls are revealed. Firstly, ministeps
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Figure 30: STM images of sidewall formation on different samples. (a) steps in the dimple
on HDS009, typical heights are between 10 and 20 nm (4 V, 50 pA). (b) steps on T79, which
are regularly spaced with terrace width around 1µm and step height mostly at 40 nm (3 V,
40 pA). (c) steps on 4HNNA, predefined steps are faceted surrounded with small islands on
the top and bottom terraces, the overall height of the faceted step is 15 nm (3 V, 50 pA).
(d) tunneling conditions is (−3 V, 20 pA). (e) tunneling condition is (−4 V, 40 pA). (f)
tunneling condition is (−2 V, 30 pA). d-f are corresponding zoom-in images of a-c.

formation are commonly observed on all sample surfaces shown in Fig. 30d-f (corresponding

to Fig. 30a-c). The ministeps are on average 1 to 2 nm, or several Si-C bilayers, in height.

On the self-organized samples, this can be explained as incomplete step bunching which in-

troduces narrow merger regions between the microsteps resulting in multiple staircase-like

sidewalls. On the patterned samples, it is possible that both incomplete step bunching and

different stepflow velocities and surface energies between different SiC layers lead to step

splitting that minimizes the overall surface energy. It is worth noting that ministeps are

more common on the patterned samples whereas a large portion of the original steps are

completely bunched together on self-organized samples. While this phenomenon is not yet
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fully understood, one of the reason could be that step-bunching is a natural self-organizing

process without much external intervention while lithography patterning introduces arti-

ficial starting points with more variability for step formation that are not stable and are

energetically different between different SiC layers. Finally, slight differences in growth

conditions and growth furnaces between samples could also lead to different growth results.

40 nm

facet

bottom

top(a)

(d)

(b)

(c)

24.4 Å

Figure 31: STM images comparing sidewall formation on self-organized (HDS009) and pat-
terned (4HNNA) samples. (a) A typical step formed on HDS009, which is relatively straight
despite the sample’s macroscopic circular design (−4.5 V, 30 pA). (b) a representative step
edge on 4HNNA, which exhibits wandering behavior that switches between zigzag and arm-
chair directions with 30◦ from each other; the black line highlights the local step directions
(1.5 V, 50 pA). (c) Zooming on the sidewall facet in Fig. 31 near the switching point; inter-
esting period features can be seen and the on average 1 Å corrugations on the sidewall are
also observed (2.0 V, 50 pA). (d) Line profile taken from the periodic features in Fig. 31d
showing a 24.4 Å period that determines the local facet plane

Figure 31 demonstrates two typical step edges found on HDS009 and 4HNNA respec-

tively. It clearly shows that on the dimpled surface (Fig. 31a), regardless of the curvature

in the dimple, steps are relatively straight on 100 nm scale. This is also true for the other
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two self-organized samples. However, on the samples where trenches are patterned along

the zigzag direction (Fig. 31b and c), step edges tend to wander along the predefined direc-

tion switching to other directions. From the periodic features observed near the transition

region, comparing to possible SiC sidewall facet models, it is found that the sidewall facet

changes from being (112̄ 16) to (11̄0 10)(periodic features separated by 27.55 Å) which is

along the armchair direction. This is likely due to the different facet energies between the

two directions and the growth process favors a lower energy configuration. While such phe-

nomenon does not occur on every step structure on the patterned surface, it has indeed

been observed multiple times on the sample and could potentially be an important factor

in determining the electronic structures of sidewall GNRs grown near such step edges. In

fact, since different step termination implies different bonding geometry which can make the

selective GNR growth direction-dependent, GNR formation on unstable step edges could

exhibit a degraded transport characteristic because of the additional barriers from the wan-

dering steps and altered vertical bonding to the underneath sidewall facets. It has also been

recently reported that partial faceting of zigzag facets into armchair ones does happen fre-

quently on lithography patterned step structures along zigzag directions and no electronic

graphene is identified on the facet walls [69] which is consistent with our STM images, as

well as STS results shown in later sections.

Finally, high resolution STM images in Fig. 32 taken around well-formed sidewalls on

the samples reveal that the otherwise steep edges are indeed all relaxed into single low-

energy nanofacets. Typical facet angles found on the on-axis samples are 22◦, 25◦, and

28◦, corresponding to SiC (112̄0 16), (112̄ 14), and (112̄ 12) facets. The dimpled sample

gives rise to sidewall facets of variable angles dependent on the location within the dimple.

Nanofacets near the top of the dimple are usually shallower than those near the center of

the dimple. Facet angles on the patterned samples are correlated to the initial height of

the trench structure, for instance, the 25 nm high trench in Fig. 32c results in commonly

measured facets of around 20◦ while a typical step on another patterned sample with 9 nm

high trenches exhibits a 13◦ facet angle approximately. Another important observation on

these single nanofacets is that regions close to them (both top and sidewall) are mostly
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Figure 32: STM image showing topography of well-formed SiC sidewalls on different sam-
ples. (a) HDS009, step direction goes from the top left to the lower right of the images;
periodic structures can already be identified, continuously covering the entire terrace and
sidewall facet; atomic steps are completely bunched into the single uniform facet (0.8 V,
30 pA). (b) T79, a vertical step edge separating the facet and top flat terraces; sidewall
facet has some long range corrugations but is generally much smoother than the particle-
covered top and bottom of the terraces (−2.5 V, 30 pA). (c) 4HNNA, also showing a vertical
step edge with the sidewall facet on the left. Near the step edge, both sidewall facet and
top terrace are significantly smoother than the area around them (2.5 V, 50 pA)

significantly smoother than the flat terraces away from them and always stay free from

contaminations. As discussed previously, these samples are essentially covered with buffer

layer with graphene only forming near the step edges from the AES attenuation model and

LEED image comparison, it hence indicates that the smoothness near the step edges are

mainly because of graphene presence. Though not a direct evidence of graphene formation,

the smooth features serve as a guide for finding sidewall GNR under STM.
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3.2.2 Topographic and Atomic Imaging

An STM image taken near a typical step edge on HDS009 is shown in Fig. 33a and its inset.

The step bends down along the diagonal direction of the image with a large step height

around 15 nm clearly identified from the line profile (Fig. 33c) of the inset in Fig. 33a. As

has been discussed before, although the surface away from the steps (on the flat terraces) is

often times covered by large and rough features, the top corners of the steps always remain

clean and smooth-looking as expected for a graphene or ordered buffer layer covered region.

The unique underlying physics that is protecting these areas is going to be studied in the

later sections.

With further zooming-in near the top edge of the step (Fig. 33a), graphene lattices can

be readily seen, which extend continuously from the top terrace down to the sidewall. In

the transition between the top terrace and the sidewall, the imaged lattice is distorted (on

the order of 5%) and rotated (10◦) even after thermal drift correction, in comparison to

the much less deformed graphene lattice imaged on the top terrace away from this region,

shown in the inset of Fig. 33b This is a combined consequence of lattice shearing and

stretching from the local non-uniform strain. Effects of imaging distortion of the tilted

surface can be excluded as well since it only introduces lattice stretching perpendicular to

the step direction. Such strain is likely introduced by thermal mismatch (the expansion of

graphene [214] and contraction of SiC substrate) [114, 174, 180] during the cooling phase

of the growth process and also possibly caused by local defects (which could explain the

rotation of the lattice), but more studies are needed to reveal the true origins of the local

strain. In contrast, almost undistorted hexagonal lattices can be easily identified in regions

away from the step edge as marked by the black hexagon in the inset of Fig. 33b. These

results serve as a hint that, although graphene growth is continuous over the step, it would

lead to both topographically and electronically different graphene near the step edge as

compared to the top flat terrace. Combining the 22.3◦ facet angle deduced from the line

profile (Fig. 33c) with the orientation of the hexagons near the edge, this step reveals itself

as the (112̄ 16) facet with a zigzag edge termination.

More evidence of the presence of graphene is provided in Fig. 33d and Fig. 33e, where
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Figure 33: STM image showing topography of a typical sidewall facet on HDS009. (a) an
STM image showing the overall step structure from a large step bunch shown in the inset,
facet estimated to be (112̄ 16). (b) On the top terrace of a, near the step edge with both
distorted (to the left) and undistorted (inset) graphene lattice present. Graphene lattices
near the step edge are stretched and sheared compared to the lattices on the flat terrace
farther away from the step edge (inset), with an additional 10◦ rotation. The two images
are not on the same scale. (c) Line profile taken along the dashed green line in the inset
of a. (d) top terrace of b, showing the undistorted graphene lattice in this flat region. (e)
FFT of d showing the the (1 × 1)Gr periods (2.34 Å on average). Images are acquired at
sample biases (a) −0.6 V, (b) −1.0 V, (e) −0.6 V with tunneling current set at 30 pA.
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hexagonal graphene on top of the quasi 6 × 6 superlattice is clearly imaged, as well as

underlying bright protrusions with triangular symmetry resulting from the electron density

redistribution between the buffer layer and SiC substrate [84]. Figure 33e, the FFT of

Fig. 33d, more clearly shows the graphene 1 × 1 (2.34 Å on average) periods. Right along

the step edge, bright modulated LDOS features are also observed, whose parallel period is

5 Å and perpendicular period is 3.7 Å. Although the origin of this pattern is not yet clear,

it is not likely to be the commonly observed (
√

3 ×
√

3 R30◦) scattering patterns as it is

known that zigzag-terminated graphene prohibits such scatterings [154, 171, 200].
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Figure 34: STM image showing topography of a step edge on 25ed30. (a) topography of the
step edge lying vertically, a bulge-up structure on the step edge can be seen. (b) horizontal
line profile of a.

With more graphitization near the step (25ed30), it is more clear that graphene con-

tinuously grows over the edge as shown in Fig. 34 and also in Fig. 38a, which shows a

bulge-up (60 pm) near the step edge, lying vertically in the image (total step height 18 nm).

Such bulge-up is also found in Fig. 33a and very common near other step bends on both

samples. We believe the origin of this feature is the thermal stress from the cooling down

after growth, where the SiC substrate contracts while graphene expands. As graphene is

more bonded to the substrate on the flat top terrace [201] than on the sidewall facets, it will

have to bulge up at the transition region. Similar to Fig. 33b, graphene lattices near the

bending regions also appear to be distorted compared to the flat terrace, due to the topo-

graphical curvature and the aforementioned thermal stress introducing significant strain in

itself. Again the step direction is along the zig-zag direction with respect to the graphene

lattice.

79



(c) (d)

(b)

15 nm

(a)

Figure 35: STM image showing step structures on EDJP1 at different scales. (a) Patterned
step structure split into multiple ministeps but with smooth-looking flat plateau. (b) A
line profile taken along highlighted path in a shows the overall step is 15 nm in height. (c)
Zooming onto a small ministep in a which shows weak 6× 6 pattern on the narrow terrace.
(d) Atomic scale graphene lattice acquired from c with 6×6 corrugation in the background;
lattice constant is measured to be 2.48 Å without obvious distortion or strain; tunneling
condition is set at 1.5V and 0.5nA.

On the patterned sample EDJP1, shown in Fig. 35, atomic graphene is also resolved

near the faceted trench sidewalls. However, it is mostly found on the split narrow ministeps

(Fig. 35a) or on the plateau near the top of the trench sidewalls, where the quasi 6 × 6

reconstruction can be easily seen. Since the ministeps are typically 1 to 2 nm different

in height from one to the next, it implies that graphene lattices are most likely extending

continuously between them [82], covering the entire sidewall facets. In contrast to the

lattice distortion found on HDS009 and 25ed30, such phenomena has not been observed

on EDJP1 so far. It is possible that due to the step splitting, graphene lattice experiences

a more balanced force on the flat regions and thus can better relax on and between the

ministeps resulting in much less strain between the carbon atoms.

It is worth noting that, from Fig. 32, Fig. 33b, Fig. 37, along with other STM images

over the sidewall facets, graphene, or at least the smooth-looking material layer, typically
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covers the entire sidewall and part of the top flat terrace near the step edge, but terminates

right at the bottom of the facet walls. Such overgrowth is observed on all samples meaning

that the top terrace is kinetically and/or energetically favored in the selective graphitiza-

tion. As graphene formed in this particular part of the top terrace is on one side connected

to the buffer layer while sidewall graphene on the other, such transitional graphene could

be structurally different than normal pristine graphene, and potentially exhibit interest-

ing characteristics. For discussions about sidewall GNRs, contributions from such regions

should not be neglected

terrace

sidewall
terrace

(a)

(b)

Figure 36: Imaging instability on sidewall facets on HDS009. (a) STM imaging becomes
more and more unstable as the tip moves onto the nanofacet while rest of the image exhibits
atomic scale details (1.5 V, 30 pA). (b) two steps of roughly 5 nm in height both show
instability near the step edges (−2.5 V, 25 pA).

Apart from atomic scale imaging near the step edges, STM tips have frequently experi-

enced imaging instabilities on large facet walls as shown in Fig. 36. While the rest of the

images shows decent quality with some of them even achieving atomic details, tunneling

current becomes highly unstable when imaging is taking place right in the middle of the

sidewalls but fully recovers after the tip leaves those areas. The fact that imaging appears

stable and the STM tip doesn’t show irregular characteristics after exiting the sidewall
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facets suggests that the interaction between surface and tip is mostly mechanical through

mechanisms like resonance or vibration [98, 157]. Based on the observation that graphene is

present near the step edge and grows seamlessly onto the sidewalls, it is possible that upon

extending further down onto large sidewall facets away from the step edge, graphene lattice

becomes differently interacting with the underlying SiC nanofacet and therefore turn into a

form that is able to easily deflect to external perturbations [86, 100, 157] including electric

fields in the case of STM. As a reference, a suspended-graphene resonator about 100 nm in

length, in the limit of zero tension, has a resonance frequency on the order of MHz [98] .

While a clamped nanomembrane with area size of 10 nm has a basic resonance frequency

on the order of GHz. In the case of sidewall graphene, the different structural geometry,

stronger interaction with the substrate, and sharp edge terminations can lead to a much

lower resonance frequency.

For the other samples (T79, 4HNNA, and other patterned ones), atomic scale graphene

lattices were not directly resolved under STM imaging, but their general characteristics are

similar to samples HDS009 and 25ed30 (note that the resolution of STM depends on the

particular tip in use). Figure 37b and e illustrate structures of two step edges formed on

4HNNA and T79 respectively. Notably smooth regions are found on the top terraces in

Fig. 37c and f, where the SiC(6 × 6) periods are clearly imaged. The sidewall facets also

exhibit smoothness of a magnitude higher than the other flat terraces and appear to be

continuously connected at the bending edges with the SiC(6 × 6) periods aforementioned,

although no clear atomic structure can be identified. Furthermore, transport measurements

(not shown) on the off-axis sample T79 manifest ultra low resistance only along the sidewalls

acting as a significant conductive channel, signature of graphene presence on the otherwise

insulating SiC substrate [120]. All these facts indicate that graphene may be actually

present near the step edges. The reason of graphene lattice being not readily observed

could be that such graphene is electronically different from what has been observed on the

samples discussed above and thus making it difficult for distinguishing their LDOS from the

underlying SiC surface in STM. In fact, Fig. 37a and d show the topography right on the

sidewall on 4HNNA and T79, whose long-range corrugation resembles a bare SiC surface,
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Figure 37: STM images on the sidewall facet and top terrace near the step edge on 4HNNA
(a–c) and T79 (d–f). (a) imaging on the sidewall facet in b shows fine structures residing
on surface corrugations as the background (2.0 V, 50 pA). (b) Across the step edge on
4HNNA, both sidewall and top terrace are smooth-looking, free from the dense disordered
particles seen on other flat regions and seemingly connected continuously (2.5 V, 50 pA).
(c) Zooming onto the top terrace reveals SiC(6 × 6) patterns (2.0 V, 50 pA). (d) imaging
on the sidewall facet in e (−1.2 V, 40 pA). (e) Across the step edge on T79 (2.0 V, 40 pA).
(f) Top terrace imaging in e (−2.0 V, 30 pA). (g) height profile of the sidewall facet in a
with RMS roughness 0.3 Å. (h) height profile of the sidewall facet in d with RMS roughness
1.1 Å.

but with weak fine structures that may be attributed to other origins. RMS roughness on

the sidewall (≤1 Å) is also found to be smaller than that from the bare SiC substrate used

for this sample (≥2 Å), indicating a possible additional layer over the facet. This conjecture

83



is further supported by analysis of STS measurements taken in such regions, as will be

discussed later.

3.2.3 Electronic Characteristics of Sidewall Graphene

The electronic structures of graphene grown over the step edges is characterized by STS

measurements taken both at individual locations and as maps over the scanning area while

imaging. Figure 38c shows STS spectra taken at marked spots in Fig. 38a near the bulge

on 25ed30, all of which reveal series of discrete LDOS peaks. dI/dV spectra were obtained

as the digital derivative of the acquired I(V ), using a smoothing width of 0.0625 V. The

spectral shapes at positive sample bias, when scaled up and mirrored around zero sam-

ple bias axis (black curves), coincide strikingly well with those on the negative bias side.

This electron-hole symmetry is a strong indication that the observed features derive from

graphene near charge neutrality, and not from SiC electronic states. Note that small volt-

age shifts to the black curves are included in order to fully align spectral features of the

graphene band structure. The amount of shift is determined by maximizing the normal-

ized cross-correlation coefficients that matches the peak positions between the negative and

positive side of the spectra manifesting the electron-hole symmetry. Physically, the shifts

correspond to the Dirac point energy with respect to the Fermi level (zero sample bias)

in each spectra which all turn out to be positive and smaller than 50 mV indicating slight

p-doping of graphene near the step edges, in agreement with recent transport and ARPES

measurements [11] (although the ARPES was done on armchair-oriented sidewalls). The

asymmetry of the intensities of the peaks on the two sides can be attributed to the non-

equivalence of the tunneling matrix in STM at positive and negative biases which depends

on the specific tip.

In order to interpret these energy states, we start by indexing them from low to high

biases with increasing integers ±N . It is found then that the peak energies linearly scale up

with the square root of the absolute integer index values. The least square fitting results

are shown in Fig. 40b and they clearly confirm the
√
|N | dependence of the peak positions.

Moreover, averaged STS measurement along different regions of interest near a second step
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Figure 38: (a) STM image of a step edge on HDS009, showing the continuous graphene
growth over the step, graphene lattices are distorted at the bending edge (−0.6 V, 30 pA).
(b) Averaged STS measurement along different regions of interest indicated in a) (the same
area in Fig. 33a). The black curves are the scaled mirror of the negative bias side in each
spectra.
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Figure 39: STM image of an over-graphitized step edge on 25ed30 and STS measurements.
(a) Atomic graphene lattice, acquired at sample bias of 1.0 V with tunneling current 30 pA
(total step height is 18 nm, along the zigzag direction of graphene). b) Line profile showing
the curvature near the step. c) Point STS measurement at locations marked in a) near the
step bulge with peak indices labeled by the dashed lines. The black curves are the scaled
mirror of the negative bias side in each spectra.
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Figure 40: (a) Linear fit results of peak energies with the square root of their indices from
the spectra in Fig. 38b. (b) shows the similar linear trend found in averaged STS spectra
in Fig. 39c.

edge on HDS009, indicated in the lower left inset in Fig. 38a, also exhibits similar LDOS

peaks and the least square fit results of peak energies over square root follows the same

linear trend.

The
√
|N | scaling of localized electronic states are commonly observed in Landau Lev-

els in monolayer graphene under perpendicular magnetic fields as EN = λ
√

2e~v2
FB|N |

with λ = ±1 representing the electron and hole states [121, 139] . However, it is theoreti-

cally predicted [23] as well as experimentally observed [21, 25] that non-uniform strain in

graphene produces pseudo–Landau levels (pLLs) in the absence of magnetic field, with the

same mathematical formulation except that B is replaced by the pseudo magnetic field Bp,

as discussed in Chap. 1. Therefore, after comparing the
√
|N | scaling in our STS data with

the theoretical pLL model, the observed discrete energy states are indeed the pLLs result-

ing from significant strain in the sidewall graphene near the top corner with the estimated

pseudo magnetic fields of, respectively, 266 T, 286 T, 260 T for the first three spectral loca-

tions in Fig. 39a, and 371 T at the location marked blue, assuming vF ∼ 1×106 m/s. These

effective magnetic fields, on the order of 200–300 T, correspond to a significant amount of

strain in the graphene near the step edge which well explains why the associated graphene

lattice appears to be distorted in Fig. 33a. However, it has to be noted that it is the spa-

tial gradient of the strain that plays the key role giving rise to pseudo magnetic fields, the
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mathematical details of which can be found in Chap. 1. Since the first three locations are

spatially close, it is not surprising to find the pseudo magnetic fields and consequently the

strain roughly the same with each other. However, the fact that the blue region exhibits

much higher pseudo magnetic field implies the bending region where the step just starts to

curve down onto the sidewall carries the largest strain and hence graphene grown over there

should have the most altered electronic structures. In contrast, the estimated pseudo mag-

netic fields in Fig. 38a are 483 T, 349 T and 489 T from averaging area G to E. Compared

to the the previous results, these values are much larger indicating a larger strain variations

within this area, which is consistent with the much more distorted graphene lattice near

the step edge in Fig. 33a.

The pseudo magnetic field can also be estimated by evaluating the apparent displace-

ment in atomic positions from the STM images. Figure 41b plots the displacement field

(deformed and undeformed lattice sites), from which the u(r) can be calculated and in-

terpolated over the 2D area. The undeformed lattice constant is chosen as the spacing

between centers of hexagons imaged on the top terrace to the far left where the hexagons is

by large undeformed, therefore the displacement field is only showing the relative change in

graphene lattice between the transition region and the flat top terrace. Using Eq. 43, the

averaged pseudo magnetic field is on the order of 500 T, in good agreement with the results

extracted from the STS spectrum. More accurate calculation would need to account for

the discreteness of the lattice sites and actual local bonding environment that affects the

hopping amplitude and its dependence on the bond length.

A significant result of this work is the discovery that strain in the vicinity of the nanofacet

transition is not only due to curvature of the graphene. In fact, the strain appears to be

predominantly bond stretching and shear which apparently results from thermal distortions

during growth, and a change in the epitaxial constraint from the top terrace to the nanofacet.

In order to better understand the origin and the potential implications of the observed strain

effects, experimental results are compared to Molecular Dynamics simulations constructed

to broadly mimic the experimental system, but with a focus on strain effects. Simulations

were performed by S. Zhu and Prof. Teng Li in the Mechanical Engineering department
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(a)

(b)

20Å

Figure 41: Estimate of pseudo magnetic field from topography. (a) atomic STM image near
the step edge, the same area where the STS is taken in Fig. 39. (b) deformed (red) and
undeformed (blue) lattice sites measured from a, along with the interpolated displacement
field u(r), which shows the relative change in graphene lattice between the transition region
and the flat top terrace. The yellow lines denote the apparent displacement field u(r) with
the line thickness representing the magnitude of apparent distortion, ranging from 0.7% to
9.5% approximately.

at the University of Maryland (see, e.g., Refs. [219, 221]). The model setup is shown in

Fig. 42a, where graphene bends over a rigid substrate. The substrate is modeled by a layer

of graphene with zero degree of freedom for its atoms. Periodic boundary conditions are

imposed in x direction. A sharp bending with an assigned angle is imposed at y = 0. The

second-generation reactive empirical bond order potential [195] is adopted to describe the

carbon-carbon covalent interaction in graphene. The initial flat configuration of graphene

has a width of 20 nm along the y direction. Each carbon atom in the graphene interacts

with substrate atoms via the Lennard-Jones potential Vgs(r) = 4εgs(
σ12
gs

r12
− σ6

gs

r6
), where εgs =

0.00284 eV, σgs = 0.34 nm, corresponding to a typical interlayer interaction in graphitic

systems. The graphene initially evolves freely to accommodate the bending feature while

trying to conform onto the entire substrate. The simulation is carried out using large-scale

atomic/molecular massively parallel simulator (LAMMPS)[173] with canonical ensemble

at a temperature of 5 K and a time step of 0.0005 picosecond. After the graphene has
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Figure 42: Molecular dynamics simulation results. a) initial model consists of a 20× 20 nm
rigid substrate including a 10 nm flat terrace on the left and a 10 nm facet at an angle θ
on the right, and another 2020 nm graphene on top of the substrate. Periodical boundary
condition is imposed along x direction. b) morphology of graphene conformed to the SiC
substrate after energy minimization. The substrate is not shown for visual clarity. c) pseudo
magnetic field in graphene due to bending at the step edge. Here θ = 45◦ d) STM image
suggests a shearing deformation in graphene lattice at the step edge, as illustrated by the
overlaid lattice. e) pseudo magnetic field in graphene due to bending and shearing at the
step edge. Here θ = 45◦. f) pseudo magnetic field in graphene due to shearing at the step
edge. Here θ = 0◦

maintained a stable conforming morphology over the bending feature, the energy of the

system is first minimized using the conjugate gradient algorithm until either the total energy

change between successive iterations divided by the energy magnitude is less than or equal

to 10−20 or the total force is less than 10−10 eV/Å. Fig. 42b shows the energy-minimized

morphology of graphene on the bending feature. Given such deformation from simulation,

the Lagrange strain tensor is used to calculate the resulting pseudomagnetic field. Fig. 42c

shows that for a conformable bending deformation, the resulting pseudo magnetic field in the

graphene assumes a two-line distribution, consistent with other reports in literature [161].

For a bending angle of 45◦ (even larger than the experimental setup), the field intensity

reaches 20 T. The field intensity decreases as the bending angle diminishes. Therefore it

is evident that the bending deformation alone is not sufficient to account for the measured
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high intensity pseudo magnetic field in the experiments. As shown in Fig. 42d, a closer

view of the deformed lattice of graphene in the STM image offers evidence of significant

shear deformation in the vicinity of the bending edge, with some bonds also stretched. In

fact, the shearing effect is readily visible from the lattice distortion in Fig. 33, where a

sheared hexagonal lattice frame is overlaid on top for better visualization. To clarify the

effect of such shearing deformation on the resulting pseudo magnetic field, we impose a

shearing deformation to the graphene along the step edge by shifting the position of all

carbon atoms on the step along 45◦ direction by 0.1 Å, which introduces a narrow shearing

band in the graphene at the step edge, similar to the overlaid lattice in Fig. 42d. Fig. 42e

plots the pseudo magnetic field in the graphene resulting from both bending and shearing

deformation at the step edge. The peak values of such a pseudo magnetic field is as high

as 300 T, comparable to the experimental results. These results suggest that the highly

localized shearing deformation near the step edge plays a dominant role for the significant

pseudo magnetic field in our epitaxially grown graphene nanoribbons. This argument is

supported by further simulations of a flat graphene nanoribbon only subject to a similar

localized shearing band deformation (e.g., no bending, Fig. 42f), which yields a pseudo

magnetic field of similar intensity as in Fig. 42e.

Strain effect is only one of the factors that are present in the sidewall graphene system

on SiC, modifying its electronic structures. Figure 43a shows an STM image from HDS009,

containing two steps of 20 nm and 40 nm in width, 5 nm and 8 nm in height respectively, of

which imaging on the sidewall and the top terraces near the bending edges is much smoother

than the buffer layer next to them. STS measurement further confirms the presence of

graphene by showing the linear dispersion at low sample biases. Averaged STS in Fig. 43c

along the step near the wide step (40 nm) edge shows the evolution of the Dirac point

energy with respect to the spatial position. The Dirac point minimum on the negative

sample bias side gradually moves from −0.6 V to −0.5 V as the averaging area moves from

the flat top terrace towards the step edge. However, a dramatic change from −0.5 V to

approximately zero is observed as the averaging goes across the step edge. The evolution

of the Dirac point indicates a significant shift in the doping levels of the graphene layer on
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Figure 43: (a) STM image showing two steps. The narrow step is 20 nm wide and 5 nm high;
the wide step is 40 nm wide and 8 nm high (sample bias −2.0 V, tunneling current 30 pA).
(b) Line profile taken along the dashed purple line in a showing the step structure. (c)
Averaged STS along the 40-nm step (log scale). Colors correspond to the averaging regions
marked in a. The averaging areas are taken as rectangles adjacent to each other with an
averaging width of 3 image pixels, corresponding to approximately 30 Å. Arrows indicate
the Dirac point as the spectra cross over the top corner of the nanofacet. An abrupt 0.45V
shift in is observed between spectra near the corner and those below it.

the wide step which appears to be highly n-doped far away from the step edge and nearly

undoped across the step edge. Although this doping change takes place over the whole step

region, the dominant change arises right near the edge, and hence implies unique physics

present in this transition region. The origin of the doping change is not yet known, but

it could have at least three contributions: 1) The graphene transitions from SiC-bound on

the flat terrace to unbound (or at least differently-bound) over the sidewall facet leading

to a varying potential from the interaction between graphene and the SiC substrate; 2) the

effective vector potential due to non-uniform local strain could introduce a scalar potential

[4, 23]; 3) local defects that may be present near the step edge (such as the bright features

in Fig. 38a and the kink in the step direction in Fig. 39a) may also contribute to the doping

levels. From the abrupt change in doping levels, an in-plane electric field across the 40-Å

region can be estimated, which is on the order of 0.01 V/Å. The value should be regarded
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as a lower limit of the actual effective electric field because the averaging length is limited

by the spatial resolution of the data (10 Å). Such field could potentially lead to Rashba-

type spin polarization in the local region if an enhanced spin-orbit coupling either from the

substrate or the edge passivation is present [110].

-0.24V

b)

0.18V

d)

0.00V

c)

Lo
g

(d
I/
d

V
)

Sample Bias (V)

a)

e)
20 nm GNR

40 nm GNR

Figure 44: (a) Averages STS spectra over two steps shown in Fig. 43a, data are displayed in
log base; STS on the 20 nm GNR (green line) shows almost three orders of magnitudes lower
LDOS around 0.0 eV compared to the average on the 40 nm GNR drawn in red line. STS
mapping at different energies better illustrated the difference in LDOS on the two ribbons,
(b) -0.24 eV, (c) 0.00 eV, (d) 0.18 eV. (e) topography image taken simultaneously with the
spectroscopy

Additionally, averaged STS spectra along the (0001 terraces are plotted in Fig. 44a (log

scale). The thin green curve is the average of all STS measurements on the narrow terrace

(20 nm), which shows conductance gap between −0.1 V and 0.1 V. The thick red dashed

curve is the averaged STS over the wide terrace (40 nm), which shows the typical linear

dispersion around zero sample bias. The dip around −0.6 V is understood to be the Dirac

point, which is shifted with respect to the Fermi energy due to the strong electron transfer

from SiC to graphene [84]. The distinct LDOS behavior in these two ribbons demonstrate

that the narrow graphene nanoribbon (20 nm) shows significant confinement effects due to
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its small size as compared to the 20 nm-wide graphene nanoribbon since the two ribbons

appear to be identical under topographic imaging, except for their widths. Furthermore,

the conductance gap is throughout the entire 20 nm-wide ribbon regardless of the slight

change in its orientation from the lower right to the top left. Quantum confinement in a

local area of graphene is known to be able to greatly alter the material’s band structure

[67] . The effect, in its simplest version, can be expressed as E = ~vFπ
√

(n/W )2 + (m/L)2

[30] , where W and L denote the width and length of the graphene area with n and m

the quantum numbers. In the case of graphene nanoribbons, L approaches infinity leading

the formula further simplified as E = ~vFπn/W . Substitution of vF ∼ 1 × 106 m/s and

W ∼ 20 nm results in the spacing of the quantized energy levels being on the order of 0.1 eV,

which well agrees with the 0.2 eV bandgap feature observed in our data.

For T79 and 4HNNA, where the graphene lattice is not directly imaged, STS provides an

alternative to probe the electronic properties of those regions as well. On 4HNNA, Fig. 45b

shows averaged STS spectra from the nanofacet shown in Fig. 45a. The asymmetry in the

conductance intensity from the negative bias side to the positive bias side can be attributed

to the inequivalence in tunneling matrix between the electron and hole and also partly to the

band bending caused by stronger electric field near the STM tip. It can be seen that from

-0.2 eV to 0.2 eV, there is a gap in the differential conductance. Figure 46 shows STS spectra

taken at different locations across a 30 nm step on T79. It is readily seen that at the bottom

and top of the step, STS spectra resembles measurements from plain monolayer graphene

on SiC [82, 187] indicating graphene formed at those locations are close to that formed on a

flat SiC substrate. However, spectra in the center of the nanofacet reveals significantly lower

LDOS between -0.7 V and 0.7 V in sample bias, even when the scanning probe is pushed

in up to 0.5 Å towards the surface. The actual bandgap appears to extend from about

-0.3 V to 0.2 V. As the STM tip approaches the step edge, distinct kinks in the spectra can

be identified which can be attributed to localized electronic states in the system. Finally,

spectra on top of the step edge show very similar characteristics of monolayer graphene

which again illustrates graphene in this region is void of intervention from effects near the

step edge. Such transitions in electronic states across the sidewall facets indeed suggests
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Figure 45: Averaged STS on a sidewall facet from 4HNNA. (a) Zooming in onto the sidewall
facet, showing surface corrugations. (2.0 V, 50 pA). (b) Averaged spectra over the facet,
which shows low differential conductance near the center roughly between -0.2 V and 0.2 V.
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Figure 46: Averaged STS on a sidewall facet from T79. (a) A sidewall facet showing the
bottom, center of the step, step edge, and the top terrace; facet appears to be smoother than
the bottom and top of the step. (−2.5 V, 30 pA) (b) Averaged spectra near the bottom of
the step, in similar shape to bulk graphene; (c) Averaged spectra in the middle of the step,
showing ultra low LDOS around 0.0 eV. (d) Averaged spectra near the step edge, showing
some kink features that indicate localized electronic states. (e) Averaged spectra over the
top terrace near the step edge, it very much resembles data from a undoped monolayer
graphene.
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that graphene is electronically different on the sidewalls becoming more semiconducting;

while away from the center of the nanofacets, their electronic properties convert to bulk

graphene layers formed on SiC flat terraces possibly due to the different bonding with the

substrate, strain, as well as confinement effects found near the step edges.

3.3 Buffer Layer

3.3.1 Surface Disordering

As most samples have only buffer layer graphene coverage except near the step edges,

confirmed by the (6
√

3× 6
√

3 R30◦) pattern in LEED and 6× 6 reconstruction in STM, it

is of great importance to understand the characteristics of such interfacial layer. However,

it has been experimentally found that buffer layer graphene is usually bonded to the SiC

substrate and insulating, it is usually difficult to directly image the buffer layer structures

with high resolutions under STM [82, 83, 127, 187]. As can be seen in Fig. 33b, Fig. 31b, and

Fig. 32c, buffer-layer regions (flat terraces away from the step edge) are usually covered with

a disordered distribution of three-dimensional islands; more detailed images across different

samples are listed in Fig. 47. It is important to note that such features are observed on all

samples and they appear similarly in a more or less spherical shape and apparently sit on

top of the buffer layer, although the density can vary from sample to sample and also region

by region. On average each individual feature is around 2–6 nm in size laterally and 1–2 nm

vertically. The best STM images so far seem to indicate that they are pretty uniformly

formed (approximately) hemispheres and can be clustered together (Fig. 47b) scaling up

to a few tens of nanometer in lateral size. Interestingly, these disordered features are not

commonly seen near the step edges on the GNR samples where our measurements show

graphene. While it is not yet clear what they consist of, AES results show carbon, silicon

and some residual oxygen are the only chemical elements on the surface. Furthermore, XPS

does not show exotic bond information either [222]. Therefore, the possible candidates are

only among disordered silicon, silicon-related oxide, silicon carbide, special forms of carbon

such as fullerene, and/or mixtures of all of them.

STS measurements are taken over such regions on HDS009, shown in Fig. 48. Figure 48a

95



(a) (b)
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Figure 47: STM imaging on disordered buffer graphene layer across different samples. (a)
Buffer layer on HDS009, density of particles is higher than the other samples. (−1.0 V,
50 pA). (b) Buffer layer on T79, which appears to be clustered together and floating on
top of clear SiC(6× 6) patterns. (−1.5 V, 40 pA). (c) Buffer layer on 4HNNA, particles are
more separated from each other and the step edge in the middle has much lower density of
particles (2.0 V, 50 pA). (d) Line profile over the particles in c, showing their height and
width roughly 1.5 nm and 5 nm respectively.

shows averaged STS spectra over all data points in the region shown in Fig. 48c. The spectra

can be thought of as a mixture of two main types of spectrum observed on the surface shown

in Fig. 48b. The red curve is more frequently observed which shows a shoulder around -

0.7 eV, a signature of the Dirac point position, indicating a local n-type doping, whereas

the blue curve shows a parabolic shape that resembles data from reconstructed SiC surface

in ref.[84] and is often found right on the small spherical particles. If we map the averaged

density of states around -0.7 eV into a 2D image (Figure 48d) and compare it with the

topography (Figure 48c) taken simultaneously with the spectral data, it immediately shows

that the shoulder feature(higher differential conductance colored in yellow) dominantly takes

place in the interstices between particles and becomes weaker where those spheres reside.
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Figure 48: STS spectral mapping on a flat terrace on HDS009 covered with disordered
particles. (a) Averaged STS spectra over the entire image show in c, a slight kink around
-0.7 eV is observed. (b) Two main types of spectrum observed on the surface. The red
curve exhibits a clear shoulder around -0.7 eV and is more frequently seen in this data set,
while the blue curve follows a parabolic shape which is typically seen on top of the small
particles in the topographic in c. (c) topography image, which is taken simultaneously as
the STS spectrum are recorded at every other pixel locations. (d) Averaged STS spectral
map between -0.6 V and -0.8 V corresponding to the dIdV shoulder just mentioned. Pixel
intensity is proportional to the differential conductance measured by the dI/dV curves
show in b. Apparently higher dI/dV conductance is mostly seen between the particle sites
indicating that such shoulder feature is more prominent away from the particles.

Thus, it is reasonable to presume that the red curve in Fig. 48b is associated with the buffer

layer graphene buried underneath and the blue curve is mostly from the particles implying

SiC being one of their compositions.

STS measurements taken on other samples usually exhibits insulating characteristics

with extremely low differential conductance between -1.0 eV and 1.0 eV in sample bias,

without any anomaly features in the spectrum. It is possible that STM tip is not close

enough to probe the LDOS with higher resolution since such data is usually taken at a fixed
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height from the surface when the sample bias is higher than 2.5 V. In addition, STM imaging

is only stable at such high sample biases. At low biases, significant tunneling noises are

observed and the STM tip becomes highly unstable, an indication of touching the surface

or picking up non-conductive molecules. At times, the ball-shaped features seems mobile

as previously scanned square areas are seen from larger scale images and aggregations of

them are also observed.

3.3.2 Further Discussions

Apparently, the additional layer of discorded covering is undesirable and could potentially

affect the electronic behaviors of sidewall graphene in a unpredictable way. In order to

reduce/eliminate such features, several experiments have been carried out. Although the

efforts has not been successful in completely getting rid of the disordered layers, the results

provides further understanding of them. Firstly, some samples are put into hydrofluoric

acid in the aim of cleaning off silicon oxides, but no obvious changes are observed after

the treatment. Samples also undergo different stages of heating from 500◦C to 850◦C and

then up to 1300◦C in the UHV system. It is found that all the disordered features after

850◦C annealing for 20min become immobile on the surface and STM imaging becomes

more stable while their density and size has not changed much. LEED measurements shows

less diffusive background and AES results show that the previous residual oxygen peak is

eliminated leaving only carbon and silicon signatures in the spectra. However, no further

surface improvement is noticed for higher temperature annealing. Two different furnaces

are used for graphitization, both showing such features on the surface although the density

is a little different. Comparing to UHV grown buffer layer graphene, these samples are

much more disordered whereas triangular symmetry and 6×6 reconstructions can be easily

identified on the clean UHV buffer layers with very sparsely distributed sphere features.

Despite of lack of strong evidence for revealing the true nature of the undesirable disorders

introduced on the GNR samples, it is, based on the above experiments, believed that a

mixture of different species are present on the surface with insulating properties. Oxide-

related components and mobile molecules are avoidable after high temperature annealing,
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but the leftover is stable on the surface and can not be easily etched away by HF. At this

stage, a plausible conjecture is that atomic Si and C sublimated during graphene growth may

reform small SiC molecules back deposited onto the surface and other C atoms could cluster

together forming fullerene-like nano-particles sticking to the chemically reactive buffer layers

[159]. For lithography-patterned GNR samples, residuals from the patterning process may

contribute to formations of carbon-rich components on the surface. Unfortunately, it is

difficult to identify the structure and composition of these features because it is highly likely

that carbon and silicon are buried inside the particles while the substrate and graphene on

top also contain substantial amount of those two species. In addition, some of the particles

may well be similarly structured to SiC or sp2-bonded graphitic carbon making it even more

challenging to distinguish them from the rest of the surface. Therefore, normal macroscopic

techniques will be unlikely to provide more information.

To further identify the structural details and reduce the coverage of these disordered

features, additional microscopic measurements will be very helpful due to the non-uniform

coverage of sidewall graphene, buffer layer, and the disordered phase. Micro-XPS and

tip-enhanced Raman spectroscopy would be promising techniques that are able to provide

local bonding and crystalline information on the surface. Careful preparation in the growth

furnace like pre-growth high temperature outgassing and fine pressure control during the

cooling process can possibly help to reduce formation of some of the undesirable disordering.

Since the particles is not very conductive, HR-AFM is an option to directly probe its atomic

structures without damaging the probe. Such measurement mode is available in the LT-

STM system, but needs more calibration to be fully functional. TEM can also be helpful

in looking at the cross sections of the surface to look for more structural information to see

if there is any ordering within the individual particles. Another alternative would be pre-

forming large step structures on the SiC substrate through either step-bunching in hydrogen

etching or lithography patterning with careful subsequent cleaning and then in-situ growing

GNRs in a UHV system integrated with STM and other measurement capabilities. However,

graphene growth in UHV is known to be highly non-uniform due to the non-equilibrium

sublimation process, therefore could lead to overgrown graphene layers near the step edges.
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CHAPTER IV

CONCLUDING REMARKS

4.1 Summary of Results

In this thesis, I have introduced a unique 2D material, graphene. Its exceptional electronic

properties have great potential in next generation semiconductor device applications, mainly

due to its sp2 hybridization and unique cone-shaped band structures at low energies. Based

on literature review and experimental results, I have demonstrated that a particular form

of graphene, namely the graphene nanoribbons, provides a promising route to introduce

band gaps into the system with the ability to precisely control their size with the ribbon

width and edge terminations, which is a crucial step before graphene can be commercially

integrated into device fabrications. To better understand the physics involved in epitaxial

graphene nanoribbons grown on SiC surfaces, I utilized several techniques for forming large

step structures on SiC(0001) substrate including self-organized step-bunching on both on-

axis and off-axis samples and lithography patterning of on-axis samples. Electrostatic Force

Microscopy and Atomic Force Microscopy measurements confirm the formation of higher-

than-10-nm sidewall facets on the surfaces. I have shown that Confinement Controlled

Sublimation method, with tuned temperature and pressure parameters, limits graphene

growth to only near the step edges while buffer layer graphene is mostly covering the rest

of the sample surface. Low Energy Electron Diffraction patterns confirm good ordering on

the samples up to 500µm scale, with Auger Electron Spectroscopy estimating the thickness

of graphene coverage to be mostly less than a monolayer. I conducted Scanning Tunnel-

ing Microscopy to study the structural details of sidewall formation and graphene growth

which shows that the resulted large steps tend to consist of ministeps and graphene are

typically found near the step edges growing continuously from the top terrace onto the

faceted sidewalls, though with observable distortions in the lattice right on the edges. Flat

100



surfaces away from the step edges are typically covered by buffer layer graphene with sig-

nificant disordered features formed on top. Scanning Tunneling Spectroscopy are utilized

to study the electronic behaviors of different forms of graphene present on the samples.

The detected discrete electronic states in the local density of states are associated with the

strain effects present in the distorted graphene lattice. Additional results from other side-

wall facets are also presented implying semiconducting properties of graphene formed there.

Although strain effects and semiconducting graphene have been observed before, it has not

been directly seen on the epitaxial sidewall Gr/SiC system at room temperatures. Results

presented in this thesis demonstrate the rich physics underlying the epitaxial graphene on

SiC that could lead to a better understanding of such system and bring alternative ways to

controllably modify graphene’s electronic properties.

Graphene typically grows faster on sidewall facets on the SiC surface serving as the

foundation of utilizing this property for GNR formation. Self-organized step-bunching has

proven to be able to reform surface steps into large sidewall structures which usually gives

uniform, straight sidewall facets, although it produces a more uniformly distributed both in

height and spatial locations on the off-axis substrates than on the on-axis ones. Lithography

patterning is good for easily imposing large step structures with controllable heights, but

usually suffers from more severe ministep formation and step direction wandering after high

temperature annealing as shown by our STM results. Indeed, for well-formed sidewalls, they

all relax into low energy facets with typical angles between 20◦ and 28◦ corresponding to

low-index SiC crystal planes. Our results imply that self-organized step-bunching tend

to give better sidewall formations with regard to completeness of faceting and stability

of facet directions. Sidewall graphene is more easily identified by STM imaging on self-

organized on-axis samples, where the imaged atomic lattices have confirmed continuous

graphene formation from the top terrace onto the sidewall with significant distortions right

near the bending edges. Such observations indicate a large amount of non-uniform strain

present in these regions which is confirmed by local STS measurements. Series of discrete

LDOS peaks are observed across different samples in graphene covered step edges, giving

rise to the pseudo landau levels as strain introduces a pseudo magnetic field in graphene,

101



up to 400 T. Molecular Dynamics simulations further identify such strain effects coming

dominantly from shearing and stretching of graphene lattice, rather than the curvature

near the step edge. Additional observations of a large doping change of 0.4 eV over a 4 nm

region giving a strong in-plane electric field about 0.01 V/Å near the step edge can also be

partly attributed to the present strain since it is predicted to introduce extra electrostatic

potential in graphene while another possibility is from the region-dependent interactions

between graphene and the SiC substrate. Nonetheless, the varying doping level is potentially

an important effect as a graphene p−n junction near the step edge can be formed and lead

to interesting transport characteristics. We also observed confinement effects in some of the

GNRs implying a potentially bandgap feature in the STS spectra. Consistently, extremely

low LDOS between -0.2 eV and 0.2 eV is found on sidewalls from off-axis and patterned

surfaces, though no atomic images are obtained from these samples. Efforts are also put

into characterizing the buffer layer region on flat terraces. However, disorders possibly

from the high temperature growth process and exposure to ambient environment prohibits

quantitative data collection and are difficult to eliminate in post-growth treatments.

Based on all the observations, we can conclude that sidewall graphene can grow con-

tinuously connecting the sidewall facets and the top flat terraces formed in multiple ways,

resulting in atomically smooth edge terminations. In terms of step quality, natural step

bunching seems to provide more uniform, larger step structures and sidewall graphene near

the step edges can be more easily identified, in comparison to artificially imposed trench

structures by e-beam lithography. Graphitization favors a narrow strip of the top terraces

near step edges where the surface appear to be as smooth as the sidewall and graphene

lattice has been directly imaged, but rough surface morphology on the bottom terrace con-

necting the sidewall facet suggests graphene growth may terminate at the connection region.

Sidewall graphene, especially near the step edge, is electronically distinct from normal flat

graphene systems. Effects including strain, confinement, substrate electrostatic potential,

edge scattering, as well as interfacial buffer layer, all contribute to the unique electronic

behaviors of graphene in such regions. The rich physics buried in this system opens up

a variety of opportunities to manipulate the electronic structure of sidewall GNRs such
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as bandgap engineering, strain engineering, and spin hall state engineering [207], just to

name a few. Deviations in electronic structures from normal graphene to sidewall graphene

might be able to explain the physical origins of the mysterious ballistic transport results

along sidewall GNRs [5], despite that the phenomenon could be a mixture of various ef-

fects taking place both on the top terrace and the sidewall facts adjacent to the step edges.

Strain effects in zigzag-terminated graphene may play an important role in lifting the spin

degeneracy in the band structures. In the presence of enhanced spin-orbit coupling, spin

is directly tied to the electron momentum which means edge channels propagating in dif-

ferent directions (clockwise and counter-clockwise) will have different spin orientations. As

strain introduces a valley-dependent pseudo-magnetic field (opposite sign in K and K ′), it

increases the energy in one direction of edge channels while lowers the energy in the other,

lifting the spin-degeneracy.

4.2 Future work

In future works, graphene will continue to be an active research field. Large-scale graphene

growth with single/few domains and less defects, integration of graphene into current indus-

try platforms, and further investigation of graphene’s electronic structures proposing new

analog device applications will be some of the most outstanding aspects of graphene-based

research. In particular, epitaxial GNRs, as an important branch, suggests possibilities of

making use of various quantum phenomenon in designing semiconductor devices. Further

understanding of origins of GNRs’ ballistic transport properties will be important in guiding

novel device designs. Consistent bandgap engineering will be crucial in GNR-based device

performances. Finally, high-density and high-quality GNR production will be the key to

large scale commercial applications.

Based on the results from this thesis, several directions can be taken to better investigate

the physical system. For the disorders on the buffer layer, a direct in-vacuum transfer of

freshly prepared GNR sample for low-temperature STM would be extremely helpful in rul-

ing out possibilities of contaminations from ambient environment. Low-temperature UHV

system also helps to maintain a clean surface with minimal external deposition/adsorption
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that could greatly affect imaging. In addition, growing graphene on the patterned or already

step-bunched substrate in a UHV system would enable the comparison between UHV-grown

and furnace-grown GNRs as UHV-grown buffer layer is known to be ordered and clean. Even

with the already-grown samples, hydrogen intercalation can lift up the buffer layer saturat-

ing the dangling bonds to the substrate. A subsequent STM study could potentially show

whether the observed large features will come off since now they are essentially attached to

a quasi freestanding graphene layer which is chemically stable and usually stays clean. To

reveal more detailed information about the sidewall graphene, HRTEM can help to provide

atomic layer structures over the sidewall facets from thin sample slices, that way it can be

easily seen how the top graphene layer changes from the top terraces all the way to the

bottom of the step and also provide information about how the large features is connected

to the underneath buffer layer. Adding light sources and collectors to the low-temperature

STM makes possible tip-enhanced Raman spectroscopy measurements, which can provide

nanometer-scale chemical and structural information that helps to identify what is covered

on the surface. Raman spectral mapping is also possible with the STM imaging system

that maps the phase distribution on samples.

More insights into the selective graphene growth on differently prepared surfaces are

essential for achieving high-quality large-scale sidewall GNRs production. In particular,

studying how natural step-bunching changes with respect to the surface starting condition,

vicinal miscut angle, and growth temperature and time would help explain the variabilities

in step heights and step splitting observed on sample HDS009 and T79, thus leading to

reproducible uniform sidewall facets with controllable heights. Furthermore, it would also

help to separate the growth process into two stages, hydrogen etching with step bunching

and graphene growth respectively. This way it leaves more degrees of freedom to the latter

growth stage. In addition, more careful design of the lithography process in terms of e-beam

energy and direction, mask materials, and reactive etching conditions can greatly help to

mitigate damages to the facet walls which is potentially affecting the graphene formation

by changing the bonding geometry on the facets, and also to reduce carbon-rich residuals

on the surface which partly contribute to the disorders on the terraces.
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Apart from more detailed characterization of graphene formation, further experiments

studying the electronic structures would also be important. As pseudo magnetic fields are

observed on sidewall graphene, it would be very interesting to see their interaction with

real magnetic field using STM equipped with superconducting magnets. Switching the

direction of the magnetic field from being perpendicular to the substrate basal plane to the

sidewall facets can record the changes in interaction between pseudo Landau levels. As the

directions of the pseudo magnetic fields are opposite between the two valleys in reciprocal

space, a potential splitting of the low-index Landau levels can be expected due to the valley

polarization and the extrema magnitude of splitting can be possibly correlated to extrema of

local strain gradient. Local transport measurement along the GNRs with multi-probe STM

can potentially provide insightful understanding of the conducting channels in the system. A

possible setup would be connecting the two ends of a GNR with two STM probes supplying

current flow with a third tip in the middle changing both it lateral and horizontal positions

to track the changes in current. Spin-polarized STM is another interesting measurement

to consider. By injecting spin-polarized current into the sidewall GNRs, it is possible to

find the magnetic states in the system and study the interaction between normal carrier

transport and spin polarization.
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APPENDIX A

PSXM FOR STM DATA ANALYSIS

The PSXM package is developed primarily for processing data collected from the room-

temperature STM system using the Python programming language. It has capabilities to

transform single data set for visualization, processing and analysis, but also supports pro-

cessing data sets in batch mode for browsing through single image and spectroscopy data

quickly. PSXM is command-line based so that functional calling and data transformation

are fast and efficient. The IPython Notebook loaded with matplotlib and numpy is recom-

mended as the best working environment. In addition, PSXM can also be easily extended

by writing python scripts to facilitate processing a particular set of data.

A.1 Dependencies

The package is heavily dependent on various packages for array manipulation, visualization,

image processing, and statistical analysis. The dependent packages needed to successfully

run PSXM are listed as follows:

• python 2

• numpy

• scipy

• matplotlib

• scikit-image

• ScientificPython or netCDF4

• Bulit-in pakcages: os, platform, system, time, pdb, math

The code is written in python 2, although it should mostly working under python 3. Names

and styles of functions of the dependent packages can be changing over time, therefore
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it is worthwhile to look into the printed warnings when packages are firstly loaded. On

Ubuntu Linux, it is recommended to use the apt-get command to install all needed packages.

While on Windows, it is recommended to use the Anaconda distribution (free version) to

automatically manage all package installations.

A.2 STM Data

All STM data are stored in the .netcdf format which provides self-description and efficient

disk usage. Upon loaded into python via the netCDF interface, the data is stored as

a python dictionary whose values can be accessed by the existing keys. The detailed

structure and all relevant attributes of this data format can be found in the Excel table

(ncdata struct.xls) within the package directory. The actual numeric data points are all

converted into numpy.ndarray in PSXM. It is worth pointing out that the meaning of each

array dimension in the commonly used STM data types:

• image: numpy.ndarray([biases, scan direction, x, y])

• spectroscopy: numpy.ndarray([z layers, scan direction, pixel location, current])

A.3 Code Structure

Most useful codes are available from the root directory while customizable initialization

and setup codes are stored in the ./shared directory. Most of the time, the user will be

interacting with the three most useful pieces of code:

• ./shared/setup.py, for setting up raw data and processed data directories, data file

naming conventions.

• ./view spm.py, for loading all relevant packages and the data set into the corresponding

class under the PSXM framework.

• ./classes.py, for accessing data information and calling analysis functions under dif-

ferent classes (STM data types).

A more detailed description of the code structure is listed in Fig. 49.
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Figure 49: Code structure of the PSXM package. Arrows stand for import or class inheri-
tance.

Figure 50: Workflow in PSXM. (a) to analyze image data, images are instantiated as the
ImageData class, where different filtering and background fitting can be performed before
viewing with imshow(). (b) dI/dV map data are instantiated as the IVMapData class, where
different ways of analysis can be performed, as shown in the different paths in the figure.

A.4 Usage

The PSXM directory should be appended to the system path of python so that it can

be easily accessed independent of the working directory under command line. Raw data
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and processed data directories should be set up prior to loading the PSXM package. A

particularly useful demonstration code demo.py can be found under the ./scripts/ directory.

Other useful scripts for generating some of the results in this thesis is also included in the

same directory.

the PSXM package should be first imported in order to use it. A file handler is then

created by calling the spmdata function passing the numeric data ID. Entering the file

handler by default prints relevant information about the data set. For example:

import view_spm as vs

f12345 = vs.spmdata(12345)

f12345

For image data, various basic processing functions are available such as plane subtrac-

tion (planesub), line subtraction (linesub), Fourier transformation (fft), scar removal

(deglitch). The image can be visualized by the imshow function. In addition, for images

taken at various biases at the same time, the multibias function generates a GUI that is

designed to browse through the different biases and compare their differences. The workflow

for processing image data is shown in Fig. 50a. More sophisticated image analysis can be

acheived by combining PSXM and the Gwyddion software.

Point spectroscopy and dI/dV mapping can be processed easily with the IVMapData

class. Since the RT-STM system only records I −V data, numeric derivatives and smooth-

ing have to be calculated using the Savitizky − Golay filter (spderiv()). Inconsistent

data points can be removed by maskBad() and maskSaturated(). Location-dependent

spectroscopy data can be visualized by spshow(), where as the mouse moves around the

topography image window, corresponding dI/dV and I − V curves are rendered in a sepa-

rate window, and LDOS map can also be separately plotted by clicking on specific energy

positions. Averaging over regions of interest can be achieved by calling chooseROI() to

draw the interested areas on screen and then using spavg() or spavg aroi() to find the

averaged spectra within the selected area. In addition, spectrum in the selected region of

interest can be visualized against each other by showall(), which is also able to manually
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remove individual bad data points and print their spatial locations. Spatial LDOS maps can

be created by use of spmaps() and sp animate(), which can average over a specified energy

range and generate an animated window flipping through the different energies. splot()

is particularly useful for plotting single spectra that results from the previous averaging

procedures and different display modes can be specified. Possible workflow of analyzing

spectroscopy data is shown in Fig. 50b.

More detailed documentations can be found in the source code of classes.py, or by

simply typing function name? in IPython Notebook.

A.5 Version Control

Currently, a Mercurial repository is set up for PSXM, one should have a local copy of the

repository by cloning before starting extending its functionalities. For details of using Mer-

curial, please visit https://www.mercurial-scm.org/wiki/Mercurial. Simple and thorough

tutorials can be found at URLs: http://hgbook.red-bean.com/ and http://hginit.com/.
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