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ABSTRACT

Experimental and Kinetic Investigation of the Influence of OH

Groups on NOX Formation

Myles D. Bohon

This work investigates the influence of one or more OH groups present on the fuel

molecule and the resultant formation of NOX emissions. Combustion of oxygenated

fuels has been increasing globally and such fuels offer significant potential in the

reduction of pollutant emissions. One such emission class is the oxides of nitrogen,

which typically form through a combination of two regimes: the thermal and non-

thermal mechanisms. While thermal NO formation can be reduced by lowering the

combustion temperature, non-thermal NO formation is coupled to the fuel chemistry.

An experimental and computational investigation of NOX formation in three dif-

ferent burner configurations and under a range of equivalence ratios and temperature

regimes explored the differences in NO formation. Measurements of temperature pro-

files and in-flame species concentrations, utilizing both probed and non-intrusive laser

based techniques, allowed for the investigation of NO formation through non-thermal

pathways and the differences that exist between fuels with varying numbers of OH

groups.

The first burner configuration was composed of a high swirl liquid spray burner

with insulted combustion chamber walls designed specifically for the combustion of

low energy density fuels. In this system the combustion of alcohols and glycerol
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(the largest by-product of biodiesel production), along with other fuels with multiple

hydroxyl groups, was studied. Measurements of the mean flame temperature and

exhaust gas measurements of NOX showed significant reductions in non-thermal NO

concentrations with increasing numbers of OH groups. An accompanying modeling

study and detailed reaction path analysis showed that fuel decomposition pathways

through formaldehyde were shown a preference due to the presence of the OH groups

which resulted in reduced contributions to the hydrocarbon radical pools subsequent

reductions to the Prompt NO mechanism.

Two burner configurations with reduced dimensionality facilitated measurements

in premixed flames for temperature and species in high and low temperature flames.

These measurements included probed thermocouple temperature measurements, ex-

tractive gas sampling for NO and intermediate hydrocarbon species, and planar

Laser Induced Fluorescence (LIF) measurements for 2λOH-LIF thermometry, semi-

quantitative CH2O LIF, and quantitative NO LIF. Additionally, the simplified nature

of the burner geometries allowed for the modeling of the flames incorporating detailed

reaction kinetics for fuel decomposition and NOX formation. Significant reductions

in NO formation were observed in comparisons of alcohol and alkane flames, resulting

in up to 50% reductions in the pollutant. Computational analyses and nitrogen flux

accounting allowed for the identification of the reduction in NO formation through

all the known NOX formation pathways. It was observed that all of the known path-

ways exhibited reductions in contributions to NO formation in the presence of OH

functional groups, indicating a complex coupling of fuel and NOX chemistry.
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Chapter 1

Introduction

This work initially set out to answer a simple question: can crude, waste glycerin

derived from biodiesel production be used as an alternative combustion fuel and if

so what are the characteristics unique to its combustion? As with many simple

questions, this one has evolved over time, growing and shifting in focus. While still

rooted in the same initial premise, this work seeks to answer a more fundamental

question spawned in the early stages of studying glycerin combustion. This shift in

focus was caused by a series of experiments in which extremely low NOX emissions

were measured in glycerol flames; emission levels much lower than expected or could

easily be explained. And since NOX emissions are among the pollutants governed

under increasingly strict environmental regulations, it is important to understand if

there are opportunities to reduce these emissions in other applications.

Glycerol, the primary component of the biodiesel waste stream, and also collo-

quially termed glycerin, is a member of a family of molecules called polyols. This

family is characterized by the presence of multiple hydroxyl groups, and along with

alcohols can generically be termed poly-alcohols. The glycerol molecule is a three

carbon structure containing three hydroxyl groups as shown in Fig. 1.1. It is upon

this glycerol backbone that all triglyceride esters are based, and it is the objective of

the transesterification process – central to biodiesel production – to break apart the

triglyceride molecule and separate the three fatty acids from the glycerol backbone.
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Figure 1.1: Ball and stick model of the glycerol molecule.

One consequence of this process, as well as the significant increase in biodiesel pro-

duction over the past decade, is the huge production of crude glycerin far in excess

of demand. While typically a waste product, potential remains to utilize this waste

product as a low cost, carbon neutral energy source, particularly for use locally in

the biodiesel production process.

Clearly, the structure of the glycerol molecule plays a significant role is the fuel’s

properties. Compared with the three carbon gaseous alkane propane, the addition of

three hydroxyl groups transforms the compound into a viscous, colorless, sweet liquid

with a wide range of uses from the food industry to commodity chemicals to nitroglyc-

erin. It is less clear exactly what role the molecular structure plays in the formation

of NOX however. Additionally, there is a great deal of interest in bio-derived alcohol

fuels, particularly ethanol and butanol, which exhibit similar molecular structures

and combustion characteristics.

This revised focus resides at the intersection of two long standing fields of combus-

tion research: the combustion chemistry of alcohol fuels and the formation of oxides

of nitrogen. Ultimately, the question at the heart of this work is: What role does the

hydroxyl group play in NOX formation?
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1.1 Formation of oxides of nitrogen

At the time of publishing for one of the most highly cited review papers on NOX

formation by Miller and Bowman in 1989 [2], the formation of combustion produced

nitrogen compounds had already been studied for more than 50 years. Combustion

produced NOX emissions present significant risks to both health and the environ-

ment. The health concerns due to NOX stem from concerns over the formation of

small particles from reaction with ammonia, moisture, and other compounds, which

when inhaled into sensitive lung tissues and those with asthema can aggravate lung

diseases [3]. Environmental concerns over NOX are due to the formation of tropo-

spheric ozone and acid rain through reaction in the atmosphere [4].

While some of the atmospheric NOX produced is biogenic or naturally caused by

lightning strikes (approx. 10%), the vast majority is caused by combustion sources [4].

These pathways can broadly be grouped into one of four primary mechanisms:

1. Thermal Mechanism – controlled primarily by the elevated temperatures in the

flame, this is the oldest NOX sub-mechanism.

2. Prompt Mechanism – also known as the Fenimore mechanism, this pathway is

regulated by interaction of nitrogen and hydrocarbon radicals.

3. Fuel Mechanism – limited to situations in which nitrogen is present in the fuel

molecule, this sub-mechanism is similar to the prompt and can be significant in

relatively unclean fuels.

4. Minor Mechanisms – a collection of several relatively newly discovered NOX

mechanisms, these pathways can be of varying importance depending on con-

ditions.

A more detailed summary of important contributions to the understanding of each

of these mechanisms, as well as the structure of the mechanism, will follow in the
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next few sections. These reactions have been studied for many years, and a huge

body of literature for experimental measurements of rate parameters and emissions,

investigations of mechanism pathways, and computational investigations of rates of

production has been developed. Therefore, the following sections cannot possibly

cover every known investigation or contribution, but an effort is made to capture

the significant contributions and developments in order to provide context for the

remainder of this work.

1.1.1 Thermal mechanism

Often called the Zel’dovich mechanism, Yakov Borisovich Zel’dovich was the first

to describe the Thermal mechanism in 1947 [5]. This seminal work in the kinetics

of NOX formation is often credited as being the most significant pathway at high

temperature, thus the ‘Thermal’ nomenclature. The mechanism itself is a relatively

simple group of three reactions:

N2 +O 
 NO +N (1.1)

N +O2 
 NO +O (1.2)

N +OH 
 NO +H (1.3)

This mechanism is limited by reaction 1.1 and its relatively low reaction rate caused

due to the high activation energy of the nitrogen triple bond. As such, high temper-

atures are required in order to increase the reaction rate significantly and typically

this mechanism is considered unimportant at temperatures below 1800 K [6]. After

the initial reaction yields NO and N, the remaining nitrogen atom proceeds through

reactions 1.2 and 1.3 to form additional NO.

In a general sense, because the chemistry of the Thermal mechanism is relatively

slow when compared with the fuel oxidation reactions, the Thermal mechanism can
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be considered as decoupled from the fuel oxidation [2]. This allows for the estimation

of the rate of NO formation as

d[NO]

dt
= 2kF(1.1)[O][N2] (1.4)

where O atom concentration must be approximated as being in partial equilibrium,

rather than equilibrium, due to flame front super-equilibrium concentrations of O [7].

Therefore, Thermal NOX formation is controlled by the forward reaction rate F(1.1)

and the availability of O atoms.

Rates for reactions 1.1 to 1.3 are typically taken from a relatively limited data

set, with rates compiled by Baulch et al. [8]. However, there is some indication that

these rates may be too high, over-predicting rates of Thermal NOX production and

additional effort may be warranted to improve measurements of these rates [9].

1.1.2 Prompt mechanism

The Prompt mechanism may be the most investigated and most complex mechanism

considered here due to the considerable coupling of the mechanism with the fuel

oxidiation. This mechanism was first identified by Fenimore in the 1970’s [10, 11],

however there was some skepticism over the existence of such a mechanism [12]. The

name ‘Prompt’ was attached to the mechanism due to the rapid rate at which NO

was formed in the flame zone of premixed flames, rates much faster than the slow

Thermal mechanism. This mechanism has also be called the Fenimore mechanism in

honor of its discoverer.

The formation of Prompt NO is considered to be initiated through a rapid sequence

of reactions resulting in the fixation of nitrogen by hydrocarbon radicals, HC. Many

studies from the 1970’s and 1980’s have investigated these nitrogen fixing reactions

and the associated HC radicals, proposing CH, CH2, C2, C2H, and C, among others,
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as the potentially contributing species [2, 10, 11, 13, 14]. Ultimately, Blauwens has

shown that CH and CH2 are likely the primary initiating species [13].

Until about 2000, the principle Prompt reactions were considered to be:

CH +N2 
 HCN +N (1.5)

CH2 +N2 
 HCN +NH (1.6)

CH2 +N2 
 H2CN +N (1.7)

C +N2 
 CN +N (1.8)

of which, reaction 1.5 was considered to be the most important with reactions 1.6-

1.8 considered to provide lesser contributions to Prompt NO [15]. However, from

early on it has been recognized that reaction 1.5 is spin forbidden [16], requiring that

the reaction cross potential energy surfaces from a doublet to a quartet surface, a

relatively slow process [14].

Instead, Moskaleva and Lin showed in 2000 [17] that a better Prompt initiating

reaction, that conserves spin, is the reaction

CH +N2 
 NCN +H (1.9)

The resultant NCN then directly forms NO through [18]

NCN +O 
 CN +NO (1.10)

NCN +OH 
 HCN +NO (1.11)

NCN +H 
 HCN +NO (1.12)

NCN +O2 
 NCO +NO (1.13)

while the products of NCN, particularly HCN, behave as previously understood and
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Figure 1.2: Experimental and theoretical rates for CH+N2 → NCN+H. The black
symbols denote experimental measurements, which the colored lines denote modeling
results. Solid and dashed black lines indicate theoretical predictions. Adapted from
Harding et al. [24]

proceed to form NO in their own right [19, 20].

Experimental measurements of NCN in the flame are limited, however Smith

was able to demonstrate the presence of NCN in low pressure methane flames [21]

using detection by LIF. Measurements of the rate constant for reaction 1.9, have

been continually improving from the initial theoretical predictions of Moskaleva and

Lin [17]. Estimations from El Bakali [22] and shock tube measurements by Vasudevan

at temperatures greater than 2000 K [23] improved these rates. Harding then further

improved the estimate of this rate for temperatures below 2000 K [24]. A comparison

of a number of studies on these rates is shown in Fig. 1.2

Additionally, accurate predictions of CH radicals are necessary for an accurate

estimate of Prompt NO formation. Typically, CH is formed from methylene (CH2),

however pathways can vary depending on the fuel. Methylene is typically formed

from one of two sources: methyl radical (CH3) or acetylene (C2H2). At less than very
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rich conditions, the dominant pathway is through methyl radical via:

CH3 +OH 
 CH2 +H2O (1.14)

CH3 +H 
 CH2 +H2 (1.15)

Once the Prompt sub-mechanism has been initiated, conversion of the remaining

nitrogen-fixed species, such as HCN, NCO, CN, and N proceeds to rapidly produce

NO via

HCN +O 
 NCO +H (1.16)

CN +OH 
 NCO +H (1.17)

NCO +H 
 NH +H (1.18)

NH +H 
 N +H2 (1.19)

N +OH 
 NO +H (1.20)

Miller [2] provides a nice summary of the three controlling issues in the Prompt

sub-mechanism as follows:

1. the CH concentration and how it is established,

2. the rate of molecular nitrogen fixation (formation of HCN via CH +N2; while

this would now be update to NCN, the outcome is the same), and

3. the rates of interconversion among fixed nitrogen fragments.

Each of these points is significantly impacted by the fuel chemistry, far more so than

the Thermal sub-mechanism. Additionally, the Prompt sub-mechanism is a signifi-

cant contributor, if not the dominant mechanism, under many practical combustion

conditions, necessitating the inclusion and consideration of this sub-mechanism in

any detailed study of NOX formation. A recent study of modeling of NO formation
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in low pressure premixed flames showed an improved ability to predict NO formation

through the NCN pathway, however additional experimental measurements of key

species would help to improve the accuracy [25].

1.1.3 Fuel mechanism

In real fuels, it is not uncommon for nitrogen to be molecularly bound to the fuel

molecule. This can be especially true for coal combustion, in which the coal may

contain as much as 2% nitrogen by weight [2]. By the incorporation of nitrogen

into the fuel molecule, the nitrogen-fixation reactions required for the Prompt sub-

mechanism are effectively subverted, and the formation of NO through this fuel-bound

nitrogen is considered largely independent of the initial fuel and is more dependent

on the combustion environment. Conversion to NO typically occurs through either

HCN or NH3 pathways, with the pathway selection dependent on the nature of the

inclusion of nitrogen in the fuel molecule, i.e. HCN is the principle pathway when the

nitrogen is in an aromatic ring and NH3 is the principle pathway when the nitrogen

is in the form of an amine [11, 26].

Because the fuels used in this study are expected to contain little to no fuel-bound

nitrogen, little consideration will be given to this sub-mechanism. However, it should

be noted that both pathways to Fuel NOX formation, either through HCN or NH3,

are members of the other NOX mechanisms included in this analysis. As a result, the

Fuel NOX sub-mechanism is not completely without consideration.

1.1.4 Minor mechanisms: NO-HCN-Reburn

The term minor in this and the following mechanisms, simply indicates that these

mechanisms may or may not have significant contributions to NOX formation. Gen-

erally, these mechanism can be significant, or even dominant, under certain combus-

tion conditions and negligible at others. The first of these mechanisms considered
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here is the NO-HCN-Reburn mechanism. While naturally occurring under many

flame conditions, this mechanism was originally pursued as a NOX reduction strategy

through staged combustion. The mechanism involves the recycling of NO back to

HCN through reactions with HC radicals, at which time the fate of HCN is deter-

mined by the radical environment and is converted to either N2 or back to NO.

This NOX mitigation strategy was originally investigated by several groups in the

1970’s [27, 28], and was often comprised of the segmented addition of fuel in multiple

stages. The majority of the fuel is burned in the first stage, typically at relatively

high temperatures with significant NO formation. In the next stage, additional fuel

such as methane is injected into the combustion products of the first stage. The result

is a fuel-rich region containing many HC radicals which are free to react with NO to

form HCN. The last stage controls the conversion of HCN back N2 and NO.

Determination of the specific HC radicals involved in the formation of HCN from

NO has been studied by a number of people [19, 29–32], and the following reactions

have been identified as the most important:

HCCO +NO 
 HCNO + CO (1.21)

HCCO +NO 
 HCN + CO2 (1.22)

CH3 +NO 
 HCN +H2O (1.23)

CH3 +NO 
 H2CN +OH (1.24)

CH +NO 
 HCN +O (1.25)

C +NO 
 CN +O (1.26)

The prominence of a given initiating NO removal radical is typically condition depen-

dent: under radical-rich conditions, NO is more likely to be removed by the smaller

radicals such as CH and C, however, under less radical-rich conditions HCCO and

CH3 can be more prominent. Under most conditions however, HCCO typically plays
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the most important role [33, 34].

The fate of HCN, similar to the Prompt sub-mechanism, is controlled through O

atom [35], and the conversion back to N2 follows the procession below:

HCN +O 
 HCN +H2O (1.27)

HCN +O 
 NH + CO (1.28)

NCO +H 
 NH + CO (1.29)

NH +H 
 N +H2 (1.30)

N +NO 
 N2 +O (1.31)

with the net result of the removal of a total of two NO molecules through this mech-

anism.

1.1.5 Minor mechanisms: NO2

The other primary component of NOX, NO2 has been observed to be present in

significant quantities in the flame front [36–38]. The formation of NO2 is driven by

the presence of hydroperoxyl radical in the flame front through the reaction

NO +HO2 
 NO2 +OH (1.32)

The NO involved in the above equation is typically formed via other mechanisms in

higher temperature regions of the flame and transported to the cooler regions of the

flame with significant HO2 concentrations. Usually, NO2 is rapidly converted back to

NO through

NO2 +H 
 NO +OH (1.33)

NO2 +O 
 NO +O2 (1.34)
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as it transits through the high temperature regions of the flame.

1.1.6 Minor mechanisms: N2O

Under lean conditions, in which the formation of Prompt NO is low (due to low

availability of CH) and the Thermal contribution is low (due to lower temperatures),

one of the remaining primary NO pathways is through the N2O mechanism [2, 7].

This mechanism is initiated by the formation of nitrous oxide (N2O) through the

three body reaction 1.35 and subsequent reaction to form NO in reaction 1.36.

N2 +O +M 
 N2O +M (1.35)

N2O +O 
 NO +NO (1.36)

Additionally, reaction 1.35 is enhanced at elevated pressure, and as a result, this

mechanism can be significant at the lean premixed temperatures and pressures of gas

turbines [39].

1.1.7 Minor mechanisms: NNH

The role of NNH was first proposed by Miller et al. [40] as a participant in the Thermal

DeNOX process for NO removal via non-catalytic reduction of NO by NH3 [14, 41–

44]. While not a particular focus of this work, the Thermal DeNOX process is an

interesting application in which ammonia is injected under very specific temperature

and oxygen conditions resulting in a self-sustaining reaction leading to the removal

of NO through reaction with NH2.

Through the investigations of the potential products of this reaction, NNH was

identified as one such potential product. Later, an additional NO formation pathway

through reaction of NNH with O atom was proposed by Bozzelli and Dean [45] with

additional evidence for NO formation linked with NNH provided by Harrington et
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al. [46]. This pathway to NO formation proceeds through reaction 1.37.

NNH +O 
 NH +NO (1.37)

Additionally, another potential product of the NNH +O reaction is N2O. Combined

with the N2O mechanism above and the paired oxidation through amine radicals,

the contribution of this mechanism can be significant under the right conditions,

particularly at temperatures below the limit for the Thermal mechanism. A more

recent study of Klippenstein et al. [47] provides a detailed summary of the H/N/O

reactions subset and is incorporated in the NOX mechanism in this work.

1.2 Alcohol combustion chemistry

The study of the combustion of alcohols dates back at least as far as 1953 [48], in

which many early combustion researchers were investigating the combustion of liquid

fuels and liquid fuel droplets [49–52]. The primary objective of these early studies

was to investigate the physics of vaporizing droplets, particularly of more complicated

liquid fuels such as kerosene, gasoline, diesel, and benzene and simple, easily vaporized

fuels such as methanol and ethanol were often convenient to include in their studies.

However, the primary focus would not shift toward the alcohol combustion chemistry

until the late 1970’s and early 1980’s.

At this time, increasing interest in the use of alcohols as alternative fuels, as

well as fuel additives, prompted the beginning of a focus on developing a detailed

understanding of the combustion chemistry in the 1990’s [53]. These studies focused

on the measurement of laminar burning velocities and predictive models for methanol

and ethanol [53–58]. As pointed out by Sarathy et al. [59], after 2003, a huge surge

in research in alcohol combustion chemistry was observed, particularly with regard

to ethanol (due to its significant use in transportation fuels) and the addition of
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interest in the butanol isomers (due to their higher energy densities, relative ease

of use experimentally, and the potential of significant levels of production through

several new biofuel production processes).

It is simply beyond the scope of this work to discuss all of the studies, either

experimental or kinetic, that have been conducted even within the past 15 years.

Fortunately, the excellent review paper of Sarathy et al. [59] on the current state of

alcohol combustion chemistry renders such a discussion redundant and unnecessary.

Rather, the focus of this section will be more limited in scope, focusing instead on

summarizing the characteristics unique to the combustion chemistry of the fuels used

in this study.

It is helpful to first consider the unique characteristics common to all alcohols,

before discussing the individual characteristics of the fuels in this study. The definitive

feature of the alcohol molecule in comparison with its alkane cousin is the presence of

the -OH, or hydroxyl, moiety located on the carbon chain. This hydroxyl group causes

the phase to condense, and as a result all alcohols are liquid at room temperature

whereas the alkane cousins remain in the gas phase until the carbon number increases

to certain pentane isomers. Additionally, the hydroxyl group typically lowers the

energy density, an effect which is more pronounced the smaller the molecule becomes.

Along with the lower energy density, the presence of the hydroxyl group induces a

polarity to the molecule, increasing the miscibility of the fuel with water.

Molecularly, the presence of the hydroxyl moiety results in weaker C-H bond dis-

sociation energies (BDE) on the carbon bound to the hydroxyl group (α-C site) [60].

Additionally, the C-C bonds adjacent to the hydroxyl group also experience a weak-

ening of their bond strengths while the C2-C3 bonds and C-H bonds on the C2 (β-C

site)are strengthened. The presence of this hydroxyl group is typically influential

up to the third carbon adjacent to the hydroxyl group (γ-C site) [61]. Beyond the

γ-C site, the rest of the molecule behaves similarly to those in alkanes. Finally, the
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O-H bonds in the alcohol are quite strong and as such it is difficult to abstract the

hydrogen from these sites.

1.2.1 Methanol combustion chemistry

The fate of methanol during decomposition is the simplest of the alcohols, is signifi-

cantly different from that of its cousin methane, and occasionally is observed through

the recombination of methyl and hydroxyl radicals in the combustion of hydrocarbons.

The primary decomposition products of methanol are through:

CH3OH 
 CH3 +OH (1.38)

CH3OH (+H/OH/HO2) 
 CH2OH + (H/H2/H2O/H2O2) (1.39)

CH3OH (+H/OH/HO2) 
 CH3O + (H2/H2O/H2O2) (1.40)

where pathways leading to CH2OH are the most significant (approx. 75%) [58]. Con-

sumption of methanol by OH radicals yielding CH2OH is typically the primary con-

sumption pathway under lean and stoichiometric conditions while reaction with H

radicals yielding both CH2OH and CH3O are increasingly important under rich con-

ditions [62]. The formation of CH3, through initial decomposition reactions or through

other pathways, is typically extremely low [58]. It should also be noted that while

hydroperoxyl radical is primarily formed through

H +O2 +M 
 HO2 +M (1.41)

in hydrocarbon flames, significant contributions to HO2 can also occur through reac-

tion of CH2OH and O2 yielding formaldehyde and hydroperoxyl radical [56, 57].

Meanwhile, the hydroxymethyl radical (CH2OH) and methoxy radical (CH3O)

share similar fates in consumption through thermal decomposition into formaldehyde
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Figure 1.3: Example methanol decomposition pathway for a stoichiometric
methanol/air flame. Adapted from Egolfopoulos et al. [58]

(CH2O). While the methoxy radical is primarily consumed through the thermal de-

composition pathway, a portion may proceed through reaction with H to form CH3

under stoichiometric conditions due to the abundance of H atoms [58]. These path-

ways are summarized in Fig. 1.3, where clearly, nearly all decomposition pathways

ultimately lead through to the formation of formaldehyde and subsequent oxidation

through HCO and CO. The net result of these rather limited set of decomposition

pathways is concentrations of formaldehyde and hydroperoxyl radical of 15 and 4

times that of methane with greatly reduced concentrations of hydrocarbon radicals.

1.2.2 Ethanol combustion chemistry

Ethanol has received a great degree of attention from researchers due to its com-

mon use in transportation fuels (approx. 0.88 mboe/day in the US in 2014 [63]. The

chemistry of ethanol oxidation is more complicated than either methanol or its alkane

cousin ethane due to the reaction pathways common to both alkane and alcohol –

dehydrogenation (H-abstraction) or decomposition – as well as the additional po-

tential for dehydration (water elimination) reactions [57]. The net result of ethanol
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decomposition also contains a wider mix of both oxygenated and non-oxygenated

intermediates, further increasing the complexity.

Sarathy et al. [59] delineates the decomposition pathways and the resultant prod-

ucts into the various reaction classes. The first pathway is the unimolecular decom-

position, primarily through the following two pathways:

C2H5OH 
 C2H4 +H2O (1.42)

C2H5OH 
 CH3 + CH2OH (1.43)

with reaction 1.42 favored at low temperature (less than 1400 K) and with reac-

tion 1.43 increasing to be of comparable importance around 2000 K [64]. However,

the most important reactions in ethanol decomposition in flames proceed through

H-abstraction:

C2H5OH + (H/OH/HO2) 
 C2H5O + (H2/H2O/H2O2) (1.44)

C2H5OH + (H/OH/HO2) 
 CH3CHOH + (H2/H2O/H2O2) (1.45)

C2H5OH + (H/OH/HO2) 
 CH2CH2OH + (H2/H2O/H2O2) (1.46)

with abstraction by OH radical being the most important. Typically, abstraction

from the hydroxyl group (reaction 1.44) is limited due to the high bond strength in

comparison to the other C-H abstraction sites, so reactions 1.45 and 1.46 are the more

predominant products [65].

The resultant fuel radicals, C2H5O, CH3CHOH and CH2CH2OH, are then con-

sumed through either thermal decomposition or isomerization reactions. Several re-

searchers have investigated the possible pathways for the decomposition of these ethy-

oxy and hydroxyethyl radicals [66, 67], and the resultant predominant pathways for



35

C2H5O are:

C2H5OH 
 CH2O + CH3 (1.47)

C2H5OH 
 CH3CHO +H (1.48)

while CH3CHOH proceeds through:

CH3CHOH 
 CH3CHO +H (1.49)

CH3CHOH 
 C2H3OH +H (1.50)

CH3CHOH +O2 
 CH3CHO +HO2 (1.51)

and CH2CH2OH through

CH2CH2OH 
 C2H4 +OH (1.52)

CH2CH2OH 
 C2H3OH +H (1.53)

CH2CH2OH +O2 
 2CH2O +HO2 (1.54)

Ultimately, most of the C2H5O undergoes reaction 1.47, with about 25% through re-

action 1.48 under combustion conditions. All three reactions 1.49–1.51 are important

pathways in the decomposition of CH3CHOH, with a preference for the formation of

acetaldehyde (CH3CHO). Meanwhile, CH2CH2OH primarily proceeds through reac-

tion 1.52 (approx. 90%) with the remainder through reactions 1.53 and 1.54.

Adapted from the review paper of Sarathy et al. [59], Fig. 1.4 provides a general

reaction diagram for the decomposition of ethanol. As can be seen in the figure,

decomposition of ethanol ultimately results in the formation of one of several stable

intermediate species: ethylene (through H-abstraction from the β-C site), acetalde-

hyde (through H-abstraction from the α-C site), ethenol (also through H-abstraction

from the α-C site), and formaldehyde (through H-abstraction from the hydroxyl and
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Figure 1.4: Example ethanol decomposition pathway diagram for ethanol decompo-
sition, also showing low-temperature pathways. Adapted from Sarathy et al. [59]

through thermal decomposition of ethanol). The primary pathway is through the

formation and destruction of acetaldehyde, proceeding through H-abstraction from

the oxygen adjacent carbon, ultimately yielding CO and CH3, while a minor pathway

proceeds to form ketene.

1.2.3 Propanol combustion chemistry

Despite being the smallest alcohol to exist in isomeric forms, propanol has received

relatively little research focus, especially in comparison to methanol, ethanol, or the

butanol isomers. Along with a smaller subset of experimental and reaction rate

measurements [68–73], the primary propanol kinetic models currently utilized [74–

76] heavily employ estimation of reaction rates determined through analogy with the

ethanol and butanol chemistry [77].

Qualitatively, the propanol isomers proceed through similar reaction paths as
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ethylene

n- 

iso-propanol 

iso-propoxy 

Figure 1.5: Example n-propanol and i-propanol decomposition pathway diagrams,
also showing low-temperature pathways. Adapted from Sarathy et al. [59]
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ethanol, proceeding through a combination of unimolecular dissociation reactions,

water elimination reactions, C-C scissions, and H-abstractions. In the propanol sub-

mechanism proposed by Sarathy et al. [59], rates for the unimolecular dissociations

reactions are estimated from analogy. Important at high temperatures, the water

elimination reactions as well as the C-C scission reactions are estimated by analogy

to butanol isomers. A limited subset of H-abstraction by OH rate data is avaiable [78]

with the remainder being estimate by analogy.

Figure 1.5 illustrates the generalized reaction path diagram for the propanol iso-

mers. Decomposition for n-propanol proceeds primarily through the H-abstraction

pathways, with abstraction from the α-C site favored over the other sites due to the

reduced bond dissociation energy associated with the proximity of the hydroxyl group.

The resultant α-hydroxypropyl radicals then form propionaldehyde (propanal), and

under high temperature conditions, ethenol and methyl radical can form as well.

Propanal then decomposes to form CO and ethyl radical. Products by abstraction of

the other two carbon sites yield propene (from β-hydroxypropyl radical) and ethene

and hydroxymethyl radical (from γ-hydroxypropyl radical). While not as major of

an H-abstraction site, products from the abstraction of the oxygen adjacent hydrogen

yield formaldehyde and ethyl radical.

Decomposition of i-propanol proceeds through only two C-H-abstraction sites due

to the symmetry of the molecule. Abstraction from the α-C site yields acetone as

an intermediate for both high and low temperature conditions. Abstraction from

the β-C site yields both ethenol (and methyl radical) and propene. The resultant

decomposition products of both acetone and ethenol are resonantly stable species,

which combined with the greater concentrations of acetone in the i-propanol reaction

path, compared with greater concentrations of propanal in the n-propanol reaction

path, result in an ultimately less reactive isomer [57]. Lastly, the only pathway

resulting in the formation of acetaldehyde in the i-propanol chemistry is through H-
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abstraction from the oxygen, so concentrations of this pollutant are typically lower

for i-propanol than for n-propanol.

1.2.4 Poly-alcohol combustion

Most of the work on the combustion of poly-alcohols (also interchangeably known as

polyols or hydroxylated fuels) is motivated by interest in the use of bio-fuel derived

glycerol and waste glycerin in cogeneration or combined heat and power [79]. While

most poly-alcohols are relatively high-cost, low volume commodity chemicals, glyc-

erol has recently experienced a huge surge in supply as a consequence of biodiesel

production [80] followed by the expected drop in prices and a search for alternative

uses [81]. An obvious application is the combustion of the waste glycerol stream, typ-

ically done locally or even on-site to the biodiesel production with direct interfacing

to the production process [82].

Historical uses for glycerol are many and varied, however the demand typically

required by these applications has been relatively small [80]. Due to continually in-

creasing biodiesel production over the past decade, the annual global production of

glycerol has risen to an estimated 1.5 million metric tons in 2011 from 0.9 million met-

ric tons in 2005 [81]. Conventional uses for glycerol (and the other polyols studied

in this work) include conversion to other commodity chemicals, food and pharma-

ceuticals, applications in biological sciences, conversion into oxygenated diesel fuel

additives, and use in particle synthesis formulations [79–81, 83–87].

However, the most discussed potential use for the excess glycerol is combustion and

utilization as an alternative, carbon neutral energy source. Unfortunately, the com-

bustion of glycerol is typically a non-trivial endeavor, requiring careful consideration

of the glycerol feedstock source and fuel processing, specific combustion apparatus,

and potentially post-combustion treatment.

The first major endeavor to characterize the combustion of glycerol was under-
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taken in 2007 by Patzer et al. [88]. Previously, researchers had considered glycerol

in the context of droplet studies (due to its high viscosity and boiling point) [89],

however use of glycerol as a practical alternative fuel was not researched until Patzer

investigated glycerol combustion in an unmodified package boiler. Due to difficulties

in stabilizing a pure glycerol flame, glycerol was co-fired with yellow grease. Signifi-

cant concerns over the formation of ash, particulation matter, residual material, and

fuel handling difficulties were noted as limiting concerns.

The next major endeavor to study the combustion of various crude waste glycerin

streams was undertaken by the author in 2011 [90, 91]. This work built from an ini-

tial study by Metzger [92] and investigated glycerin combustion in two experimental

apparatus. The first apparatus is a 7 kW laboratory scale refractory burner that has

served as the basis for further experiments described in later chapters and details of

the burner design is described in greater detail in Chapter 2. The second apparatus

is an 82 kW laboratory scale refractory-lined furnace equipped with an International

Flame Research Foundation (IFRF) movable-block, variable-air swirl burner incorpo-

rated with an air-atomizing nozzle. Additional details on the laboratory furnace are

available in Ref. [93, 94]. Both systems were composed of essentially similar design,

including refractory insulation of the combustion chamber, adjustable swirl numbers

for flame stabilization, and air-assisted atomization for viscous fluids. Additionally,

the operation of each burner was also functionally similar, whereby the apparatus

was preheated using a traditional gaseous fuel (propane in the 7 kW and natural gas

in the 82 kW burners) before switching to the glycerol fuel. Experiments in the 7

kW burner were conducted with a pure, USP grade glycerol fuel, while the 82 kW

furnace employed two formulations of crude glycerin (with and without the methanol

remnant of the transesterification reaction).

Emissions measurements of common emissions such as CO, CO2, O2, and NOX

as well as particulate matter and carbonyl emissions measurements were conducted.
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With the exception of NOX, both combustors produced gas-phase emissions similar

to natural gas and distillate fuel oils, indicating low total hydrocarbon emissions and

efficient combustion. Interestingly, NOX emissions from the prototype burner were

a factor of 20 times lower than those from the comparison fuels. Particulate mat-

ter emissions from the crude glycerol formations were observed to be extremely high

(2200-3400 mg/m3) due to the large sodium catalyst residual in the fuel, requiring

any practical application to address this issue with ash mitigation/post treatment or

precondition the fuel before combustion. Measurements of carbonyl compounds were

conducted. One of the initial fears of the combustion of glycerol is the potential for ex-

cess emissions of carbonyl compounds (particularly acrolein), however measurements

indicated only a slightly increase in these species over traditional fuels.

Additional work done by Steinmetz et al. [95] measured particulate matter, oxy-

genated pollutant emissions (such as aldehydes and ketones), and other volatile or-

ganic carbon emissions in the same 82 kW furnace used by Bohon [91]. Analysis of

the fly ash indicated extremely large concentrations of ash in the furnace and compo-

sitional analysis revealed a predominantly alkali and alkaline earth elemental compo-

sition. This metallic content originates in the crude waste stream through the sodium

hydroxide catalyst used in the transesterification reaction. Measurements using XRF

did indeed indicate very high concentrations of sodium carbonate, sodium sulfate,

and sodium phosphate in the collected ash samples. Steinmetz showed that much of

this ash forms through nucleation and particle growth (coagulation and condensation)

of vaporized metallic content in the flame. Additionally, Steinmetz measured VOC

concentrations in the stack gases, with a focus on acrolein. Reported concentrations

of acrolein where slightly elevated in the glycerol stack emissions, however the con-

centrations were still relatively low in comparison with natural gas (20.7 and 13.3

ppbv, respectively).

Several studies of the combustion of viscous fuels utilizing an air-assisted atomiz-
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ing technique known as effervescent atomization have investigated glycerol combus-

tion [96–98]. These studies focused on establishing glycerol spray flames in swirling

configurations, with and without methane co-firing, and have conducted several species

measurements for NO, CO, droplet size distribution and temperature in the post gases

and flame region. The results from these studies are comparable with those discussed

in the author’s previous work [91] as well as work discussed in the following chap-

ters [99, 100].

McNeil et al. [101] reports using straight technical grade glycerol (98%, biodiesel

derived) in a 4 cylinder direct injection turbocharged diesel engine. Measurements

of common emissions of near full load are shown to be lower than from diesel fuel,

and the indicated efficiency is up to 2% higher. They report low concentrations of

aldehydes, however it is unclear how these measurements were conducted as there are

few method details reported and whether the reported concentrations are above the

minimum detectable limit.

Eaton et al. [102] investigated emulsions of glycerol in diesel fuel powering a single

cylinder diesel engine, with emulsions of 10% and 20% glycerol in diesel. Addition

of glycerol was observed to retard ignition combustion initiation, but measurements

of NOX concentrations were observed to decrease between 5-15% while particulate

matter emissions decreased up to 50%. However, unburned hydrocarbon emissions

increased significantly.

1.3 NOX formation in hydroxylated fuels

A few studies have investigated NOX formation in the combustion of hydroxylated

fuels, however not as much work has been done in this area as one might expect.

Most of this work has been focused exclusively on NOX formation in the combustion

of alcohols.
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Figure 1.6: Profiles of temperature and mole fractions of CH4, C2Hi=2,4,6, and NOX

in a two-stage methanol-air flame with an equivalence ratio of 2.4 and a strain rate
of 50 s−1. Adapted from Li et al. [103]

William’s group has conducted several studies on NOX formation in methanol

and ethanol flames. The first of these works by Li et al. [103] examined the com-

bustion of methanol in an atmospheric pressure laminar, two-stage premixed flame

and a counterflow two-stage flame with three different methanol kinetic mechanisms

(184 reactions with 45 species, as well as a 6-step and 1-step mechanism) includ-

ing a relatively simple NOX mechanism (52 reactions, 13 species). Only a relatively

small set of experimental extracted gas sample measurements for NO concentrations

were reported. Comparisons of measurements with model predictions showed good

agreement for both the premixed and diffusion flames as shown in Fig. 1.6.

Li attributes most of the NO formation to the Thermal mechanism, reasoning

that predicted concentrations of CH are very low in comparison with methane and

the resultant Prompt contribution is expected to be low as well. Li et al. [104] also

studied the addition of water, N2, CO2, and Ar and observed subsequent reductions in

NO formation through the Thermal mechanism via suppression of the temperature.

Saxena et al. [105] later extended the methanol mechanism of Li for use with

ethanol and a validation study was conducted. Measurements of NO concentrations
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were very limited however, presenting a single set of measurements in a partially-

premixed (φ = 2.3) ethanol-air flame. A detailed investigation of NOX contributions

was not conducted, rather predicted concentrations of NO were attributed primarily

to formation through the Thermal mechanism. Contributions through the Prompt

mechanism were predicted to be greater than that in the methanol flames however

still lower than hydrocarbon flames due to predicted peak CH concentrations of ap-

proximately 50% of comparable alkane flames.

Marques et al. [106] studied NO in ethanol flames with laser saturated fluores-

cence (LSF) with the primary objective of using OH∗ and CH∗ chemiluminescence to

correlate NO concentrations. They report a predominance of thermal NO in stoichio-

metric flames and prompt NO in rich flames. They observe a strong correlation of

CH∗ chemiluminescence with NO formation under fuel-rich conditions, however they

ultimately recommend a ratio of the chemiluminescence of CH∗ to OH∗ as a better

correlation to NO formation.

The only other work to conduct a direct comparison of NO concentrations between

alcohol and alkane fuels was Chung et al. [107]. The fuels of interest were butane and

butanol isomers. In this work, measurements of NO concentrations were conducted

by planar laser induced fluorescence (PLIF) measurements in stagnating premixed

flames. Simulations of these flames were conducted using the butanol chemistry of

Sarathy et al. [77, 108] with a NOX sub-mechanism for methane combustion from

El bakali et al. [22]. Chung showed that for most butanol isomers lower levels of

NO were formed, except for iso-butanol, and asserts that consistently lower NO was

formed through both Prompt and Thermal mechanisms.
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1.4 Objectives and contributions

In the most general sense, the endeavor of this work was to gain a better under-

standing of the role that the presence of one or more hydroxyl groups on the fuel

molecule plays in the formation of NOX emissions. Initial work published by the

author [90, 91] indicates the potential for significantly reduced NOX emissions in the

combustion of glycerol, a fuel characterized by the presence of three hydroxyl groups

on the fuel molecule. In pursuit of this goal, a high swirl burner apparatus was de-

signed expressly to address the unique difficulties inherent in the combustion of the

poly-alcohol fuels (such as glycerol). Additionally, a vaporization system was devel-

oped to provide the steady vaporization and premixing of alcohols to allow for more

fundamental studies in configurations with better defined boundary conditions than

the swirl burner. Detailed chemical kinetic modeling under a number of configura-

tions was also conducted, with a focus on exploring the different contributions from

NOX formation sub-mechanisms. These objectives are summarized below:

• Construct and characterize a high swirl, insulated liquid spray burner apparatus

for the combustion of low energy density, high viscosity, difficult to burn fuels.

• Understand the atomization characteristics of the viscous fuels and the impact

of atomization quality on flame dynamics.

• Characterize the variations in both thermal and non-thermal contributions to

NOX formation in the combustion of polyols through both experimental and

kinetic modeling means.

• Investigate the fuel decomposition pathways of poly-alcohols and the influence

of varying molecular structure on decomposition pathways and intermediate

species distributions.

• Design a vaporization system for the premixing of alcohol and other liquid fuels
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(with a reasonable volatility) to be integrated with canonical burner configura-

tions.

• Experimentally investigate temperature and species concentrations in a canon-

ical flame with reduced dimensionality for comparisons with flame simulations.

• Non-intrusively probe canonical premixed flames with in-situ planar Laser In-

duced Fluorescence techniques for temperature, NO, and formaldehyde concen-

trations.

• Conduct a nitrogen flux accounting study to determine contributions from non-

thermal NOX sub-mechanisms and the influence that fuel decomposition path-

ways have on relative formation of NO through these pathways.

Chapter 3 describes the development of the high swirl burner for low energy

density, high viscosity fuels. This work includes a parameter study of the effect

of the global equivalence ratio and atomizing air flow rate under fixed firing rate

and swirl number conditions for glycerol and diesel spray flames. Measurements of

exhaust gas temperature and composition were conducted as well as a limited set of

measurements of droplet size distributions for both fuels. This work was originally

published in 2013 [99].

Chapters 4–5 conduct a detailed investigation of the atomization characteristics

of the C1-C3 poly-alcohols and investigate the mean temperature distribution and

NOX emissions. Utilizing the available controls, the operating conditions are care-

fully controlled to yield matching temperature distributions, thus allowing for a direct

comparison of non-thermal NOX contributions for these difficult to burn fuels. Chap-

ter 6 then compares fuel decomposition pathways through a detailed reaction path

analysis of perfectly stirred reactor simulations under burner typical temperatures and

equivalence ratios. The work contained in these chapters was originally published in

2015 [100].
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Chapter 7 then conducts measurements of the temperature distribution in pre-

mixed alcohol flame flames stabilized on a porous plug McKenna burner. The tem-

perature was measured with the combined techniques of probed thermocouple mea-

surements and 2λ-OH PLIF thermometry. This temperature was then imposed as the

predefined temperature in simulations of these flat flames. Comparisons of measured

and predicted concentrations of NO in the post flame were conducted. Lastly, the

contributions from the various NOX formation pathways to the total NO formation

was investigated through a nitrogen flux accounting. The work contained in this

chapter has been accepted for presentation in 2016 [109].

Chapter 8 presents an investigation of non-intrusive NO concentration measure-

ments in premixed burner stabilized and bunsen conical flame configurations. Quan-

titative NO PLIF measurements were conducted, allowing for investigations of both

the thermal and non-thermal contributions for both alkanes and alcohols under a

range of equivalence ratios. The work contained in this chapter is currently under

preparation for submissions.

Finally, Chapter 9 presents an investigation of the concentrations of formaldehyde

concentrations in alcohol and alkane bunsen conical premixed flames. Formaldehyde

is a key intermediate species in the decomposition pathways of alcohols (and poly-

alcohols), and represents a decomposition pathway with limited contribution to ni-

trogen fixing carbon species. Relative concentration measurements of formaldehyde

in the flame front was conducted via semi-quantitative PLIF measurements under

a range of equivalence ratios. The work contained in this chapter is also currently

under preparation for submission.
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Chapter 2

Experimental apparatus,

techniques, and methods

This chapter provides a detailed description of the different burner apparatus and

diagnostic techniques utilized throughout this text. While each chapter includes

a brief description of the apparatus, conditions, and/or techniques specific to that

chapter, it is in this section that the details of the design, operation, or experimental

considerations for all of the equipment and tools used in the following work will be

discussed.

Among the burners used in this study are three different configurations. In Sec-

tion 2.1 the high swirl burner will be presented. The other two burners utilize a

prevaporization system described in Section 2.2 accompanied by descriptions of the

McKenna and Bunsen burners in Sections 2.2.1 and 2.2.2, respectively.

The following sections will discuss the various diagnostic techniques used through

this work. Section 2.3 will provide an introduction to Laser Induced Fluorescence

(LIF) techniques in general, followed by specific considerations for 2λ-OH LIF ther-

mometry, CH2O LIF, and NO LIF. Sections 2.4, 2.5,and 2.6 will then present the

technique for probed thermocouple measurements, extractive gas sampling for species

concentrations, and droplet size distribution measurements, respectively.
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Figure 2.1: Cross-section of burner used for swirl stabilized flames. Adapted from
Chen et al. [110].

2.1 Swirling spray burner

The swirl burner used in this work is based on the designs of Feikema et al. and Chen

et al. [110–112]. This burner features two air inlets oriented as shown in Fig. 2.1

to allow for the control of the swirl number independently of the equivalence ratio.

The first air inlet is oriented axially and enters through the bottom of the plenum

and is represented as Q̇A. Oriented tangentially to the walls of the plenum and

perpendicularly to the axial air inlet are four additional inlets that impart the swirling

momentum. The sum of these four inlets is represented as Q̇θ. Located axially along

the centerline of the burner is a fuel tube. This fuel tube extends up through the

mixing plenum and into a venturi and quarrel, the exit of the tube is aligned with

the base of the quarrel. By controlling the ratio of the air flow through Q̇A and Q̇θ,

the swirl number can be varied without necessitating a change in the flow rate of air

as would be required for a fixed vane swirler.
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The swirl number was defined by Ribeiro and Whitelaw [113] as:

S =

∫ dA/2
0

(Uθr) (Uz2πrdr)

(dA/2)
∫ dA/2

0
(U2

z − U2
θ /2) 2πrdr

(2.1)

where Uθ and Uz are the tangential and axial velocities and dA is the throat diameter.

It was then shown by Claypole and Syred [114] that the swirl number was linearly

proportional to the geometric swirl number, Sg. Determined by Q̇A and Q̇θ, the

geometric swirl number provides a more convenient measure of swirl than the actual

definition in equation 2.1. Claypole showed that Sg could be described as:

Sg =
ro
∏
re

At

[
Tangential Flow

Total Flow

]2

(2.2)

where ro is the distance from the center of the burner to the center of the tangential

inlets, re is the radius of the exits, and At is the total area of the tangential inlets.

This can be further simplified to:

Sg =
πrodA
2At

(
ṁθ

ṁθ + ṁA

)2

(2.3)

This relation was then used to define Sg for the remainder of the work.

While based on the burner described above, the apparatus here expanded on the

design considerably. The previous burner was designed for the combustion of gaseous

fuels, however the current burner needed to operate with liquid fuels, requiring the

inclusion of an atomization system. Further, the atomization system had to be capa-

ble of producing a fine quality atomization of highly viscous liquids. Commercially

available air atomizing nozzles from Hago and Delavan were used throughout this

study, allowing for a low pressure solution to the atomization of viscous liquid. On

top of need for an atomization system, many of the fuels of interest in this study were

very difficult to ignite and maintain a flame due to low energy densities, high boiling
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Figure 2.2: Geometry of swirl burner used in this work and a cartoon rendering of
the orientation of the burner components.

points, low volatilities, and high auto-ignition temperatures. The solution was the

inclusion of an insulated combustion chamber confining the flame. Figure 2.2 demon-

strates the finalized geometry and cartoon rendering of the burner configurations.

Here, the axial air flow Q̇A is labeled (a), and one of the four tangential inlets

is labeled (b). The fuel atomization system utilizes an air-atomizing nozzle which

introduces a third air inlet labeled (d). The liquid fuel exits the fuel lance with the

atomizing air at the nozzle tip (e).

Due to the difficulty in burning some of the fuels as mentioned, a warm up process

needs to be followed. When beginning operation, a gaseous flame is established with

propane entering through the inlet labeled (c). A swirling propane flame is established

and maintained for 30–45 minutes in order to allow for the combustion chamber to

reach a steady temperature. When ready to switch to liquid spray flames, the flow rate

of liquid fuel is increased while simultaneously the flow rate of propane is decreased.

This allows for a relatively constant energy flux and for the injection of the difficult
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to burn fuels directly into an existing flame.

This burner can operate up to a power of 10 kW, however operation was typically

limited to the range between 7 and 9 kW. It was observed that below about 5 kW,

controlling fuel flow and maintaining adequate temperature in the chamber was dif-

ficult for some fuels. And above 10 kW, spray flames would extend beyond the top

of the combustion chamber.

All gaseous flow rates are controlled with Brooks Thermal Mass Flow Controllers.

The liquid mass flow rates are either metered or controlled with Brooks Quantim

Coriolis Mass Flow devices. Set point control was achieved through a National In-

struments LabView control architecture, integrating the flow and set point control

with the data acquisition hardware. Data logging of flow rates, temperatures, and

pressures was recorded during sampling and was made available for monitoring during

operation.

2.1.1 Reciprocating piston pump based fuel system

Because of the wide range of fluid properties, the fuel delivery system presents several

hurdles which were necessary to address. Two different fuel delivery systems were

designed and implemented, however the first proved to be difficult to use in practice

and the second proved to be a much better system.

The first system was composed of a heated separatory funnel with stopcock and

valve on the bottom of the flask. Warmed liquid was then directed to the inlet of an

Eldex Optos Metering Pump. This pump uses a reciprocating piston to draw in and

pump out liquid while the flow rate is controlled by the rate of the piston. However,

this unsteady pump induces pressure fluctuations in the fluid stream which need to

be dampened. If the pulses remain undampened, a pulsation in the flow rate of fuel at

the nozzle is observed which can even extinguish the flame. The pressure fluctuations

are dampened by means of a hydraulic accumulator and needle valve. A hydraulic
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accumulator is a device composed of a rigid outer shell containing a bladder filled

with pressurized compressible gas. When pressurized liquid enters the accumulator,

the compressibility of the gas absorbs the fluctuations in the incompressible liquid.

The needle valve downstream of the accumulator ensures that the pressure balance

in the accumulator adequately absorbs the fluctuations. Additionally, the pressure in

the gas bladder can be controlled to ensure adequate pressure for fuel delivery. When

operating correctly, this system works well. However, considerable difficulty can be

encountered in the ability of the piston to pump high viscosity liquids. Due to the

small inlet orifice and valving, the intake of the pump can struggle to draw in even

warmed viscous liquid, resulting in stalling of the pump. This is compounded by the

inverse correlation in these fuels between viscosity and energy density, meaning that

the fuels that are the most difficult to pump also require the highest flow rate to

maintain a constant energy flux.

2.1.2 Pressurized fuel reservoir system

Therefore, the second system was developed and has shown significantly more success

and is much easier to operate. This system trades off the continual operation and

ability to refill the fuel reservoir of the first system for the ability to operate without

a pump. The principle of operation is simple and a cartoon schematic diagram is

shown in Fig. 2.3. A large cylindrical tank of liquid fuel is filled and orientated with

an outlet below the liquid surface level. The top of the tank is sealed and pressurized

with a dry inert gas such as N2 or argon. The bottom of the tank is routed to the inlet

of the flow rate controller, composed of either a coriolis controller or a coriolis meter

and needle valve combination for manual control. The complete system is composed

of 4 tanks of 3.4 L each, ganged together into two pairs of two. The pressurized gas

system is connected to a high pressure gas supply and precision pressure regulator

for pressures up to 35 bar as well as the laboratory vacuum system which can be
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Figure 2.3: Liquid fuel delivery system.

used to refill the cylinders by reversing the process. Each cylinder is fitted with an

ultrasonic level switch at the top and bottom, indicating high and low level indicators.

Apart from the ends of the cylinder, the liquid filled volume is a linear function of

the fill height, allowing for easy monitoring of the liquid level. The downstream fluid

path from each cylinder pair includes a pneumatically controlled three way valve to

supply fuel to the burner or to a bypass. This allows for the fuel preheat system to be

activated and equilibrated with a flowing liquid medium before switching the flame

to liquid operation.

The biggest limitation of this fuel delivery system is the limit on continual run

time through the need to refill the cylinders. This is somewhat compounded through
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Table 2.1: Fuel consumption rates and burn times, P=9kW

Fuel ṁf ρf Q̇f Burn Time
(units) (g/min) (g/ml) (mL/min) (min/L)

Glycerol 33.61 1.261 26.65 37.5
Propylene Glycol 24.92 1.036 24.05 41.5
Ethylene Glycol 31.61 1.113 28.41 35.2
n-Propanol 17.56 0.803 21.87 45.7
Ethanol 20.10 0.789 25.48 39.3
Methanol 27.10 0.791 34.26 29.2
Propane 11.62 0.00186 6250 -

the need for a warm-up period before operation. However, Table 2.1 shows estimates

of the available operating times for all the different liquid fuels in this work. Methanol

shows the highest volumetric fuel consumption rate. If both available cylinders are

filled, yielding 6.8 L, then the burn time available is about 3 hours and 20 minutes

which is enough time to complete experiments with a concerted effort. The longest

burn time is available using n-propanol at a little over 5 hours. A note of caution

should be included here however. If the liquid level in the fuel reservoir completely

depletes and all liquid up to the flow rate controller is purged, a catastrophic failure

can occur. As the liquid is removed from the flow rate controllers, the largest pressure

drop in the system is also removed which allows for the very rapid deposition of all

the remaining liquid in the fuel lines between the controller and the nozzle into the

combustion chamber. This results in a much larger and richer flame seeking oxygen

that is not available in the combustion chamber. Therefore, the user must heed the

low level indicator and quickly begin preparations to shut down the burner and refill

the fuel reservoir.

2.2 Prevaporization system

The spray flames of the burner described in the previous system can be quite difficult

to model with detailed chemistry due to the multiphase physics and wide range of
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Figure 2.4: Liquid fuel vaporization and premixing system.

scales involved in accurately capturing the droplet physics. Therefore, this work is

also interested in investigating more fundamental and simpler flame configurations,

such as premixed flat and conical flames. However, all of the fuels of interest are

liquid at room temperature, and a system designed specifically to vaporize the fuels

in a reliable and consistent manner is necessary.

Thus, the prevaporization system illustrated in Fig. 2.4 was developed. This

system utilizes a sequence of heated mixing chambers to vaporize and mix fuel with air

over a range of equivalence ratios and mass flow rates. Here, the primary vaporization

chamber is the first in a sequence of three insulated and heated chambers. Liquid

fuel is atomized in this first chamber using a similar air atomizing nozzle to the

swirl burner. The atomizing air is preheated before injection. Primary chamber

temperatures are controllable up to 180◦C, allowing for the vaporization of a fairly

wide range of fuels. The extremely rich mixture of vaporized fuel and air then enters

the second chamber through the three side ports of the second chamber. Make up air
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also enters this chamber from the bottom, bring the mixture down to the required

equivalence ratio. Mixing of the rich fuel/air mixture into the make up air by injecting

through the small tubes in the side of the chamber helped to isolate the final fuel air

mixture from any acoustic oscillations induced by the atomizing air nozzle. Under

some conditions, it was observed that without this mixing strategy the flame could

be affected. After mixing in the secondary chamber, the tertiary chamber provides

one final volume to fully mix before entering the burner. Additionally, if gaseous fuels

are desired, rather than liquid, the gaseous fuel can be injected into this chamber to

premix. Every region and air stream is heated, insulted, and temperature controlled,

allowing for final temperatures up to 120◦C.

Most of the experiments in this work base the gas exit velocity on a factor of

the laminar burning velocity. For the different fuels, empirical measurements were

taken from literature. Vagelopoulos et al. [115] provided data for the C1–C3 alkanes,

Gulder et al. [55] provided data for methanol and ethanol, and Veloo et al. [72]

provided data for the propanol isomers. Unburned gas temperatures for these flames

were typically higher than the temperatures for the flames speeds in the literature, so

corrections were made for the variations in the laminar burning velocity as a function

of temperature [116, 117] using the correlation:

Su = Su,o

(
Tu
Tu,o

)α(
P

Po

)β
(2.4)

α = 2.18− 0.8(φ− 1) (2.5)

β = −0.16 + 0.22(φ− 1) (2.6)

(2.7)

where Su,o is the laminar burning velocity at the reference conditions Tu,o and Po.

With the prevaporization system providing a steady and controlled supply of

vaporized liquid fuel and air mixtures, several premixed burner configurations can be
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Figure 2.5: McKenna premixed flat flame burner. Adapted from Prucker et al. [118].

used easily. The two used in this work are a McKenna flat flame and Bunsen-type

conical flames described in the following two sections.

2.2.1 McKenna burner

The first premixed burner used in this work is a McKenna flat flame as shown in

Fig. 2.5. This burner uses a sintered stainless steel porous plug to stabilize a flat

flame on the burner surface through heat loss to the porous plug. The porous plug is

typically cooled with a circulating water system through the plug. However, the exit

gas temperature of the conditions in this study is 100◦C, so the water system was

replaced with a oil recirculation system. Around the perimeter of the porous plug is

equipped with an annular coflow ring of shielding gas where N2 was injected.

Porous plug flat flame burners such as the McKenna burner have long been used
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Figure 2.6: Bunsen premixed conical flame burner.

to provide reference one-dimensional flames for flame, chemistry, and laser diagnostic

studies [118–123]. Their axisymmetry, one-dimensional nature, and ease of installa-

tion in low pressure configurations make them well suited to modeling studies. Care

must be taken, however, to account for the significant heat loss to the porous plug

due to the proximity of the flame to the burner surface either through measurements

of the heat deposited into the water recirculation system or measurements of the

temperature field. Lastly, due to the significant heat loss, peak temperatures in the

flame can often be relatively low limiting the formation of thermal NO, which is a

feature of these flames that will be exploited.

2.2.2 Bunsen conical flame burner

The second premixed burner configuration used in this work is a Bunsen-type conical

flame. This flame is characterized by its conical shape. A premixed fuel and air

stream enters the bottom of the burner and exits the converging section of the nozzle

shown in Fig. 2.6 at velocities greater than the laminar burning velocity, where a
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Figure 2.7: Bunsen-type stoichiometric methane/air premixed conical flame. Image
courtesy of Dr. Deanna Lacoste.

flame is then stabilized on the rim of the nozzle. The flame stabilizes in a conical

shape as shown in Fig. 2.7, where the normal component of the unburned gas velocity

is equal to the laminar burning velocity. The tip of the flame experiences high stretch

effects and an increase in the laminar burning velocity, thus closing the flame tip.

The flame is detached from the rim of the nozzle due to heat loss and extinction of

the flame near the nozzle rim.

Conical flames are another configuration which have been studied for an extremely

long time. One application of this configuration is the measurement of the laminar

burning velocity, which has been shown to be proportional to the uniform axial ve-

locity at the exit of the nozzle and the sine of the cone angle [124–127]. Bunsen-type

flames are also well suited to studies of Lewis number effects in premixed flames,

resulting in interesting cupping and stretch effects [128–133]. Additionally, conical

premixed flames are convenient flames in which to study the flame response to acous-

tic forcing and measurements of the flame transfer function to investigate coupling of

heat release and pressure fluctuations [134–138].

2.3 Laser Induced Fluorescence

Laser Induced Fluorescence (LIF) is a species specific in-situ diagnostic for many

different combustion relevant measures. Techniques have been developed to measure
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Figure 2.8: Two-level model for possible LIF transitions.

many different properties using LIF:

• ni: number density of a target species i,

• T: temperature, either through the Boltzmann fraction or through multi-line

techniques,

• Xi; concentration of species i,

• ~u: gas velocity, measured through the Doppler shift of the absorption frequency,

• P: pressure, measured through line broadening.

A number of resources are available for the researcher stepping in to begin an

experimental LIF campaign [139, 140], especially for species concentration or num-

ber density measurements of common intermediate species. While individual species

involve specific considerations, the process involved in LIF diagnostics is generally

consistent.

Regardless of the target property, LIF is essentially the observed spontaneous

emission of a laser-excited species. If the laser source is tuned to a resonant tran-

sition of the target molecule, then the target will be excited to an unstable excited
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state. Once in the excited state, photons can be emitted as the molecule returns to

lower energy states. Additionally, collisions with other molecules can transition the

molecule to lower or higher energy states. A simplified model for the LIF system can

be seen in the two-level model shown in Fig. 2.8.

W12 is the rate at which molecules absorb incoming laser irradiation and transi-

tion to an excited energy level L2 and is proportional to the Einstein coefficient of

absorption B12. Collisional excitation Q12 is typically much smaller than the other

transition rates, so it can be neglected. Molecules in the excited energy state can

experience one of three outcomes in this two-level model. They can be induced again

to emit the absorbed energy and transition to a lower energy state, however, in the

weak excitation limit, the population in the excited state (assuming equilibrium) is

much less than in the ground state and

W21 � A21 +Q21 (2.8)

and the rate of molecules leaving state 2 is controlled by the collisionally quenching

(de-excitation) Q21 and spontaneous emission (fluorescence) A21 processes. In this

weak excitation limit, the population in the excited state, n2 can be described as:

n2 = n1
W12

A21 +Q21

(2.9)

A beneficial feature of this weak limit is that the fluorescence is linear with excitation

rate, however, Q21 �A21 resulting in relatively weak signals. This limit is also known

as the linear regime. Operation in the limit of strong excitation is also another

viable option for some species and utilizes high values of W12, allowing the excited

population n2 to reach steady state, saturating the population and resulting in a

fluorescence signal that is independent of the collisional quenching rate. This limit is

also know as the saturation regime and is commonly known as the Laser Saturated
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Fluorescence (LSF) technique. However, it can be difficult to fully saturate when not

at low pressures or when Q21 is large. All of the experiments in this work utilize the

linear regime, so the focus will remain on the LIF technique.

The spectral fluorescent radiative power ΦF (ν) can be expressed as [140]:

ΦF (ν) = εhν

(
A21

4π

)
Ωc

∫
Vc

n2φ(ν)dVc (2.10)

where ε is the collection optics efficiency, h is Planck’s constant, ν is the transition

frequency, Ωc is the solid angle of the collection optics, φ(ν) is the normalized spec-

tral distribution of the fluorescence, and the integral is evaluated over the overlapping

volume of the incident beam and the collection optics. Integrating through the irradi-

ated volume, accounting for the collection optics, applying the weak excitation limit,

and incorporating the Boltzmann population fraction for the ground state population,

equation 2.10 can be rewritten in the more convenient form:

Si = CoptB12ILfBΓΦnoi (2.11)

where Copt is the combined constant for the collection optics, B12 is the Einstein coef-

ficient of absorption (∝W12), IL(EL,∆νL) is the spectrally resolved laser irradiance,

fB(T ) is the Boltzmann population distribution, Γ(∆νL, T, P,Xk) is the normalize

overlap integral of the incident and absorping transition frequencies, Φ(T, P,Xk) is

the fluorescent yield in the weak excitation limit, and noi (T, P,Xi) is the number

density of the target species.

Execution of the technique in this work uses a basic setup consistent to all of

the target properties. A light source emits a tuned UV beam which is directed

toward the measurement region through a series of UV grade fused quartz optics

and wavelength specific mirrors. The objective is to form a focused laser sheet of

a constant height. This is achieved using a beam expanding telescopic assembly.
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The beam first encounters a concave and convex lens assembly. The collimated beam

expands through the concave lens, however the focal points of the concave and convex

lenses are aligned, resulting in the expanding beam exiting the convex lens collimated

but magnified in diameter by a factor equal to the ratio of the focal lengths. This

large diameter collimated beam is then focused through a cylindrical lens, creating

a measurement region with a height approximately equal to the collimated diameter

(the full height is not typically used due to the low irradiance at the top and bottom of

the sheet). The width of the sheet is equal to the waist of the beam and is typically on

the order of 300 µm. The width of the sheet is also not constant as the beam is focused;

however, the focal length of the cylindrical lens is quite long and the variation in the

width in the vicinity of the focal point is minimal over the width of the measurement

region. This was confirmed with measurements of the sheet width on exposed burn

paper located at the front and back of all burners and no measurable difference in

sheet width was observed. Finally, because the operation of the diagnostic is in the

weak excitation limit (linear regime), variations in the width of the sheet should have

minimal impact on the fluorescence signal in these steady, lower dimensional flames.

However, because a circular beam is focused into a sheet, the energy distribution

is not constant through the height of the sheet. Additionally, the distribution of

energy through the circular cross-section of the collimated beam is also unlikely to be

evenly distributed before sheet formation. Further complicating matters, the shot-

to-shot variation in both the energy distribution and total energy can be significant

and careful account of these fluctuations needs to be included. To accomplish this

objective, a small portion (approx. 4%) of the laser beam was sampled after sheet

forming using a fused quartz flat plate inserted 45◦ to the beam path. This sampled

beam was directed to a cuvette filled with a solution of coumarin dye in ethanol

solution. As each laser shot was fired, this small portion of the beam would fluoresce

the dye in the couvette. A CCD camera oriented perpendicularly to the beam would



65

 

 

200 400 600 800 1000

100

200

300

400

500

600

700

800

900

1000
0

1000

2000

3000

4000

5000

6000

7000

8000

 

 

200 400 600 800 1000

100

200

300

400

500

600

700

800

900

1000
0

1000

2000

3000

4000

5000

6000

7000

8000

 

 

200 400 600 800 1000

100

200

300

400

500

600

700

800

900

1000
0

1000

2000

3000

4000

5000

6000

7000

8000

 

 

200 400 600 800 1000

100

200

300

400

500

600

700

800

900

1000
0

1000

2000

3000

4000

5000

6000

7000

8000

0 OD

0.3 OD

0.6 OD

0.9 OD

Figure 2.9: Exposures of the black body radiation with increasing neutral density
filters for pixel linearity calibration.

capture the dye fluorescence. The concentration of dye was tailored to each desired

wavelength to allow for optimal fluorescence signal in the dynamic range of the CCD

camera. From each exposure, the energy distribution as a function of height in the

beam was recorded and the total energy of the shot could be extracted from the

intensity of the fluorescence.

Simultaneously, the remainder of the beam excited the target species, and the

fluorescence signal was captured with a gated, blue-enhanced Princeton Instruments

PI-MAX3 ICCD camera. The exposure time of the camera was limited to the lifetime

of the fluorescence of the target species to reduce extraneous light impacting the

sensor. Additionally, filters were used to limit the spectral distribution visible to the

camera to the limited range of the target species fluorescence.

The pixel response of the ICCD to photons is sensitive to the wavelength and

can be non-linear with the number of photons. Improvements have been made over

the years to improve the linearity of the pixel response, however corrections for this

non-linearity were conducted for these experiments. This calibration procedure used

a black body radiator, set at a constant temperature (1200◦C), that was imaged using
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Figure 2.10: Decay in pixel intensity with increasing optical density versus expected
intensities (left) and non-linear correction calibration (right). Exposures conducted
with a bandpass filter centered at 310 nm used in OH-LIF.

the same filter. The pixel intensity was shown to be reliably linear as a function of

exposure time (so long as exposure was longer than a few nanoseconds). Therefore,

the ICCD exposure was set to provide an average pixel intensity when imaging the

black body radiator approximately 20% higher than the maximum intensity in the

experiment. Increasingly dense neutral density filters were included with the spectral

filter to capture the sensor response to a known variation in the radiative flux. A

sample of four exposures of the black body radiator with increasing optical densities

up to 0.9 OD is shown in Fig. 2.9. The red bounding box shows the region in which

measurements of the mean pixel response (less dark current) for each exposure were

conducted.

Figure 2.10a shows the normalized average pixel response with increasing OD’s up

to 3.4, along with the expected transmission. It can be seen that the camera response

does not perfectly follow the expected transmission, indicating a non-linear response,

especially as the signal gets low. The non-linear pixel response can be mapped to

the expected response as shown in Fig. 2.10b, and a calibrated intensity curve can be

used to correct exposures in the LIF images.

Spatial calibrations for each experiment were also conducted using a similar method.
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Figure 2.11: Example spatial calibration target, showing identification of grid mark-
ers, spacing, and uniformity.

A calibration target grid with markers 5 mm on center was exposed at the beginning

and end of each day to ensure alignment was maintained throughout the experiment.

For each day, the target grid exposure was analyzed to determine the scale in the

image. Figure 2.11 shows a sample spatial calibration target. Each of the grid mark-

ers was identified and circled in green. Grids were drawn through the center of each

marker allowing for the determination of the grid pixel spacing and confirmation of

uniformity. With a known spacing of the grid markers, the dimensions in physical

space could be determined for each experiment.

It was necessary to correlate the profile correction and ICCD images to identify

common points in the beam. To do this process, a portion of the beam was blocked

with a sharp edge after forming the sheet, but before sampling for the correction

profiles. The location of this sharp edge was varied as shown in Fig. 2.12. This

allowed the identification of the vertical pixel number for the ICCD image and the

corresponding vertical pixel in the profile correction image. Then a mapping transfer
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Figure 2.12: Images of LIF and corresponding profile correction images and portions
of the beam were blocked.

function could be built to correlate the beam profiles observed in the correction images

with the corresponding location in the flame.

For each experiment, operation in the linear regime was confirmed for both the

target species and the profile correction dye solution. This process involved sys-

tematically decreasing the average pulse energy as measured by an energy meter

and recording the LIF and dye fluorescence responses. The fluorescence was plot-

ted against the laser energy and a linear trend was confirmed. Experiments were

then operated at around 80% of the available energy of the laser to ensure that the

experiment remained in the linear regime despite energy fluctuations.

All of these procedures were repeated for the OH, CH2O, and NO LIF experiments

in this work. In addition to the general calibrations and corrections discussed above,

each experiment required unique considerations, such as the selection of the excitation

transition, LIF signal calibration, and quenching quantification procedures. Each of

these considerations will be discussed separately in the following subsections where

applicable. It is possible to omit some of the procedures discussed above, and this

can be a perfectly acceptable approach under the right conditions. However, if any

significant discussion of relative species concentrations, especially as they relate to
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differences in fuels under a wide range of conditions and measured at different times,

the above represents a minimum scope of corrections necessary to adequately capture

these trends.

2.3.1 2λ OH thermometry

The first LIF experiment in this work is actually a two-rotational line technique for

measuring temperature. LIF thermometry has been developed for use with a number

of target species, both naturally occuring such as OH, and seeded into the flow such

as NO. Introductions to the use of two excitation wavelengths for thermometry are

included among Ref. [141–146]. In general, the principle is to measure the ratio

between two broadband LIF images excited at a pair of carefully selected rotational

transitions. Following equation 2.11, the ratio R of the LIF images can be written as:

R =
(CoptB12I)1

(CoptB12I)2

Γ1

Γ2

f1(T )

f2(T )

Φ1(T )

Φ2(T )
(2.12)

The first convenient feature of this approach is that the ratio is independent of the

target species concentration. For both NO and OH target species, the ratios of Γ1/Γ2

and Φ1/Φ2 have been shown to be negligibly temperature dependent given careful

selection of transitions [144, 147]. The result is that the only temperature dependence

in equation 2.12 comes through the population distribution. If thermal equilibrium

is assumed, the population fraction follows Boltzmann statistics, and the ratio can

be simplified as:

R = C
I1

I2

exp (−∆ε12/kT ) (2.13)

where C is an in-situ experimental calibration and ∆ε12 is the energy difference be-

tween the two transitions. Equation 2.14 can be rewritten to solve for the temperature
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as a function of the ratio of LIF images as:

T =
−∆ε12/k

ln(R/C)− ln(I1/I2)
(2.14)

Transition selection requires careful consideration of the conditions expected in the

flame. The work here uses transitions selected from the A2Σ+ ← X2Π(1, 0) OH band.

Transitions in this band are easily accessed with a 10-Hz Nd:YAG pumped, frequency

doubled, Rhodamine-dye laser. Several criteria for transition pair selection include ro-

tational lines with high enough populations and strong enough line strengths to yield

good signal. Additionally, the selected lines need to be isolated from other rotational

lines. Typically, the transition pair would be chosen from different ground states with

a common excited state, which would eliminate variations in the fluorescent yield Φ.

However, it is difficult to find transitions meeting the above criteria and common

upper states while also having a ∆ε12 large enough to provide sensitivity at flame

temperatures [144]. Therefore, transitions with common ground states and differing

excited states were chosen; however calibration at each experimental condition helps

to relieve the effect of differing quenching environments.

The transitions selected for this work are a pair recommended by Seitzman et

al. [144]. The P1(7) and Q2(11) transition pair were selected, with a line separation

energy ∆ε12/k of 2046 K. This pair provides good temperature sensitivity over the

temperature range 1200–2000 K. Background subtractions were conducted by remov-

ing a background image with the laser off from the LIF image. Off-line background

images showed no measurable background interference.

Ensuring that the laser is tuned properly to the expected transition is important

to account for differences in the dye laser stated wavelength and the actual output

wavelength. It is possible (and likely) that the two have shifted due a litany of un-

expected and uncontrollable variables in the laboratory environment. Therefore it is
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Figure 2.13: Wavelength scan of OH rotational lines and simulation of transitions
identifying the P1(7) and Q2(11) transition pair used for thermometry (left) and OH
emission spectra and transmittance of 310 nm bandpass filter (right).

necessary to ensure that the stated wavelength is properly calibrated to the expected

output. This is achieved by conducting a wavelength scan around the expected tran-

sition wavelength. The OH fluorescence emitted in the post flame of a stoichiometric

propane flame imaged on an ICCD is averaged in a region of interest over 50 shots.

This mean fluorescence is then plotted over a range of wavelengths and compared

with a calculated spectrum encompassing the desired transitions as calculated by

LIFBASE [148]. Figure 2.13 shows a comparison of the normalized measured and

simulated spectra, with a baseline shift. The measured spectra is then shifted 0.052

nm to match the calculated spectra to ensure the optimal transitions were selected.

This process was repeated at the beginning of each day to account for day-to-day

shifts in calibration after system shut-down. Figure 2.13 also shows the OH emission

spectra near 310 nm. A 310 bandpass filter with 10 nm FWHM was used to filter out

extraneous light and eliminate scatter of the excitation beam at 285 nm.

As mentioned previously, fluctuations in the shot-to-shot spatial distribution of

laser energy and total irradiance are present in the laser system. Corrections for

these shot-to-shot fluctuations are required to improve the quality of the temperature

measurement. Figure 2.14 shows the typical fluctuation in total energy and the nor-
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Figure 2.14: Shot-to-shot fluctuations in total energy and energy distribution at 285
nm.

malized energy distribution in a single experiment run. Average laser pulse energies

were approximately 18 mJ/pulse. The fluctuation in total energy varies by approxi-

mately 5% from shot to shot, while significant variations in the distribution of energy

through the vertical profile of the beam can be seen.

An algorithm was developed for extracting the energy profile and total energy

fluctuations from the profile correction images. This algorithm is demonstrated in

Fig. 2.15. Here, an example single shot image is shown in (b). Subfigure (a) shows

the distribution of energy, which is calculated by dividing each vertical column in the

image by the maximum in that column and averaging the results. This yields a very

consistent normalized distribution while still accounting for absorption through the

dye solution. The image can then be corrected by dividing by the profile, which yields

(c) and a one dimensional distribution of energy. The total energy is calculated by

taking the sum of pixel intensities in each column in (b) and normalizing to a reference

standard of known energy. This normalized pixel intensity is plotted in (d), where the

absorption through the beam path is clearly seen. The ratio of the two absorption

curves are plotted in (g), and it can be seen that the energy in this example shot

is approximately 73% of that of the reference shot. The spatially corrected profile
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Figure 2.15: Process for quantifying shot-to-shot fluctuations in laser energy and
energy distribution.

in (c) and then be corrected for energy fluctuation and is shown in (e). Comparing

with the reference shot in (f), this algorithm does a good job of extracting the spatial

and total energy information from the dye fluorescence and correcting to a common

standard.

2.3.2 Formaldehyde LIF

LIF studies of formaldehyde are another common application of the LIF technique.

Often, formaldehyde LIF will be used in conjunction with OH LIF. In such studies

the heat release rate can be approximated by the formyl radcial (HCO), however
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concentration of HCO are typically very low, yielding low measurement signals. Al-

ternatively, the fact that formyl radical is formed through the combination of CH2O

and OH in the flame yields an easier measure of the heat release rate through the

product of the LIF signals of both species [149].

Additionally, CH2O can be fairly easily accessed using excitation of the strong

vibronic A2A1 ← X1A
1 41

0 band between 330 and 370 nm [150–155]. Popular transi-

tions around 339 nm and 352 nm are often used with tunable light sources, however

it also very common to use the frequency-tripled output of an Nd:YAG around 355

nm to excite the weak end of the 41
0 band. While the transitions at 355 nm are

weak, the high energy and ease of use of a non-tunable frequency-tripled laser make

this a common transition and is the method selected for this work. Pulse energies of

approximately 500 mJ/pulse were used.

Broadband emission of CH2O LIF was observed between 400–500 nm through a

set of long and short pass filters. Harrington and Smyth [151] showed that PAH fluo-

rescence could be observed in this spectral range. However, the PAH LIF saturated at

very low laser energies and it was possible to successfully limit the PAH background

with high laser energies. CH2O LIF avoided saturation at large incident energies due

to rapid transfer of rotational energy while in the excited state. Background subtract

with the laser off was also applied.

While determination of the quenching environment for correction of LIF signal to

number density is the goal, this objective has proven difficult. The quenching rate

can be described in terms of the collisional cross-section σi as:

Q21 =
∑
i

niσivi (2.15)

where ni is the number density of the collision partner and vi is the relative velocity of

the colliders. However, direct measurements of the collision cross-sections for excited
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CH2O are limited. Yamasaki and Tezaki [154] provide collisional quenching rates of

a few bath gas species (He, N2, CO2, DME, and O2) at 295 K, however temperature

dependent rates were only available for N2 and only one rate for O2 was available.

Rather, researchers typically take the approach of Paul and Najm [149], in which

a temperature dependence of:

σ ∼ T β, −0.5 < β < 0 (2.16)

and since nivi scales as T−0.5, the total quenching rate Q21 ∼ Tα with −1 < α < −0.5.

Finally, the population fraction of the ground state can be described as [156]:

f = felefvibfrot (2.17)

fele = 1 (2.18)

fvib = (1− e−1680.5/T ) (2.19)

frot =
40.1969e−740/T

(1 + 0.134/T + 0.037/T 2)3/2
(2.20)

2.3.3 NO LIF

The last LIF scheme used in this work is for the measurement of NO. A fantastic three

part review of strategies for NO LIF is available in Ref. [157–159]. In these works,

different excitation schemes are presented and a review of the available transitions is

covered. A number of different schemes and transitions are available, but only the

technique used in this work will be covered.

NO in the flame was excited at a wavelength near 226 nm. This wavelength was

achieved using a mixing after doubling scheme, in which a 10-Hz Continuum Nd:YAG

laser at 1064 was doubled to 532 and used to pump a Rhodamine dye laser yielding

572 nm. This was then frequency-doubled to 286 nm. Finally, this 286 nm beam

was mixed with the fundamental at 1064, to yield a fourth beam at 226 nm. All
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Figure 2.16: Wavelength scan of NO rotational lines and simulation of transitions
identifying the P1(23.5) and off-line transitions (left) and NO emission spectra and
transmittance of 236 nm bandpass filter (right).

four beams (1064, 572, 286, and 226 nm) were dispersed in a Pellin-Broca prism and

the 226 nm beam was used to excite the A −X(0, 0) band of NO. Pulse energies of

approximately 1.4 mJ/pulse were possible, however pulses around 1 mJ/pulse was

the target energy.

A review of the available transitions in the viscinity of 226 nm has shown a number

of popular transitions [121, 160–163]. This work uses the P1(23.5), Q1+P1(14.5),

Q2+R12(20.5) transition at 225.963 nm (226.03 nm in vacuum) proposed by DiRosa

et al. [161]. This transition was selected because it shows the best performance with

regard to minimal O2 interference and maximum NO signal strength [157]. NO LIF

emission was observed in the A−X(0, 1) band centered near 236 nm.

Similarly to the OH spectra, a scan of the rotational spectrum was conducted

each day to ensure proper spectral alignment and transition selection. An example

scan is shown in Fig. 2.16 with indicators for the P1(23.5) transition and the off-

line background discussed below. Also shown in Fig. 2.16 is the simulated emission

spectra and the transmissivity curve for a custom made 236 nm bandpass filter with

a 7.5 nm FWHM.

Unfortunately, interference O2 LIF background emission is unavoidable in all of the



77

desired transitions, and a strategy must be employed to correct for this background

emission. Following the approach of Refs. [121, 161, 164], measurements of NO LIF

for both on- and off-line resonance was observed. Additionally, the dark current in

the ICCD sensor was also measured. Background corrected LIF signals were then

calculated as:

SNO = (Sonline − Sdark)− (Soffline − Sdark) (2.21)

It should be noted that at elevated pressure (in excess of 20 bar), the spectral density

of these NO transitions becomes too high to allow for the excitation of a non-resonant

line, so other background correction schemes would need to be used.

Quantification of NO number density from the LIF signal is an achievable goal

using a series of quenching corrections available in the literature. Of the terms com-

prising equation 2.11, appropriate corrections are available for each. The experimental

calibration term Copt, inclusive of the optical collection efficiency, will be discussed

in context in Section 8.2.2. The Einstein coefficient of absorption, B12, is a constant

of the selected transition. The laser irradiance is appropriately accounted for follow-

ing the previously discussed scheme for fluctuations in the total energy and energy

distribution. The ground state population fraction can be assumed to be in thermal

equilibrium as described by Boltzmann statistics and a correlation for this term is

included in Table 8.2. The laser line overlap integral Γ is a weak function of tempera-

ture, but can be shown to be close to unity at atmospheric pressure, with a negligible

influence at these experimental conditions [165, 166].

Corrections for the fluorescent yield Φ require the most consideration. Settersten

et al. [167] provide a very helpful work for estimating the temperature and species

dependent quenching rates for NO. Following their empirical correlations for bath

gas quenching rates, estimation of the collisional cross-sections and quenching rates

can be made as a function of temperature as shown in Fig. 2.17. At combustion

temperatures, the major quenching species are estimated to be H2O, CO2, N2, O2,
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Figure 2.17: Collisional cross-sections (left) and quenching rates (right) for major
bath gas species in NO LIF estimated using [167].

and CO. Application of the required quenching corrections are further discussed in

context in Sections 8.2.2 and 8.3.

2.4 Thermocouple measurements

In addition to the 2λ-OH LIF thermometry technique for measuring temperature,

measurements by thermocouple probes were also conducted in several configurations.

Thermocouples operate by taking advantage of the Seebeck effect, in which a circuit

composed of two different conductors with junctions at different temperatures results

in a temperature dependent voltage across the conductors. This is known as the

thermoelectric effect.

Thermocouples are categorized by conductor metals, the selection and pairing of

which allow for sensitivity in different temperature ranges and stability in oxidizing

or reducing environments. The most common thermocouples are type-K (chromel-

alumel alloy) with a general purpose temperature range between -200◦C and 1350◦C.

Fluid handling and preheating control in this work all utilized type-K thermocouples.

For higher temperature measurements however, thermocouples made of platinum

or platinum/rhodium alloys are required. These thermocouples are more stable at
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temperatures in excess of the type-K peak temperatures, however sensitivity is sac-

rificed. In this work, temperature measurements directly in flames used type-R ther-

mocouples (Pt/Rh 87%/13% - Pt 100% alloy) with peak temperatures in excess of

1600◦C. The thermocouples were in a bare wire form factor, encased in a two hole

round ceramic insulator made of 99.8% alumina ceramic, which provides support

to the fine thermocouple wire while also remaining non-reactive and stable at high

temperatures.

Care must be taken in the interpretation of thermocouple measurements and ac-

count must be taken of heat transfer from the junction bead which can interfere with

measurement of the gas temperature. These heat transfer considerations include:

radiation from the bead to surroundings, convection in flowing gases, conduction

through the thermocouple wires, catalytic surface reactions, surface soot deposition,

and transient effects in response to unsteady gas temperatures [168]. A scheme for

applying corrections for radiative losses and convective heat transfer is discussed in

context in Section 7.1.1. Effects from conduction through the thermocouple wires

can be minimized with sufficiently long leads [169]. It is difficult to correct for cat-

alytic surface reactions, therefore it was attempted to minimize this effect through

the coating of the thermcouple junction with a silica oxide coating approximately

10 µm thick. Fortunately, these studies are non-sooting flames, so soot deposition

was not observed. All thermocouples exhibit a delayed response to changes in bath

gas temperature known as the response time. This lag is induced through the heat

transfer terms discussed above and heat capacity of the bead materials and must be

considered in turbulent or unsteady temperature fields.
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2.5 Extractive gas sampling

Extractive gas samples were monitored in several experimental configurations in this

work. Whether samples were collected in the post flame exhaust gases or probed

from the flame zone, samples were conditioned the same way. The instruments for

gas analysis typically required similar sample gas conditioning before introduction

into the instrument, so the most rigorous requirements were followed. Sample gases

were collected through a quartz micro-probe with a drawn tip and orifice measured to

be approximately 250 µm. This orifice size was small enough to allow for significant

cooling of the sample gases collected in the flame through aerodynamic cooling. The

probe was connected to a diaphragm vacuum sample pump pulling a vacuum through

the probe. Exiting the pump, sample gases were dried with an anhydrous calcium

sulfate desiccant and then finally filtered with a 4 µm filter. Depending on the

application and required sample gas flow rate, dilution with argon was available in

dilution ratios up to 15. Dilution and sample gas flow rates were carefully controlled,

and corrections for variations in the sample gas composition on the gas correction

factor in the mass flow controller was included.

Analysis of the sample composition was available through a suite of California An-

alytical Instruments analyzers. The first instrument measured NO/NO2 and O2 con-

centrations using chemiluminescence (CLD) and paramagnetic detectors, respectively.

The second instrument measured CO/CO2 concentrations utilizing a non-dispersive

infrared detector (NDIR). Finally, measurements of unburned hydrocarbons corrected

to methane concentrations were available utilizing a flame ionization detector (FID).

Additionally, selected measurements of H2, O2, N2, CO, CO2, and C1–C5 saturated

and unsaturated hydrocarbons were available utilizing an Agilent Refinery Gas Ana-

lyzer (RGA). Based on an Agilent 7890 GC, this system uses a combination of eight

different gas chromatograph (GC) columns and three detectors (two thermoconduc-

tive detectors (TCD) and one FID).
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Figure 2.18: Malvern Spraytec particle and droplet size analyzer (top) and principle
of laser diffraction for particle size measurements (bottom). Adapted from Spraytec
user manual [170].

2.6 Spray droplet size distributions

Measurements of the spray droplet size distributions as an indicator of quality of at-

omization were conducted using a Malvern Spraytec particle and droplet size analyzer

shown in Fig. 2.18. This device consists of a transmitter (left) and receiver (right)

module with the spraying device located in between. A He-Ne laser beam (632.8

nm) is expanded and collimated into a 10 mm beam in the trasmitter module. The

beam the passes through the measurement region and is scattered by the spray. The

scattered light is then focused through a lens in the receiver module onto a detector

array.

As shown in Fig. 2.18, the angle of diffracted light is a function of the scattering

particle’s size, as well as the refractive index and density. Smaller diameter particles
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diffract at a greater angle than the larger diameter particles, allowing for the array

of detectors to correlate to the droplet size distribution if the material properties

are specified. Non-diffracted light is also focused through a pin hole and is used

to determine the transmission. This technique allows for measurements of particle

diameters in the range of 0.1–2000 µm.
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Chapter 3

Comparison of global NO

emissions in swirling glycerol and

diesel spray flames

The objective of this chapter is to provide an initial analysis of the large scale differ-

ences in the formation of NOX emissions in the combustion of glycerol when compared

with a more traditional, non-oxygenated fuel, namely diesel. This chapter investigates

the exhaust gas concentrations of NOX as well as the stack gas temperature from the

combustion of both fuels in the first iteration of the swirling spray burner described

in Section 2.1.

Experiments are conducted for a fixed firing rate and geometric swirl number Sg

while the global equivalence ratio φg and atomizing air flow rate Q̇N are varied. The

experimental setup and diagnostic techniques are described in Section 3.1. Measure-

ments of the droplet size distribution for each fuel is analyzed in Section 3.2. Then the

influence of the φg is described in Section 3.3, followed by observations on the flame

shape in Section 3.4 and the influence of the atomizing air flow rate in Section 3.5.
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3.1 Experimental setup

The combustion apparatus used in this chapter is the first iteration of the swirling

spray burner described in Section 2.1 and shown in Fig. 3.1. Swirling flow is achieved

through the mixing of two air streams: an axially oriented stream Q̇A and 4 tangen-

tially oriented streams Q̇θ positioned perpendicularly to the axial air flow with each

port positioned offset from the axis of symmetry. The swirling flow exits the mix-

ing plenum through a converging and then diverging section known as a venturi and

quarrel, respectively. Along the axis of symmetry is positioned a fuel lance composed

of a third, atomizing air stream Q̇N and a liquid fuel stream. The end of the fuel

lance is fitted with an air atomizing nozzle, described in greater detail in Section 2.1.

The exit of the nozzle is positioned at the base of the quarrel (beginning of diverging

section). Operation of the burner proceeds as described in Section 2.1, with the swirl

number controlled through the distribution of combustion air through the axial and

tangential inlets. Liquid fuel was delivered using the reciprocating piston pump and

pressure fluctuation dampening accumulator system described in Section 2.1.1. Ex-

haust gas samples and stack gas emissions were collected at the exit of the combustion

chamber and recorded throughout the experiments.

The range of experimental conditions used throughout this chapter are listed in

Table 3.1. It was determined to hold the power of the burner constant, rather than

the mass or volume flow rate of fuel, due to the significant differences in energy

densities for each of the fuels. The net result is approximately a factor of 2 difference

in volumetric flow rate Q̇f and nearly a factor of 3 difference in mass flow rate ṁf .

However, it was determined that given the low energy density of the primary fuel of

interest, glycerol, and the necessity of maintaining a nearly constant heat loss through

the refractory combustion chamber, it was better to sacrifice the differences in fuel

flow rate and instead maintain a constant power in the burner. This sacrifice allows

for a comparable combustion environment and burner wall temperature for each fuel.
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Figure 3.1: Photographs of the swirling spray burner used in this chapter. Subfigure
a) illustrates the 4 tangential flow paths and the mixing plenum while subfigure b)
shows a close up of the cast refractory combustion chamber and exhaust stack.

Consequences of the significant differences in fuel thermo-physical for each fuel are

discussed in greater detail in Section 3.2.

One of the features of the method of inducing swirl utilized in this burner is

the ability to easily vary the global equivalence ratio without significantly impacting

the geometric swirl number Sg. This is achieved through changing the ratio of air

introduced through the axial and tangential ports. Therefore throughout this chapter

the swirl number is held fixed at an Sg=5.

The first set of experiments listed in Table 3.1 describes the conditions under which

the influence of the global equivalence ratio φg is examined. In this set of experiments,

a small subset of atomizing air flow rates Q̇N is determined and shown in bold font

in Table 3.1. For each condition, Q̇N is held constant while φg is varied through

the listed range by changing Q̇T . The second set of experiments follows a similar

procedure, with a small subset of the φg selected and held fixed (and shown in bold
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Table 3.1: Experimental Conditions for Glycerol and Diesel Spray Flames

(Units) Glycerol Diesel

Power (kW) 9.3 9.3
ṁf (g/min) 35 12.5

Q̇f (ml/min) 31 15
T (◦C) 60 25
Sg (-) 5 5

Experiment 1: Influence of φg
Q̇T (SLPM) 115-225 165-225

Q̇N (SLPM) 8, 14, 20 4, 8, 14

φg (-) 0.62-1.37 0.64-0.99

Experiment 2: Influence of Q̇N

Q̇T (SLPM) 140, 150, 165, 190, 210 165, 190, 210

Q̇N (SLPM) 7-20 3-16

φg (-)
0.75, 0.83, 0.96, 1.05,

1.13
0.78, 0.87, 0.99

font) while the Q̇N is varied over the listed range. Between these two experiments,

the primary parameters for the control on this swirl burner can be investigated.

Throughout the experiments in this chapter, the NOx exhaust gas stack emissions

are measured after the exit of the combustion chamber. These measurements are

conducted using a quartz sampling probe with a 0.75 mm diameter orifice. The probe

was positioned 30 cm downstream of the exit of the combustion chamber. Sample

gases were aerodynamically cooled in the quartz probe, followed by drying using a

silica get desiccant drier and filter through a 6 µm paper filter. Accompanying the

exhaust gas sampling are temperature measurements of the exhaust gas temperature

positioned near the tip of the sampling probe. These measurements were made using

a 0.2 mm type-R thermocouple and are uncorrected for heat losses.

Flow rates of the three air streams are monitored using teledyne hasting thermal

mass flow meters and are manually controlled with needle valves. Meanwhile, the

liquid fuel flow rate was controlled using an Eldex Optos HPLC metering pump for

both fuels as previously described. Fuel flow rate oscillations were dampened using
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the pressure oscillation dampening system.

3.2 Droplet size distribution

Before exploring the influence of φg and Q̇N on the emissions characteristics, it is

important to gain a better understanding of the nature of the atomization of the

liquid fuels. This is especially important given the significantly different thermo-

physical properties of glycerol and diesel. Additionally, because the best method

to atomize viscous liquids, such as glycerol, is to use an air atomizing nozzle, there

can be significant consequences to the choice of atomizing conditions. Therefore,

this section presents an initial investigation into the influence of Q̇N on the droplet

size distribution, with a more involved discussion of atomization characteristics in

Chapter 4.

Table 3.2: Thermo-physical Properties

Property (Units) Glycerol Diesel

Temperature (◦C) 60 25
Dynamic Viscosity (cP) 86 1.4
Surface Tension (N/m) 0.0605 0.0248
Energy Density (kJ/g) ∼16 ∼43
Boiling Point (◦C) 287.9 149-371
Autoignition Temperature (◦C) 370 203

Table 3.2 lists several thermo-physical properties important to the quality of at-

omization. Particularly important to the atomization process is viscosity and surface

tension. From Table 3.2 it can be seen that glycerol has both a greater viscosity and

surface tension, despite the higher initial temperature. It can be expected that this

should have a profound effect on the quality of the spray and the ability of the liquid

stream to break up into droplets.

In order to observe this effect, a Malvern Spraytec aerosol and spray droplet size

analyzer was utilized to measure the droplet size distribution in a non-reacting spray
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Figure 3.2: Droplet size distributions for diesel and glycerol sprays as a function of
the Q̇N

for each fuel over a range of operational atomizing air flow rates. These measurements

were conducted 2.5 cm from the tip of the nozzle. The droplet size measurement is

conducted following the theory described in Section 2.6, resulting in a cylindrical

measurement region, 1 cm in diameter, extending through the width of the spray.

Measurements were conducted at fuel flow rates and temperatures listed in Table 3.1,

while Q̇N was varied through a range of 7 to 20 SLPM.

Figure 3.2 shows the measured droplet size distribution for diesel and glycerol. For

both fuels at low atomizing air flow rates, the droplet size distributions are bimodal

with peaks centered on 90 and 700 µm for diesel and 80 and 600 µm for glycerol at

7 SLPM. As Q̇N was increased, the larger mode dramatically decreased as fewer large
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Figure 3.3: Cumulative undersize distributions below 10% and 90% and Span, (Dv90-
Dv10), for diesel and glycerol sprays

droplets were formed. With increasing Q̇N , the diesel spray transitions to a single

mode and shifts to progressively finer droplets. The glycerol spray exhibits a similar

trend, however the result is an overall larger droplet size.

It can also be seen in Fig. 3.3a that both the cumulative undersize distributions

Dv10 and Dv90 are consistently lower for diesel than for those of glycerol. As was ob-

served in Fig. 3.2, increasing the atomizing air flow rate rapidly shifts the distribution

of droplet sizes to smaller diameters. It is interesting to note that the shift to smaller

diameters is accompanied by a corresponding shift in the span of the distribution as

shown in Fig. 3.3b. Above approximately 10 SLPM, a rapid drop in the span was

measured, corresponding with the reduction in the larger mode. It can also be seen
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Figure 3.4: Sauter Mean Diameter, D3,2, for diesel and glycerol sprays

that the increase in atomizing air flow rate has a stronger effect on reducing the span

in the less viscous diesel spray than the glycerol spray, resulting in: a delayed initia-

tion in the reduction of the span, slower response to further increases in the Q̇N , and

larger span when the effectiveness of increasing Q̇N diminishes.

The net result of the influence of Q̇N can be seen in Fig. 3.4, which shows the

Sauter Mean Diameter, D3,2, for both sprays. D3,2 is the diameter of a mono-disperse

droplet distribution with an equivalent ratio of volume to surface area. D3,2 is calcu-

lated as:

D3,2 =

∑N
i=1 D3

i vi∑N
i=1 D2

i vi
(3.1)

where Di is the geometric mean particle diameter of a given bin i and vi is the

volume percentage of particles in bin i. Equation 3.1 serves as a single representa-

tive diameter for a poly-disperse spray in which surface area plays a dominate role,

such as in evaporation and combustion [52]. A rapid reduction in the D3,2 can be

seen with initial increases in Q̇N , however the effectiveness is reduced as the Q̇N in-

creases. Overall, the diesel spray is composed of a smaller diameter distribution of

droplets than the glycerol spray. In a general sense, the influence of the difference in

droplet distributions can be inferred to include longer evaporation times and lower
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Stokes number in the glycerol spray. This will result in a reduced tendency for glyc-

erol droplets to follow the gas phase recirculation zones, with the potential for the

droplets to overcome the negative velocity along the centerline (established due to the

swirl induced recirculation zone) or for the droplets to be centrifuged to the walls of

the combustion chamber. Both outcomes would further increase droplet evaporation

time [114, 171–173]. Conversely, the smaller droplets of the diesel spray will tend

toward shorter evaporation times and exist closer to the exit of the nozzle, allowing

for greater entrainment in recirculation zones.

3.3 Influence of global equivalence ratio

In order to investigate the influence of the global equivalence ratio φg on NOX forma-

tion, measurements of the stack gas emission of NOX and the exhaust gas temperature

were conducted on the conditions listed in Table 3.1 for Experiment 1. In this study,

the firing rate was held constant. Additionally, Sg was held fixed. For each of the

selected Q̇N , Q̇T was varied, resulting in φg in the range of 0.64 to 0.99 for the diesel

flames and 0.62 to 1.37 for the glycerol flames. A constant swirl number was achieved

through the independent variation in Q̇A and Q̇θ flow rates, while the relative pro-

portion of each was maintained constant.

It was possible to operate the glycerol flame under much richer conditions than the

diesel flame. This is likely attributable to the very high fuel bound oxygen in glycerol,

where MO is greater than 50%. This high MO results in very low soot formation, as

will be discussed in Section 3.4, allowing the glycerol flame to operate under rich

conditions in which the soot formation in the diesel flame became prohibitive. It is

also conceivable that the high MO allows for leaner local equivalence ratios φ than

would be common for fuels with a lower MO.

Figure 3.5a illustrates the very significant differences in measured NOX concen-



92

0.6 0.8 1 1.2 1.4
0

50

100

150

Equivalence Ratio, φ

N
O

x
 (

p
p

m
)

 

 

Glycerol, Nozzle= 8

Glycerol, Nozzle=14

Glycerol, Nozzle=20

Diesel, Nozzle= 4

Diesel, Nozzle= 8

Diesel, Nozzle=14

0.6 0.8 1 1.2 1.4
0

100

200

300

400

500

600

700

Equivalence Ratio, φ

T
e

m
p

e
ra

tu
re

 (
°C

)

 

 

Glycerol, Nozzle= 8

Glycerol, Nozzle=14

Glycerol, Nozzle=20

Diesel, Nozzle= 4

Diesel, Nozzle= 8

Diesel, Nozzle=14

Figure 3.5: Measured a) NOX concentrations and b) exhaust temperature as a func-
tion of φg for several Q̇N .

trations for the two fuels. It was previously shown [90, 91] that NOX formation in

glycerol combustion can be significantly lower than more traditional fuels, however it

was unclear how NOX formation would compare under a wider range of conditions.

From Fig. 3.5a, NOX emissions can be more than an order of magnitude lower in

some cases.

Increases in NOX emissions with increasing φg are consistent with the dual effects

of increasing peak temperatures around φg=1 and the increase in prompt NO for-

mation due to the increased availability of hydrocarbon radicals. This second effect
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will be investigated in greater detail in subsequent sections. The steeper slope in NO

emissions with φg observed in the diesel flames compared with those of glycerol may

also indicate greater partial premixing. Such an effect would not be unexpected due

to the greater vaporization rates of the diesel spray when combined with strong mix-

ing in a swirling flame. The net result being a stronger coupling of NOX formation

to the peak flame temperature.

It can also be observed that NOX formation in the glycerol flames peaks in the

globally rich regions, hinting at the important roles of prompt NO and the availability

of hydrocarbon radicals in NOX formation for highly oxygenated fuels.

Figure 3.5b provides a comparison of the exhaust gas temperatures measured by

a thermocouple positioned at the exit of the combustion chamber. It can be seen

that the exhaust gas temperatures between diesel and glycerol flames were quite

comparable. While this does not offer a convenient explanation for the low NOX

emissions observed in the glycerol flame, it does help to eliminate the likelihood of the

lower emissions being a result of incomplete combustion. It should also be mentioned

that calculated stoichiometric adiabatic flame temperatures for diesel (approximated

as dodecane) and glycerol are 2413 K and 2201 K, respectively, which is not a great

enough difference to account for an order of magnitude difference in NOX formation.

Because changing φg in Fig. 3.5 requires that Q̇T also changes, it is interesting to

investigate the influence of Q̇T on NOX formation as shown in Fig. 3.6. Changes in

Q̇T will have the greatest impact on the flame structure as the relative strengths of the

recirculation zones and the momentum of the spray jet are varied. Increasing Q̇T at a

constant Q̇N will directly increase the strength of the mixing and entrainment of spray

into recirculation zones. As a result, partial premixing is increased, shifting local φ

off stoichiometric, lowering temperatures and ultimately reducing NOX formation as

seen in Fig. 3.6.
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Figure 3.6: Measured NOX concentrations as a function of Q̇T .

3.4 Observation on the flame shape

In order to better understand the influence of Q̇N on the structure of the flame,

instantaneous images of the natural luminosity for diesel and glycerol flames under

varying Q̇N were taken. These photographs are shown in Fig. 3.7, where the upper

set of photos shows diesel flames with Q̇N between 2 and 14 SLPM, and the lower set

shows glycerol flames with Q̇N between 8 and 20 SLPM. For both sets, Sg, firing rate,

and Q̇T (210 SLPM) are held constant. The resulting φg was 0.78 and 0.75 for diesel

and glycerol, respectively. Exposure times and aperature values were held constant

throughout and neutral density filters were used to avoid detector saturation.

It is immediately apparent that the glycerol flame is far less luminous than the

diesel flame, indicating that glycerol has a much lower propensity to form soot than

diesel due to its high degree of oxygenation. A second observation is that changes in

the atomizing air flow rate have a significant impact on the structure of the flame. It

is interesting to note that it was possible to increase the atomizing air flow rate in the

glycerol flame significantly higher than 20 SLPM, much higher than it was possible

to spray the diesel. At the low end of the atomizing flow rate range for both fuels,
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Figure 3.7: Direct photographs of diesel and glycerol flames under varying Q̇N .

the flame is very wrinkled and large droplets of liquid fuel are occasionally observed

far from the nozzle. Lower than 5 SLPM, the diesel flame completely fills the field

of view while increasing the atomizing air flow rate causes the flame to become more

compact. For both fuels at high atomizing air flow rates, the flame is extremely

compact and very blue, indicating significantly reduced soot formation.

There appears to be a transition in flame shape around 7 SLPM for the diesel

flame and around 12 SLPM for the glycerol flame where the flame transitions from

a large, wrinkled flame with significant interaction with the recirculation zone to a

compact, much less luminous flame. This transition can be attributed to observations

made by Chen et al. [110] when examining the influence of the fuel jet momentum

on the recirculation of a swirling, non-premixed flames. More on these effects will

be discussed in Chapter 5, however this transition in flame shape can be observed in

Fig. 3.7 around 8 SLPM for the diesel flame, and while harder too seen, around 12

SLPM for the glycerol flame. These transition values are made for a single value of

total air flow rate and swirl number and can have different transition values as the

strength of the recirculation vortex changes.
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3.5 Influence of the atomizing air flow rate

To further investigate the influence of the atomizing air flow rate, measurements of

NOX formation were made over a range of atomizing air flow rates while holding the

global equivalence ratio φg constant. These measurements are shown in Fig. 3.8a and

it can be seen that there is a large disparity in NOX formation for glycerol compared

with diesel, consistent with the previous measurements. NOX formation peaks around

8 and 10 SLPM for diesel and glycerol, respectively.

Figure 3.8b shows just the glycerol NOX measurements rescaled, and as expected

the peak measured NOX value increases as φg increases due to the effects discussed

above. At the high end of the measured range of atomizing air flow rates, the droplet

size distribution shifts to smaller droplets, which result in higher evaporation rates and

greater partial premixing, shifting the flames locally off stoichiometric and thereby

reducing the total NOX formation as well as the differences in NOX formation when

comparing different global equivalence ratios. At the low end of the measured atom-

izing air flow rate range, the shift to larger droplets results in reduced evaporation

rates, longer residence times, and lower heat release rates, ultimately reducing NOX

formation rates.

It is also likely that, particularly for extremely large glycerol droplets and high

global equivalence ratios, reduced evaporation rates coupled with shorter residence

times (due to lower entrainment in the recirculation zone characterized by lower

Stokes numbers) could result in less than complete combustion by the time the droplet

reaches the exit of the combustion chamber. In Fig. 3.8c, measurements of the exhaust

gas temperatures for these conditions are shown, and despite significant differences in

the NOX emissions, not only between fuels but also with varying atomizing air flow

rates, it is interesting to note that the measured exhaust gas temperature remained

nearly constant.
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3.6 Conclusions

The objective of this first chapter was to investigate the nature of NOX emissions

from the combustion of glycerol, and determine whether initial measurements of NOX

concentrations were systematically lower than those of a more traditional fuel. In

pursuit of this objective, measurements of the spray characteristics for diesel and

glycerol sprays were conducted, the structure of the flames was observed under varying

Q̇N , and measurements of NOX concentrations were conducted as functions of the

global equivalence ratio φg, the total flow rate of air Q̇T , and the atomizing air flow

rate Q̇N .

From these studies, it was possible to conclude that through the variation of the

spray characteristics via the atomizing air flow rates and the global equivalence ratio,

as well as the residence time through the total combustion air flow rate, that glycerol

flames consistently produced up to an order of magnitude lower NOX. In conditions

in which the diesel and glycerol sprays were of similar droplet size distributions,

significantly lower NOX emissions were measured, despite consistent adiabatic flame

temperature and measured exhaust gas temperatures. Therefore, a reasonably safe

conclusion can be made that the observed effect of lower NOX from the combustion of

glycerol is not a burner effect, but indeed is due to the properties of glycerol as a fuel.

The subsequent chapters will attempt to diagnose the specific causes of this lower

NOX formation and will broaden the scope to include the entire family of alcohol and

polyalcohol fuels.

Additionally, it was shown that both the flame and NOX emissions can be pro-

foundly impacted by the combination of Sg, Q̇N , Q̇T , φg. Care must therefore be

taken in the selection of operating conditions, however opportunity can also be found

in the careful control of these parameters and design for flame characteristics.
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Chapter 4

Measurements of droplet size

distribution in poly-alcohol sprays

The objective of this chapter is to investigate the atomization characteristics of a

wide range of hydroxylated fuels. In Chapter 3, it was shown that the thermo-

physical properties of the liquid fuel can have a profound influence on the quality of

atomization and droplet breakup, flame shape, and emissions. Therefore, in order to

develop a deeper understanding of the influence of one or more OH functional group

on NO formation, it is necessary to conduct a deeper investigation of atomization

characteristics of the wide range of fuels to be used in Chapter 5.

Here, experiments will be conducted utilizing a Malvern Spraytec laser diffraction

spray particle and droplet sizer. The theory of laser diffraction is discussed in greater

detail in Section 2.6. An explanation of the experimental setup is included in Sec-

tion 4.1. A visual study of the variations in spray angle and quality of atomization

is conducted in Section 4.2. An investigation of the influence of the atomizing air

flow rate and the initial fuel temperature is discussed in Sections 4.3.2 and 4.3.3,

respectively.
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4.1 Experimental setup

The experimental apparatus used in this chapter is composed of two components: 1)

the nozzle and fuel conditioning system and 2) a spray capture system. Atomization

is achieved using the Hago air atomizing nozzles used in conjunction with the swirling

liquid spray burner and described in Section 2.1. Liquid flow rates and temperatures

were controlled using the pressurized reservoir fuel delivery system discussed in Sec-

tion 2.1.2. Fuel flow rates were controlled with a Brooks Quantim coriolis mass flow

meter.

Due to the high flow rate of air necessary to atomize using this technique, aerosolized

droplets will tend to disperse throughout the lab. Therefore, it was necessary to im-

plement a system to capture the spray before dispersion. This was achieved through

the device shown in Fig. 4.1 in which a high flow rate of air is drawn through a series

of metal wire mesh screens. The nozzle is positioned such that the spray impinges

on, and is drawn through, the mesh screens. As the spray impinges on the screens,

the droplets coalesce and are collected in a drip pan in the bottom of the capture

Figure 4.1: Diagram of spray capture device, illustrating position of transmitter,
receiver, beam path, and spray positioning.
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Table 4.1: Atomization parameters for droplet size distribution study

Property (Units) Conditions

Nozzle
Part (#) SN609-2, SN609-3
Nominal Flow Rate (cm3/min) 12.6, 18.9

Temperature (◦C) 20-80
Firing Rate (kW) 9, 10

Atomizing Air Flow Rate, Q̇N (SLPM) 4-20
Fuel Mass Flow Rate at 9 kW (g/min)

Methanol - 27.1
Ethanol - 20.1
n-Propanol - 16.1
Ethylene Glycol - 31.6
1,2-Propylene Glycol - 24.9
Glycerol - 33.5

Refractive Index (n/a)
Methanol - 1.33
Ethanol - 1.36
n-Propanol - 1.39
Ethylene Glycol - 1.44
1,2-Propylene Glycol - 1.43
Glycerol - 1.47

box. This system avoids dispersion of fuel droplets into the environment, while also

reducing the overspray that can disperse into the beam path of the particle sizer,

which would interfere with the measurements.

Droplet size distributions were measured using the Malvern Spraytec aerosol and

spray droplet size analyzer, previously used in Section 3.2, the operation of which is

described in Section 2.6. For these experiments, the center of the 10 mm beam path

was positioned 2.5 cm from the tip of the nozzle. The spray was positioned at the

midpoint between the transmitter and detector modules of the Spraytec using the

750 mm focal length lens, allowing for droplet detection in the range of 2 to 2000 µm.

The parameters investigated in this study are shown in Table 4.1

Due to the large disparity in liquid mass flow rates at a constant firing rate, and

limited turn-down ratios for the nozzles, it was decided to investigate which nozzle
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size would provide the best atomization over the wide range of conditions intended for

the following chapter. Additionally, because the liquid viscosity, surface tension, and

density are all strong functions of the temperature, a wide range of liquid preheating

temperatures were investigated for the low volatility fuels. Also shown to have a

profound impact on the quality of atomization in Section 3.2, the atomizing air flow

rate Q̇N was investigated.

4.2 Photographs of spray shape

The first objective was to visualize the spray shape for several conditions to gain

a qualitative understanding of the influence of the atomizing air flow rate and fuel

preheat temperature on the spray structure. Direct photographs using a Nikon D700

CMOS camera and strobe were taken for several glycerol sprays and are shown in

Fig. 4.2. Figure 4.2a begins with a low fuel preheat temperature and low Q̇N . In this

image, it is clear that the quality of the atomization is very poor. Many large droplets

can be observed throughout the spray. It can also be seen that the spray angle is

relatively wide. Because many of the fuels used in this study have relatively poor

combustion characteristics, such as low energy densities and high autoignition tem-

peratures, poor atomization can yield disastrous consequences. A droplet distribution

that skews toward few, large diameter droplets will exhibit much longer vaporization

times. As a result, droplet lifetimes can become sufficient to exit primary reaction

zones, and migrate to lower temperature regions of the combustion chamber and pos-

sibly even survive throughout the entire combustion chamber. Additionally, shifts

in droplet distributions toward larger sizes reduces the proportion of energy released

through the rapid combustion of the small diameter droplets. Such droplets are vital

for the stabilization and anchoring of the flame. Consequentially, poorly atomized

sprays are easily blown off.
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Figure 4.2: Influence of temperature and atomizing air flow rate on spray: a) low fuel
preheat temperature and low atomizing air flow rate, b) low fuel preheat temperature
and high atomizing air flow rate, c) high fuel preheat temperature and low atomizing
air flow rate, and d) high fuel preheat temperature and high atomizing air flow rate.
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Two parameters can be easily controlled to modify the quality of atomization.

The first is to increase Q̇N as shown in Fig. 4.2b. Here, the spray angle narrows

due to the higher velocity air stream. It can also be seen that the occurrence of

large, single droplets is reduced and the mist of fine droplets is increased. The fuel

preheat temperature is another parameter that is easily controlled. Increasing preheat

temperature as shown in Fig. 4.2c, it can be seen that the spray angle is relatively

unaffected. However, the occurrence of large droplets does appear to be reduced

and the mist of fine droplets increased. Finally, by combining a high fuel preheat

temperature with high Q̇N , the spray angle is narrowed and the presence of large

droplets is greatly reduced, yielding a greatly improved quality of atomization from

Fig. 4.2a.

Throughout the following sections, a more quantitative investigation of these pa-

rameters is discussed. The objective is to achieve the finest quality spray possible

for a given fuel and combustion condition. However, it should be noted that the

best atomization condition is not necessarily to use the highest possible Q̇N with the

highest possible fuel preheat temperature. As will be shown in much greater detail

in Chapter 5, and was hinted at in Section 3.4, the quality of atomization and the

velocity of the atomizing air and droplet stream can have a profound influence on

the flame shape and combustion properties. Therefore, a thorough understanding of

the atomization parameters listed in Table 4.1 is necessary to adequately control and

optimize the conditions for Chapter 5.

4.3 Droplet size distributions

In the following sections, quantitative measurements of droplet size distributions were

conducted using the Malvern Spraytec as described in Sections 2.6 and 4.1. Each

measurement began with the establishment of a continuous, steady spray at one
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Orifice

Liquid

OrificeDistributor

Figure 4.3: Schematic diagram of air atomizing siphon nozzle, illustrating the fuel
and air inlets, along with the liquid orifice and the external orifice.

of the conditions listed in Table 4.1. The Spraytec as manually triggered to begin

laser diffraction measurements over the span of 30 seconds, capturing distributions

every second. The resultant 30 measurements were then averaged to provide the

mean, steady state droplet size distribution located 2.5 cm from the nozzle tip. The

parameters of interest are as follows: 1) nozzle size, 2) atomizing air flow rate, 3)

liquid preheat temperature, and 4) liquid thermo-physical properties.

4.3.1 Influence of nozzle size and turndown ratio

The first parameter of interest is the influence of the nozzle size, or nominal flow

rate. The nozzles used in this study are commercially available Hago-Danfoss air

atomizing siphon nozzles. For the sake of this study, two different sizes are selected:

SN609-3 and SN609-2 with nominal Q̇f of 0.3 and 0.2 gallons per hour (18.9 and 12.6

cm3/min), respectively. Relative to the majority of commercially available nozzles,

these two are among the smallest available.

A cartoon of the inner structure of the air atomizing nozzle is shown in Fig. 4.3.

The fuel and air delivery is via a co-annular tube, with the liquid and air streams in

the center and outer sections, respectively. At the interface with the nozzle stem, an

o-ring seals the liquid channel, while the air stream is separated into 4 channels cut

up the nozzle stem and below the external nozzle cap. The distributor has a series of

vanes cut into the air path, imparting a swirl to the air stream to enhance internal

mixing. The distributor also has a finely machined liquid orifice.



106

10
0

10
1

10
2

10
3

0

0.02

0.04

0.06

0.08

0.1

0.12

Droplet Diameter (μm)

V
o

lu
m

e
 F

ra
c
ti
o

n

 

 

N3 (106%)

N2 (159%)

n−Propanol
8 SLPM, 9kW

N3 (142%)

N2 (213%)

Glycerol
17 SLPM, 9kW

5 10 15 20
0

20

40

60

80

100

Atomizing Air Flow Rate (SLPM)

S
a

u
te

r 
M

e
a

n
 D

ia
m

e
te

r,
 D

3
,2

 (
μ

m
)

 

 

N3 (106%)

N2 (159%)

n−Propanol
8 SLPM, 9kW

N3 (142%)

N2 (213%)

Glycerol
17 SLPM, 9kW

Figure 4.4: Influence of nozzle size and Q̇f relative to nominal nozzle size

Two different size Hago-Danfoss air atomizing nozzles (part numbers SN609-3

and -2) were examined for low and high viscosity fuels, n-propanol and glycerol. The

mass flow rate was maintained at 9 kW, which is the specified firing rating of the

swirl burner. This firing rate places the SN609-3 as the optimally sized nozzle for the

Q̇f of n-propanol at approximately 106% of nominal flow rate. Due to the low energy

density of the more highly oxygenated fuels, this value increases to approximately

140% of nominal flow rate for glycerol at 40◦C.

It was interesting to see if the quality or atomization could be improved through

the variation of the nozzle size. Initial experiments with changing the nozzle size in the

swirl burner showed that attempting to increase the nominal flow rate of the nozzle
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resulted in unsteady combustion for the low flow rate fuels. For this experiment,

an SN609-4 nozzle was used with a nominal flow rate of 0.4 gallons per hour (25.2

cm3/min). This unsteady combustion was due to operating too far below the nominal

flow rate. The design of these nozzles is such that, for low viscosity liquids, a fuel

delivery system (such as a pump, pressure chamber, or gravity feed) is unnecessary

due to the siphoning effect of the high velocity stream of air across the liquid orifice

in the distributor. Additionally, increasing the air flow rate directly increases the lift

of the siphon system, allowing for a higher firing rate. However, in the system used

here it is necessary to precisely control the flow rate of both low and high viscosity

fuels, and to do so independently of the atomizing air flow rate. Because the fuel

delivery system is closed, when the nozzle is oversized, the siphon effect can draw

fuel through the liquid orifice at a rate greater than the rate defined by the delivery

system. The result is an unsteady flow rate of liquid fuel, where a burst of excess

fuel is atomized followed by a period of low flow rate of liquid as the cavity is refilled.

Therefore, due to the unsteady atomization, droplet size distribution measurements

where not conducted with the SN609-4.

On the other hand, decreasing the nozzle size below the firing rate showed minor

improvements in the quality of atomization. This effect can be seen in Fig. 4.4.

Decreasing the nozzle size results in a Q̇f of n-propanol of about 160% of the nominal

flow rate. As can be seen in Fig. 4.4a, both nozzle create high quality atomization

at 8 SLPM, with a primarily mono-modal distribution. Decreasing the nozzle size

has a slight shift in the median droplet diameter and a slightly higher proportion of

the distribution in smaller droplets. On the other hand, the higher viscosity glycerol

spray shows a bi-modal distribution for both nozzles. Decreasing the nozzle size

has a similar effect to that observed in the n-propanol spray, such that the smaller

nozzle shifts to an overall smaller diameter distribution. The large diameter mode

is significantly reduced, however the center of the mode is not significantly shifted.
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Meanwhile, the smaller diameter mode is both shifted to a smaller size and to a

slightly greater proportion of the volume distribution.

Examining D3,2, this same shift in quality of atomization can be observed over a

greater range of Q̇N in Fig. 4.4b. For both fuels, D3,2 is consistently lower for the

smaller nozzle. For n-propanol, increasing Q̇N results in a reduction in the difference

between the two nozzles. The opposite appears to be true for the glycerol sprays,

however D3,2 is more sensitive to errors in the measurement of volume fraction of

droplets in larger diameter bins, where relatively few large droplets can compose

a significant volume fraction while only representing a minuscule proportion of the

number distribution.

While numerous styles of air atomizing nozzle configurations are available, they

generally fall under one of two classifications: pre-filming and plain-jet. Pre-filming

atomizers often involve the impingement of a liquid stream onto a pre-filming surface

in which the surface area of the liquid can be increased into a thin liquid film. This

sheet can then be sheared off of a pre-filming lip by a high velocity air stream on both

sides of the liquid film. One such configuration can be seen in the work of Rizkalla

et al. [174, 175]. The atomization achieves the greatest success when the liquid film has

a uniform thickness, is as thin a possible and contacts the highest possible air velocity

on both sides. The plain-jet configuration, is a relatively simpler geometry, composed

of a centrally located liquid jet with an annular air stream. Such configurations have

been examined by Kim and Marshall [176], Lorenzetto and Lefebvre [177], and Tsai

and Viers [178]. The nozzle of Kim and Marshall also featured the ability to include a

secondary air nozzle along the centerline of the fuel stream, creating an annular liquid

sheet between two air streams which has been shown by Lefebvre to be capable of

fine atomization [179]. The commercially available nozzles used in this study exhibit

characteristics of both nozzle configurations, characterized by a swirling air stream

and internal mixing.
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In the study of Lorenzetto, the authors examined a range of liquid orifice diam-

eters, along with a range of external orifice (or throat) diameters, allowing for the

independent study of the fuel orifice diameter separate from the air/liquid mass ratio

and air/liquid velocity ratio. They showed that for low viscosity liquids, the liquid

orifice diameter, DO, was relatively inconsequential to the droplet size distribution.

For high viscosity fluids, D3,2 was shown to be proportional to DO
0.5. Therefore,

it can be concluded that the greatest proportion of the reduction in D3,2 observed

in Fig. 4.4 can be attributed to an increase in the air/liquid velocity ratio for the

n-propanol spray and and a combination of air/liquid velocity ratio and smaller DO.

4.3.2 Influence of atomizing air flow rate

Apart from the thermo-physical properties of either the liquid or air stream, the most

important parameter affecting quality of atomization is the flow of atomizing air. It

is intuitive that the air velocity would have a significant impact on the quality of

atomization. Additionally, both the mass ratio, MR, and the relative velocity, UR, of

atomizing air to liquid affect the quality of atomization. In a fixed nozzle geometry,

it is difficult to individually investigate the three parameters, so for the following

section, they will be grouped together under the influence of Q̇N . Fortunately, the

three parameters generally have similar effects on the quality of atomization.

Figure 4.5 shows the powerful influence of Q̇N on droplet size distributions. In

Fig. 4.5a, sprays of 1,2-propylene glycol are measured. Propylene glycol was selected

due to its moderately high viscosity, lower only than glycerol in this study, but rela-

tively low mass flow rate of fuel due to its relatively high energy density (second only

to n-propanol). Here, the liquid is slightly pre-heated to 60◦C. Starting at an Q̇N

of 7 SLPM, the distribution is very broad and exhibits a significant large diameter

mode. However, increasing Q̇N up to 15 SLPM rapidly improves the quality of the

atomization. The large diameter mode is reduced in proportion with this a significant
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Figure 4.5: Influence of atomizing air flow rate on droplet size distribution, cumulative
volume fraction, and cumulative undersize distributions

shift in the diameter of the mode, while the the primary mode exhibits a shift in both

the diameter of this mode to smaller diameter droplets, but also an increase in the

proportion of the spray in this primary mode.

The cumulative volume distribution in Fig. 4.5b demonstates this shift well. The

lower Q̇N sprays exhibit a less steep rise in the distribution along with a slight shelf

at larger diameters before the large mode becomes prominent, accounting for as much

as 10% of the volume of the spray. Increasing the atomizing air flow rate results in a

much steep rise through the 10-50 µm range and a lower proportion of the spray in

the larger diameter mode.

The derived parameters plotted in Fig. 4.5c quantify this effect. Here, the cumula-
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tive undersize distributions of 10 and 90% show the rapid improvement in the quality

of the spray. The rapid reduction in the Dv90 at low atomizing air flow rates illustrate

the reduction in the large diameter mode. Nearly an order of magnitude reduction

in the Dv90 diameter is observed over the range of the Q̇N . While not as rapid, a

significant reduction in the Dv10 is also observed. Examining the Span in Fig. 4.5,

it can be seen that at the low flow rates, increasing Q̇N results in a reduction of

the Span, indicating a narrowing of the distribution. However, above approximately

11 SLPM, the Span remains relatively constant, indicating that the distribution is

relatively constant in shape. This helps to describe the effect observed in Fig. 4.5a,

in that the primary mode only exhibits an increase in the proportion of the spray

contained in that mode while also observing a reduction in the diameter of the mode

with increases in Q̇N in the low range. This effect was not observed in the high range

of Q̇N . Lastly, Fig. 4.5c also plots D3,2. Similarly to the Span, initial increases in

Q̇N result in a rapid reduction in D3,2, however increasing beyond approximately 9-

10 SLPM the droplet size distribution does not exhibit as significant an improvement

in the quality of the spray.

These effects have been studied in significant detail in many works, however Lefeb-

vre provides a rigorous overview of early experimental correlations in [179]. In this

work, Lefebvre details several studies using various nozzle configurations and cata-

logues a number of different empirical correlations. Results for pre-filming atomizers

are more consistent than those of the plain-jet, however some general trends can be

observed among the various correlations. Lefebvre notes that D3,2 can be correlated

to the sum of two terms. The first is dominated by inertial forces of the air stream.

When viscous forces are of lower importance, the inertial and surface tension terms

dominate, indicating that this first term is governed by the Weber number (defined

as the ratio of the inertial to surface tension forces). This can be expressed in the
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relation below:

SMD1

D
∝ Surface Tension Forces

Inertial Forces
∝ (We)−x ∝

(
σL

ρAUR
2D

)0.5

(4.1)

where D is the characteristic length of the atomizer (typically the liquid jet diameter).

The exponent x = 0.5 is derived from fitting to experimental data.

As the viscosity is increased, a second term must be considered. This term is

proportional to what has become known as the Ohnesorge number which characterizes

viscous forces in relation to the square root of the inertial and surface tension forces.

This yields the relationship below:

SMD2

D
∝ Viscous Forces√

Inertial · Surface Tension Forces
∝ Oh ∝

√
We

Re
∝ (UA

2DρL/σL)
0.5

(URDρL/µL)

(4.2)

Wigg [180] showed that to conserve momentum between the liquid and air inter-

action, the relative velocity UR and be written as:

UR = UA/ (1 + 1/MR) (4.3)

Finally, a general expression for the droplet size distribution can be written as:

SMD

D
∝ SMD1 + SMD2

D
∝

[(
σL

ρAUA2D

)0.5

+

(
µL

2

σLρLD

)0.5
](

1 +
1

MR

)
(4.4)

The important take away from this general analysis with regard to the influence

of atomizing air flow rate is through the first order term UA. Various researchers

have empirically found this term to have a power dependence on the order of 1-1.4,

however it is consistently the dominate term. Experimentally, the strong influence of

Q̇N on droplet size distribution is shown in Fig. 4.5. However, from the viewpoint

of optimization, there is a limit to the effectiveness of Q̇N on both improvement in
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Figure 4.6: Influence of fuel preheat temperature, Tf , on dynamic viscosity, µL.

quality of atomization as well as the global flame structure as the spray velocity

increases. This effect will be investigated in more detail in Section 5.2.1, however at

this point, it will suffice to acknowledge that the highest achievable atomizing air flow

rate is not necessarily the optimal rate.

4.3.3 Influence of liquid temperature

In addition to improvements through Q̇N , quality of atomization can be greatly in-

fluenced by several thermo-physical properties of the fuel. As can be seen in Equa-

tion 4.4, an approximate first order dependence on dynamic viscosity, µL, can be

expected. Dynamic viscosity is most strongly influenced by the fuel preheat temper-
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ature, Tf . This dependence can be seen in Fig. 4.6a. Clearly, increasing Tf results

in a rapid reduction in µL, with the expected corresponding improvement in quality

of atomization. Additionally, increasing Tf also exhibits a corresponding decreasing

in surface tension, σL, however with a weaker dependence on Tf . Rizkalla and Lefeb-

vre [175] note that in sprays of liquids with relatively low viscosity, when the first

term of Equation 4.4 dominates, droplet sizes are primarily controlled through UA

and σL. However, with increasing σL, the second term in Equation 4.4 renders the

first less significant. As a result, surface tension is generally less important in sprays

of highly viscous liquids. Lastly, Lefebvre [179] notes that liquid density generally

has little effect on the mean droplet size.

Care must be taken in the selection and control of Tf . The swirling combustion

apparatus described in Section 2.1 is capable of heating the liquid fuel up to approxi-

mately 100◦C, allowing for a degree of control of over the thermo-physical properties

of a wide range of fuels. This is especially important due to the wide range of viscosi-

ties present in the fuels of interest, spanning three orders of magnitude. The influence

of Tf will therefore be investigated in this section to better understand these effects.

Figure 4.7 illustrates the effect of Tf for two different Q̇N in 1,2-propylene glycol

sprays. Here, Tf varies between 20-60◦C. In Fig. 4.7a, it can be seen that increas-

ing Tf generally improves the quality of atomization. However, where increasing Q̇N

generally improves quality of atomization by shifting the distribution to smaller diam-

eters, increasing Tf improves the atomization by narrowing the primary mode. This

effect can be observed quite strongly in the reduction in the proportion of the sprays

contained in the range between 70 and 120 µm and the corresponding increases in the

distribution peaks at approximately 35 and 18 µm for the 9 and 15 SLPM sprays, re-

spectively. This effect can be attributed to the ability of waves to propagate through

the liquid, forming ligaments, and ultimately forming droplets. As the liquid vis-

cosity increases, the amplitude of these propagating waves is dampened by viscous
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Figure 4.7: Influence of fuel preheat temperature, Tf , on dynamic viscosity, µL.

forces [178]. As a result, ligaments take longer to form, shifting the region in which

ligaments fragment into droplets further downstream into lower velocity regions [179].

While easy to identify in Fig. 4.7a, it is easier to discern the impact of Tf in

Figs. 4.7b and c. It can be seen in Fig. 4.7b that the largest influence of Tf occurs

in the larger droplets. Dv50, i.e. the median droplet size or the size below which 50%

of the spray is contained, is relatively unmoved between the different Tf . However,

the distributions above Dv50 show a definite narrowing of the distribution through a

reduction in the prevalence of large droplets, especially under higher Q̇N flow rates.

This effect can be seen more clearly in the bar graphs of Fig. 4.7c. Here, the D3,2

only very slightly decreases with increasing temperature (as discussed above, D3,2 is a

stronger function of UA than Tf ). Additionally, Dv10 remains practically unchanged.
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However, Dv90 shows a rapid decline, reducing the number of large droplets and

narrowing the span.

Analysis of the secondary atomization and breakup modes can be seen in Fig. 4.8.

As could also be seen in both Figs. 4.5 and 4.7, a large diameter mode can occur

under relatively poor atomization conditions with a mode diameter around 600 µm.

These large diameter droplets (or possibly ligaments) may proceed to breakup further

in additional secondary atomization modes. These breakup modes occur at different

Oh and We numbers as plotted in Fig. 4.8. Orientation in this regime can be simply

described with respect to each non-dimensional number. A higher We number indi-

cates greater aerodynamic forces compared with the droplet surface tension forces,

therefore a greater likelihood of breakup and fragmentation. A higher Oh number,

meanwhile, indicates a greater ratio of viscous forces to surface tension forces, result-

ing in a reduced chance of breakup with increasing Oh. Therefore, Fig. 4.8 can be
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interpreted as droplets in the northwest corner having the greatest tendency toward

secondary breakup, whereas those in the southeast corner will have the lowest ten-

dency toward secondary breakup and are likely to combust without further breakup.

It is difficult to define a specific transition between different breakup modes, but

those plotted in this figure simply show the regions near which transitions occur [181,

182], with correlations based on those of Gelfand [183]. The first major breakup mode

is the Bag breakup plotted in the thicker black line, below which further breakup is

either unlikely or can proceed through the vibrational modes, producing only a few

additional droplets with diameters on the order of the parent [182].

The colored lines in Fig. 4.8 indicate lines of constant temperature at different

droplet diameters between 100 µm and 5 mm for the C3 fuels. Larger droplets will

have a correspondingly higher We, than smaller diameter droplets. Increasing Tf

results in significant shifts to lower Oh, however it can be seen that at Oh < 1

breakup transitions become primarily determined by the We.

Estimating Oh and We for the large diameter modes for the C3 fuels, and plot-

ting the location in the regime diagram (markers) shows the potential for the droplets

contained in these large diameter modes to further breakup. The markers are plotted

over a range of atomizing air flow rates, with higher flow rates yielding greater rela-

tive velocities between the droplet and gas streams and correspondingly higher We.

It appears unlikely that the droplets in these large diameter modes will experience

further breakup beyond the measurement region. Firstly, all of these large modes are

below the bag breakup mode, so any secondary atomization is limited to the vibra-

tional modes and fragmentation into only a few droplets with diameters of near the

same order. Secondly, with Oh ∼ 1, increasingly the Tf shifts to lower Oh but only

slightly increases the We. In this region, transitions in breakup modes are largely

independent of Oh. A much more effective technique for minimizing the impact of

the large mode is to increase the relative velocity of the droplet and increase the
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We. Thirdly, increasing the atomizing air flow rate reduces the proportion of the fuel

contained in the large mode and shifts toward the primary mode. The net result of

all these effects is that in the following combustion experiments, the large mode is

a relatively small proportion of the total fuel and that the large droplets which are

formed are not likely to further breakup into smaller droplets, but rather combust at

their measured sizes.

4.4 Conclusions

The objective of this chapter was to investigate the characteristics of the liquid spray

under a range of operating conditions and assess the impact of changing these param-

eters on the droplet size distribution. In the pursuit of this objective, an experimental

apparatus was constructed to capture the cold flow spray and conduct measurements

of droplet size distributions via a Malvern Spraytec aerosol and particle size analyzer.

The impact of the nozzle size and turndown ratio of two commercially available air

atomizing nozzles was examined, followed by the influence of the atomizing air flow

rate Q̇N , and the liquid preheat temperature Tf .

Each of these parameters demonstrated a unique influence on the spray. Decreas-

ing the fuel flow below the nominal flow rate of the nozzle greatly reduced the quality

of the atomization due to unsteady siphoning effects. Meanwhile increasing above

the nominal flow rate resulted in minor improvements in the quality of atomization

while eliminating the unsteady siphoning effect. The greatest impact on quality of

atomization was clearly achieved through increases in Q̇N . While there is a limit to

the effectiveness of increasing Q̇N , in the typical range of flow rates expected for these

experiments, significant improvements to the droplet size distribution were achieved

through the narrowing of the distribution, a shift to subsequently smaller droplet

diameter modes, and reductions in the presence of larger droplets. However, care
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must be taken to limit Q̇N to values below those which would lift off or blow out the

swirling flame under experimental conditions. Lastly, the influence of the fuel preheat

temperature Tf was observed. While less pronounced than Q̇N , increasing Tf does

exhibit the beneficial effect of reducing the prevalence of larger diameter droplets

without needing to continue to increase Q̇N .

The objective of the following chapter will be to utilize the knowledge of the effects

of these atomization parameters to influence the rate of fuel vaporization of a wide

range of liquid fuels. When coupled with the control of the mixing characteristics

of the swirling flame, isolation of unique fuel effects can be achieved and will be

presented in the following chapter.
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Chapter 5

Experimental measurements of

mean flame temperatures and

global NO emissions in swirling

spray flames of poly-alcohol fuels

With an understanding of the influence of atomizing air flow rate, Q̇N , and fuel pre-

heat temperature, Tf , on droplet size distributions for the wide range of conditions

and fuels explored in the previous chapter, the next objective is to explore how these

and other parameters can be used to control the flame shape and formation of NOX

emissions in the swirling liquid spray burner. This burner was introduced in Sec-

tion 2.1 and was the basis for the emissions experiments of Chapter 3. It should be

noted that, from an experimental stand point, the combustion of some of these fuels

(particularly the diols and triol) is non-trivial. Attempting to convert these fuels into

the gaseous phase in a stable and well-characterized manner is extremely difficult due

to very low vapor pressures, coupled with high boiling points and low smoke point

temperatures. Therefore it becomes necessary to atomize the fuel directly into the

flame. This precludes the use of most simple, well-characterized burner geometries
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which would be preferable to the more complicated combustion physics inherent in

a swirling spray flame. However, with careful control of the boundary conditions it

is possible to gain some qualitative insight into the fuel effects. Chapters 7–9 will

be devoted to experiments in more canonical premixed flame configurations utilizing

fuels which are more readily vaporized.

In this chapter, experiments will be conducted to explore the influence of various

boundary conditions on the mean flame temperature profiles throughout the primary

combustion region, along with corresponding measurements of global NOX formation.

Sections 5.2.1 and 5.2.2 will investigate the influence of Q̇N and Sg on flame shape

and maximum mean temperatures. Section 5.3 will then attempt to match the flame

temperature profiles of all the fuels. Comparisons of NO formation in these matched

temperature profiles will allow for a qualitative comparison of non-thermal differences

in NOX formation between each of the fuels.

5.1 Experimental setup

The fuels of interest in this work are the one to three carbon alcohols: methanol,

ethanol, and n-propanol, respectively; two diols: ethylene glycol (ethane-1,2-diol) and

propylene glycol (propane-1,2-diol) with two and three carbon atoms, respectively;

and one triol: glycerol (propane-1,2,3-triol). This matrix allows for the variation of

the structure of the molecule from 1-3 carbons and from 1-3 hydroxyl groups. A

consequence of such varied molecular structure is the wide variability is thermo-

physical properties of these fuels. Table 5.1 shows a number of thermo-physical

properties taken from the Design Institute for Physical Properties (DIPPR) Project

801 database of thermo-physical and environmental properties, maintained by the

American Institute of Chemical Engineers (AIChE) [1]. As can be seen from the

table, the fuel-bound oxygen concentration varies from 26% to over 50% by mass.
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Table 5.1: Thermo-physical properties of fuels from DIPPR database [1]

Properties Units Methanol Ethanol n-Propanol

Carbon Atoms # 1 2 3
Hydrogen Atoms # 4 6 8
Oxygen Atoms # 1 1 1
Molecular Weight g/mole 32 46 60
Fuel-Bound Oxygen (mass) % 50 34.8 26.7
OH/C Ratio - 1 0.5 0.33
A/FST - 6.44 8.95 10.30
Energy Density kJ/g 19.9 26.8 33.6
Boiling Point ◦C 64.6 78.3 96.5
Autoignition Temperature ◦C 463.9 422.9 413.0
Density (25◦C) g/mL 0.791 0.789 0.803
Dynamic Viscosity (25◦C) cP 0.538 1.077 1.950
Surface Tension (25◦C) N/m 0.0222 0.0221 0.0234

Properties Units Ethylene Glycol Propylene Glycol Glycerol

Carbon Atoms # 2 3 3
Hydrogen Atoms # 6 8 8
Oxygen Atoms # 2 2 3
Molecular Weight g/mole 62 76 92
Fuel-Bound Oxygen (mass) % 51.6 42.1 52.2
OH/C Ratio - 1 0.66 1
A/FST - 5.54 7.23 5.22
Energy Density kJ/g 17.1 21.7 16.1
Boiling Point ◦C 197.0 186.1 287.9
Autoignition Temperature ◦C 400 420.9 370
Density (25◦C) g/mL 1.113 1.036 1.261
Dynamic Viscosity (25◦C) cP 16.868 42.48 866.3
Surface Tension (25◦C) N/m 0.0480 0.0355 0.0631

Additionally, the ratio of hydroxyl groups to carbon atoms (OH/C ratio) varies from

1/3 to 1/1. It is also interesting to note that the energy densities for the fuels can be

relatively low and vary greatly between the fuels. Lastly, it is important to note the

significant differences in boiling point, viscosity, and surface tension for each of these

fuels as these properties greatly affect the droplet size distribution and vaporization.

Throughout this chapter, several parameters are held constant across all the ex-

periments. Table 5.2 lists these parameters. There are several considerations from

this table which deserve further discussion. As can be seen in Table 5.1, there can

be significant variability in the energy density due to the changing fuel-bound oxygen

concentrations (16.0-30.7 MJ/kg). It was therefore deemed better to hold the firing

rate constant and vary the fuel mass flow rate, ṁf , to compensate for the difference

in energy densities. This results in approximately a factor of 2 difference in mass flow
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Table 5.2: Constant Conditions for Poly-Alcohol Swirling Spray Flames

(Units) Conditions

Firing Rate (kW) 9
φg (-) 0.8
Nozzle (#) SN609-3
ṁf at 9 kW (g/min)

Methanol - 27.1
Ethanol - 20.1
n-Propanol - 16.1
Ethylene Glycol - 31.6
1,2-Propylene Glycol - 24.9
Glycerol - 33.5

rates from the lowest (n-propanol) to the highest (glycerol). The global equivalence

ratio was also held at a constant value of φg = 0.8. This equivalence ratio was cho-

sen as a globally lean flame to allow for complete combustion to occur and to avoid

nearing the differing lean blowout limits for each fuel. It should be recognized how-

ever, that while globally lean, combustion throughout the chamber will occur under a

wider range of local equivalence ratios due to variable vaporization rates and mixing

conditions. However, through the control of the swirl number, atomizing air flow

rate, and initial fuel temperature while allowing for difference in the thermo-physical

properties of each fuel (i.e. volatility, surface tension, viscosity, etc.), one can exert a

modicum of control over of the shape and temperatures of the flame.

Sections 5.2.1 and 5.2.2 will investigate two of the primary means of control

through Q̇N and Sg. Table 5.3 summarizes the conditions over which the influence of

each parameter will be investigated. Exp.1 will examine increasing Q̇N under both a

Table 5.3: Conditions for Investigations of Mean Temperature Profiles

Variable Exp. 1a Exp. 1b Exp. 2

Fuel Propylene Glycol Glycerol Propylene Glycol
Tf 60◦C 80◦C 60◦C

Q̇N 6-10 SLPM 14-18 SLPM 9 SLPM
Sg 1.5 3.8 1.40-1.55
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Figure 5.1: Diagram of translating thermocouple rake and positioning relative to the
combustion chamber.

relatively low and high flow conditions and constant Sg. Exp.2 will then examine the

influence of Sg while maintaining a constant Q̇N .

5.1.1 In-flame thermocouple measurements

Temperature measurements were made using a rake of size 0.125 mm diameter bare

wire type-R thermocouples (Pt-Pt/Rh 13%), spaced 12.7 mm apart as shown in

Fig. 5.1. Due to the high interior wall temperatures, the measured temperatures were

left uncorrected for radiative losses. A 0.125 mm diameter thermocouple is too large

to allow for temporal resolution of high frequency temperature fluctuations, however

the objective is simply to evaluate the spatial variations of the mean temperature

profile. For most of the flames of interest, the total combustion air flow rates, Q̇T ,

and temperatures are very close; therefore it is reasonable to assume differences in the

fluctuations in measured temperature due to turbulent fluctuations and mixing of the

flame with cooler surrounding gases between each of the flames of differing fuels at
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similar conditions to be relatively small, allowing for a relatively slow measurement

of the mean temperature.

This rake of thermocouples is mounted on a linear translation stage, capable of

72 mm of radial translation from the centerline. The axial position can also be

translated 6.35 mm, allowing for a measurement window of 72 mm×70 mm. This

measurement region begins 22 mm downstream of the tip of the fuel nozzle and is

assumed axisymmetric.

5.1.2 Global species concentration measurements

Exhaust gas emissions were measured using a bank of California Analytical Instru-

ments analyzers as described in Section 2.5. All sample gases were collected through

a quartz probe positioned downstream of the exit of the combustion chamber using a

diagram sample pump. Sample gases were cooled, dried, and filtered before analysis.

NO/NO2 analysis was conducted using a CAI Model 650 chemiluminescent detector

(CLD) while CO/CO2 analysis was conducted using a CAI Model 603 non-dispersive

infrared detector (NDIR).

5.2 Control of flame shape

As previously mentioned, the objective of this section is to gain insight into the ef-

fects of variations of Q̇N and Sg on the overall flame shape, and more particularly,

on the temperature profile throughout the combustion region. Intuitively, these two

parameters will tend to have opposing effects on the recirculation and mixing within

the combustion region. Chen et al. [110] investigated a series of swirl stabilized flames

with an axially oriented fuel jet positioned on the centerline. They observed a transi-

tion in flame shape as the ratio between the fuel jet momentum to the momentum of

the centerline reverse flow, which is due to the toroidal recirculation vortex, increased.



126

This transition occurs between what the authors describe as “strongly recirculating

flames” and “fuel-jet dominated flames”.

While their work focused on gaseous fuel jets only, similar transitions were ob-

served in the current work due to the high axial velocity of the atomizing air stream.

Here, a trade off must be made between the improved quality of atomization achieved

through increasing Q̇N and the inevitable transition away from strongly recirculating

flames. In the case of the more volatile fuels, such as n-propanol, a clearly strongly

recirculating flame was easily achievable through the combination of low Q̇N and high

Sg. However, as the volatility of the fuel decreases (through a combination of higher

boiling point temperature or higher viscosity), the Q̇N necessary to achieve satisfac-

tory atomization increases. Consequently, the fuel-jet momentum increases (generally

coupled in these fuels with a corresponding increase in fuel mass flux). Therefore,

to maintain a consistent flame shape, Sg must increase as well. However, Sg is lim-

ited by the geometry of the burner. The net result of these competing mechanisms

is a complex interplay of effects which will be investigated further in the following

sections.

5.2.1 Effect of atomizing air flow rate

In Fig. 5.2, the influence of increasing Q̇N can be seen in a propylene glycol flame. In

these figures, the swirl number is held constant at Sg = 1.5 while the atomizing air

flow rate is increased from 6 to 10 SLPM. Recall from Fig. 4.5, at the low range of

Q̇N , much of the fuel flow is shifted toward larger droplets, with subsequently larger

Stokes numbers where the Stokes number is defined as:

Stk =
ρLd

2
du0

18µgD
(5.1)
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where dd is the droplet diameter, u0 and µg are the local gas velocity and dynamic

viscosity, respectively, and D is the characteristic length scale of the burner quarrel

exit.

Droplets with higher Stokes numbers can more easily detach from the air flow;

subsequently, larger droplets can more readily pass through recirculation zones, and

not be entrained, or be centrifuged to the outer edges of the combustor [173, 184].

As a consequence, much of the fuel is not entrained in the lower, fuel-driven vortex

as described by Feikema and Chen [110–112] as seen in the upper portion of Fig. 5.2.

The temperature distribution in this figure shows that much of the heat release occurs

relatively far downstream due to the weak entrainment of the droplets and slow

vaprorization.

Increasing Q̇N shifts the droplets to smaller size distributions - and thus lower

Stokes numbers - where some of the droplets are entrained in the lower, fuel-driven

vortex and combust, anchoring the flame as seen in the middle portion of Fig. 5.2.

Here, the strengthening of the fuel-driven vortex can be seen with the formation of a

local maximum in temperature positioned around 25 mm radially. This increased en-

trainment, primarily of the portion of the spray which has shifted to smaller droplets,

helps to strengthen the flame and increase the temperatures in both the fuel-driven

and air-driven recirculation zones.

Further increasing Q̇N as shown in the lower portion of Fig. 5.2 shifts the droplet

size distribution even further. Here, an even greater proportion of the fuel is entrained

in the fuel vortex where it is mixed and combusted. Additionally, the overall smaller

droplets result in faster evaporation and higher peak temperatures in both the fuel-

driven and air-driven vortices.

However, there is a limit to the effectiveness of increasing Q̇N in improving quality

of atomization. As discussed in Section 4.3.2, improvements in quality of atomization

experience diminishing returns. This limited improvement in the quality of atom-
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Figure 5.2: Influence of increasing Q̇N when within the low range of flow rates in a
propylene glycol flame.
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Figure 5.3: Influence of increasing Q̇N when within the high range of flow rates in a
glycerol flame.
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ization at the expense of greater air velocities can have significant effects on the

flame shape as shown in Fig. 5.3. In this figure, a series of glycerol fueled flames are

examined under a relatively high swirl number of Sg = 3.8 with increasing Q̇N .

In the upper portion of Fig.5.3, the temperature distribution is qualitatively sim-

ilar to the lower portion of the preceding figure. Here, the quality of atomization

is already relatively high, allowing for entrainment of smaller droplets into the fuel-

driven vortex, rapid vaporization, and increased mixing with the remaining droplets

resulting in relatively high temperatures in both the fuel-driven and air-driven vor-

tices.

However, due to the diminishing returns in quality of atomization, increasing Q̇N

as shown in the middle portion of Fig. 5.3, does not result in a significant improvement

in the droplet size. However, the increased atomizing air flow does impart a greater

velocity to the spray. As a consequence, Stokes numbers are increased, reducing

entrainment in the fuel-driven vortex and pushing the spray further downstream.

This can be seen in the lower temperatures of fuel-driven vortex.

Further increasing Q̇N as shown in the lower portion of Fig. 5.3 greatly reduces the

temperature and entrainment of fuel-driven vortex, pushing the flame to near-blow

out. Attempting to increase Q̇N much further would result in the flame lifting off and

either extinguishing or anchoring above the recirculation zones similar to a lifted jet

flame.

5.2.2 Effect of swirl number

As was seen in the previous section, increasing Q̇N yields two separate effects: reduc-

tions in the droplet size distribution and increases in the “fuel-jet” momentum of the

two-phase spray and air stream. This section is focused on observing the influence of

increasing Sg. In Fig. 5.4 adapted from Chen et al. 5.4, the critical momentum ratios

at which the flame transitions from the strongly-recirculating flame to a fuel-jet mo-
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Figure 5.4: Flame shape transitions as a function of swirl number and momentum
ratio. Adapted from Chen et al. [110].

mentum dominated flame is plotted. While the flames in Chen’s study are not spray

flames, a lot can be gleaned from this figure. What one can see is that increasing

the swirl number allows for a greater momentum ratio (defined as the ratio of fuel-jet

momentum to that of air) and consequently a greater Q̇N before the flame transitions.

This is particularly important when burning the viscous, low energy density fuels

studied here where high Q̇N are required for atomization with simultaneously strong

recirculation for flame stabilization. In comparison of the bottom portion of Fig. 5.2

and the top portion of Fig. 5.3, in which the temperature distributions are qualita-

tively similar, while Q̇N and Sg are respectively 10 and 1.5 for propylene glycol and

14 and 3.8 for glycerol. The higher Q̇N and Sg for glycerol are due to the reduced

quality of atomization (and arguably due to higher ṁf as well).

The influence of increasing Sg from 1.4 to 1.55 in propylene glycol flames under

a constant Q̇N can be observed in Fig. 5.5. As can be seen in the figure, increasing

Sg results in a strengthening of the fuel-driven and air-driven recirculation vortices.

Consequently, with the strengthening of the vortices (particularly the fuel-driven vor-
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Figure 5.5: Influence of increasing Sg in a propylene glycol flame.
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tex), there is greater entrainment of mid- to small- sized droplets anchoring the flame

and increasing the size and peak temperature of both vortices. Additionally, stronger

vortices result in increased mixing with the hot products and faster fuel vaporiza-

tion. This effect can be seen in the qualitatively unchanged flame shape, however

the peak flame temperatures are increasing with increasing Sg. The strengthened

air-driven vortex results in a wider high temperature region near the upper portion

of the vortex around 50 mm.

While not well depicted in Fig. 5.5, Hardalupas et al. [184] also observed a cen-

trifuging effect of large droplets away from the central flame due to their higher Stokes

numbers. Such effects could be of significance under very high swirl conditions, how-

ever the fuel injection and atomization in Hardalupas’ work utilized a much higher

radial component and poorer atomization in their fuel injection than is used here. It

should be much more likely that particularly large droplets should tend to escape in

the axial direction.

5.3 Matching of temperature profiles

The objective of the preceding sections has been to gain some fundamental insights

into the primary mechanisms which influence the flame shape, particularly the mean

flame temperatures. Clearly, the fuel preheat temperature Tf , the atomizing air flow

rate Q̇N , and the burner geometric swirl number Sg offer tuning of the combustion

dynamics. And while the influence of each parameter is not wholly distinct from

the others (i.e. changing Q̇N influences both droplet size distribution and momentum

ratio), a significant amount of control can be exerted over the flame to allow for

tailoring of the temperature field.

Therefore, it was possible through an iterative process to approximately match

the measured temperature profiles with respect to each other. Thus, it was attempted
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Figure 5.6: Matching temperature profiles for each of the fuels
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to approximately match the vaporization rates for each of these very different fuels.

Such profiles are shown in Fig. 5.6 where a thickened black contour is drawn at an

arbitrary temperature of 1125◦C to illustrate the general flame shape. In attempting

to analyze these profiles, several additional effects need to be examined.

In requiring the firing rate and the global equivalence ratio to remain constant,

the required total air flow Q̇T must change. However, due to the positive correlation

of higher energy densities with lower fuel-bound oxygen concentrations, which are

inversely correlated with stoichiometric air/fuel ratios for these fuels, the net effect

on total combustion air flow rate is minor. This results in variations of less than 2%

(168 SLPM minimum to 174 SLPM maximum). Therefore, the net effect on residence

times, velocities, and turbulence levels is ultimately small.

The process for the creation of Fig. 5.6 proceeded simply through an iterative

selection of Q̇N and Sg. The proceeding discussion helped in establishing guidelines

for starting conditions for each of the fuels. From there, the two primary parameters

were varied and the temperature profiles were compared. As can be seen in Fig. 5.6,

the mean temperature profiles in each of the subfigures are very similar, composed

of a fuel driven recirculation zone at the base of the measurement area along with

an air-driven recirculation zone where the bulk of the combustion occurs. The shape

of the three alcohol flames in Fig. 5.6 is remarkably similar due to their similar

volatilities. The diol and triol flames have significantly lower volatilities and as a

consequence exhibit wider combustion regions. Additionally, because the firing rate

was maintained constant, the ṁf of each of the diols is greater than the alcohols,

while the triol mass flux is the highest. Notably, the mass flux of methanol is the

highest of the alcohols and between that of the two diols. However, the volatility

of methanol is significantly higher than either ethylene glycol of propylene glycol,

therefore resulting in the narrower flame shape.

It is difficult to directly qualify how NO formation is influenced by differences
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Table 5.4: Average temperature and species measurements (ppm) for conditions with
matching temperature profiles

Number of Hydroxyl Groups
1 2 3

N
u
m

b
er

of
C

ar
b

on
A

to
m

s

3

n-Propanol Propylene Glycol Glycerol
T 950 T 1001 T 1068
NO 33.6 NO 23.3 NO 10.6
NO2 1.0 NO2 1.2 NO2 1.0
CO 14.5 CO 13.9 CO 67.5

2

Ethanol Ethylene Glycol
T 996 T 1022
NO 24.9 NO 14.1
NO2 2.2 NO2 1.5
CO 5.4 CO 38.7

1

Methanol
T 996
NO 9.2
NO2 1.6
CO 32.5

in the size of the region throughout which the fuel is distributed. Generally, the

volatility is inversely correlated with the energy density and mass flux, so while more

fuel is spread around a greater area, the stoichiometric mole fraction of air is lower

and the local equivalence ratio not as greatly affected.

Average temperatures were calculated over the entire measurement area. Ad-

ditionally, measurements of NO, NO2, and CO at the exit of the combustion were

conducted. These measurements are included in Table 5.4. One can see that the

mean temperatures throughout the measurement regions are reasonably close.

Of more importance, however, are the NOX concentration measurements. It is

clearly seen that the n-propanol flame produces the most NO. Increasing hydroxyla-

tion to propylene glycol and then to glycerol results in a reduction in the NO formed.

Additionally, moving from n-propanol to the smaller alcohols ethanol and methanol

shows the same trend. This also continues in the ethylene glycol flame. These re-

ductions in NO formation are consistent with an increase in the fuel oxygen content

as a percentage of fuel mass as shown in Table 5.1. As also shown in Table 5.4, the
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Figure 5.7: Average flame temperature for the matched temperature profiles shown
in Fig. 5.6

global NO2 formation in each of these flames is very small, and varies only slightly

with each fuel. CO emissions are also reasonably low, indicating essentially complete

combustion due in large part to the high temperature refractory combustion chamber.

While non-neglible global differences in the measured temperature profiles are un-

avoidable given the complexity of the experiment, the differences are not in opposition

to the observed trends. The largest variation in global mean temperatures is from

n-propanol to the fuels with OH/C ratios of unity with an absolute difference of 118

K. This trend is in opposition to the trend in NO formation (i.e. the lowest mean

temperature produces the highest NO formation), thus the qualitative trend in NO

is not weakened. This trend is also consistent in the comparison of fuels with the

same number of carbon atoms as well as for the alcohols. However, it is difficult to

draw a definitive conclusion within the family of fuels with an OH/C ratio of 1/1

(i.e. methanol, ethylene glycol, and glycerol) as the change in averaged measured

temperature with respect to carbon number is non-monotonic. In total, and despite

some variance in the average measured temperatures, the qualitative trends in NO

formation with respect to fuel characteristics are consistent and clearly observable.
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Figure 5.8: Difference from average for each of the fuels
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Thus, by matching the mean temperature profiles, it is possible to isolate the effect

that non-thermal NOX formation mechanisms have on the total NOX formation for

the varying fuels.

Figure 5.7 shows the averaged temperature profile from the six fuels (i.e. the six

subfigures shown in Fig. 5.6 averaged together). Again, this averaged temperature

contour is very similar to the contours for the individual fuels. Further analysis can

be done by subtracting the average temperature profile shown in Fig. 5.7 from the

individual profiles to determine the regions within the combustor where the tempera-

ture deviates from the average. These results are shown in Fig. 5.8. In each subfigure

the same high temperature region is indicated with the thick contour line. Regions

shaded blue indicate temperatures below the average while regions shaded red are

higher than the average. In these figures, the high temperature regions within the

contour show only small deviations from the mean. The broader high temperature

regions in the polyol flames can be seen in the higher than average temperatures on

the outer edge of the contour. Additionally, the lower NO formation in the glycerol

and ethylene glycol flames is clearly not due to lower overall temperatures, as the

majority of the deviation in temperature is greater than the average indicated by the

red regions inside the black contours (indicating regions in excess of 1125◦C).

The trends in NO formation with respect to the fuel properties are summarized

in Fig. 5.9. This figure illustrates the mean flame temperature across the top. Also

included is the fuel bound oxygen concentration and NO concentration, as well as the

ratio of OH groups to carbon atoms for each fuel at the top of each bar. It is clear that

there is relatively little variation in the mean flame temperature, and that the observed

decrease in mean temperatures is in opposition to the increase in NO formation,

indicating that the observed trend in reducing non-thermal NOX formation may be

stronger than measured. It can also be seen that there is a monotonic decrease in the

measured NO concentrations with respect to the OH/C and a consistent increase in
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Figure 5.9: Summary of trends in NO formation with fuel properties with a) average
temperature and b) NO concentration and fuel bound oxygen concentrations

NO with a decrease in the fuel bound oxygen concentration. There are also consistent

trends between families with increasing carbon number corresponding to an increase

in NO:

[NO]Methanol < [NO]Ethanol < [NO]n-Propanol

[NO]Ethylene Glycol < [NO]Propylene Glycol

This indicates that the structure of the fuel does indeed play a significant role in the

formation rates of NO.
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5.4 Conclusions

The objective of this chapter was to determine whether an idealized set of conditions

could be selected for the comparison of the differences in NOX formation for these

alcohol and poly-alcohol fuels. To achieve this objective, the knowledge gained in

Chapter 4 was coupled with a parameter study of the influence of Q̇N and Sg on

flame shape and mean flame temperatures as measured with a translating rake of

thermocouples. It was observed that Q̇N has a strong influence on the flame shape,

peak flame temperatures, and prominence of the fuel-driven and air-driven vortices

in the flame. It was also observed that Sg has a strong influence on entrainment of

droplets in the regions anchoring the flame as well as the maximum Q̇N flow rates

achievable.

It was also observed that, through the careful selection of boundary conditions

and implementation of an iterative selection process, it was possible to limit varia-

tions in the flame shape and temperature profiles. By effectively matching the tem-

perature distribution throughout the combustion region, the contribution to NOX

through the thermal mechanism was effectively matched for all the fuels, thus allow-

ing comparisons of the fuel’s influence on the formation of NOX through non-thermal

mechanisms. It was observed that NO concentrations were strongly dependent on the

degree of oxygenation, whereby NO was inversely proportional to fuel bound oxygen

concentration. It was also observed that this effect was consistent across constant

OH/C ratios, i.e. methanol, ethylene glycol, and glycerol, all of which showed similar

NO formation rates. An increase in NO was observed as OH/C was reduced through

propylene glycol, ethanol, and n-propanol with OH/C ratios of 2/3, 1/2, and 1/3,

respectively.
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Chapter 6

Reaction path analysis of

poly-alcohol decomposition

pathways

In conjunction with the previous chapter, this chapter investigates differences in NOX

formation and fuel decomposition pathways as a function of the fuel molecular struc-

ture. The previous chapter showed experimentally that with approximately matched

temperature fields - thus approximately matched contributions to thermal NOX - vari-

ations in the non-thermal NOX mechanisms could be observed. These variations are

reasonably attributable to fuel chemistry effects. Therefore, this chapter will attempt

to gain further insight into the roles that differing fuel decomposition pathways play

in the formation of NOX through detailed reaction path analyses.

Unfortunately, due to the significant modeling complexity inherent in a swirling,

two-phase, turbulent, liquid spray flame it is unfeasible to attempt to replicate these

complex physics. Rather, a greatly simplified strategy will be implemented utilizing

a 0-D perfectly stirred reaction simulation parameter study spanning the range of

temperatures and equivalence ratios expected in the flame, utilizing a comprehensive

kinetic model for C1-C3 alcohols which has been extended to include poly-alcohol
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Table 6.1: Perfectly Stirred Reactor parameter study

Parameter (Units) Values

Temperature (◦C) 1700, 1400, 1100, 800
Equivalence ratio, φg (-) 0.4 ≤ φ ≤ 1.5
Residence Time (s) 1
Pressure (atmg) 1

decomposition pathways through analogy. The objective of this simulation is not

to provide quantitative predictions of NO formation, but to allow for qualitative

observations of the influence of these parameters on NOX formation in Section 6.2

and the fuel decomposition pathways in Section 6.3.

6.1 Perfectly stirred reaction simulations

Simulations were conducted in CHEMKIN-Pro [185] utilizing the Perfectly Stirred

Reactor module. For each fuel and fixed gas temperature, a transient solver param-

eter study was conducted until a steady state solution was achieved for a range of

equivalence ratios and a fixed residence time as shown in Table 6.1. One second was

chosen as a representative residence time based on flow rates, swirl number, temper-

ature, and burner geometry. Mean temperatures in the measurements of Section 5.3

were in the range of 1100◦C, therefore simulations were permuted around the mean

temperature and at an elevated temperature of 1700◦C. The local equivalence ratio

throughout the burner is expected to vary widely between extremely lean and ex-

tremely rich, therefore simulations were conducted in a fairly wide equivalence ratio

range.

6.1.1 Polyalcohol chemical kinetic mechanism

A chemical kinetic model was specifically developed to elucidate the effects of fuel

molecule structure on decomposition products and NOX formation during the com-
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bustion of hydroxylated fuels. The primary target of the chemical kinetic model was

the accurate prediction of hydrocarbon intermediates that participate in non-thermal

NOX formation reactions. Acknowledgement must be given to Dr. Mariam Al Rashidi

for the development of this mechanism.

The model includes high temperature combustion reactions for all the investi-

gated fuels. The basis of the model is the comprehensive chemical kinetic model for

the C1-C3 alcohols of Sarathy et al. [59], which includes methanol and ethanol sub-

mechanisms from Metcalfe et al.’s AramcoMech 1.3 [186]. To this basis, the poly-

alcohol combustion reactions developed for this study were added. Following previous

work on alcohols [59, 187, 188], the high temperature reaction classes, namely uni-

molecular decomposition, H-abstraction, H-migration, and β-scission were included

for each poly-alcohol.

Figure 6.1 illustrates a sample of the included decomposition pathways for 1,2-

propylene glycol. All possible reaction pathways were considered and the rate param-

eters were estimated based on those of analogous alcohols. As shown in Fig. 6.1, the

unimolecular decomposition routes comprise H2O-elimination, as well as C-O and C-

C bond scission reactions, the rates of which were estimated by analogy with ethanol,

n-propanol, and iso-propanol. In the case of hydrogen abstraction, H, OH, O2, HO2,
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and CH3 were considered as abstracting species, and abstractions from both alkyl

and hydroxyl groups were taken into account.

Only 5-membered ring transition state H-migration reactions (i.e., isomerizations)

of the alkyl and alkoxy radicals were included. Reactions involving smaller transition

state rings have high energy barriers, and thus were neglected; whereas those involving

larger rings are not possible for the investigated compounds.

All β-scission pathways for fuel radicals were accounted for in the mechanism,

including C-C, C-O, and C-H scissions. These reactions produce enols or carbonyl

compounds and were written in the exothermic direction, i.e., radical addition to an

unsaturated bond, as describe by Curran et al. [188, 189]. The enols were further

degrade via unimolecular decomposition and H-abstraction or addition followed by

scission of the radicals. Keto/enol tautomerization and radical-assisted isomerization

reactions were also included in the model [59, 187, 188]. Meanwhile, the carbonyls

were degraded via H-abstraction, preferably from the aldehydic group when possible,

followed by dissociation to CO+alkyl radical.

Thermodynamic properties of the implicated species were determined by group

additivity using Ritter and Bozzelli’s program THERM [190].

6.1.2 NOX sub-mechanism

In order to simulate NOX formation during the combustion of the investigated alcohols

and poly-alcohols, thermal and non-thermal NOX chemistry was incorporated into

the reaction mechanism. The NOX sub-mechanism includes all relevant N-containing

reactions of GRI-Mech 3.0 [191], Dagaut et al. [18], and Giḿenez-López et al. [192],

including mechanisms for: thermal NO, prompt NO, N2O, NNH, nitro-hydrocarbons,

and nitroso-compounds.

The prompt-initiating reaction of Fenimore [10, 13] used in the GRI-Mech 3.0



146

shown in reaction 6.1 has been shown to be spin forbidden by Moskaleva and Lin [17].

CH +N2 
 HCN +N (6.1)

Therefore reaction 6.1 has been replaced with reaction 6.2, which has been shown to

be a more appropriate prompt initiating reaction [18]

CH +N2 
 NCN +H (6.2)

Rates for this reaction and the NCN sub-mechanism are from Giḿenez-López et

al. [192]. It has been shown that even after replacing the HCN initiating reaction with

the NCN reaction, HCN remains a significant contributor to NO formation [18, 22].

A more detailed discussion of the various NO formation and consumption reactions

is included in Section 6.2.

6.2 NO formation

The concentration of NO at the exit of the PSR is shown in Fig. 6.2. It is immediately

clear that at the highest temperature of 1700◦C, NO formation is dominated by the

thermal mechanism [6]. The increase in NO formation with decreasing φg is due to the

fixed temperature of the PSR coupled with both the increasing nitrogen content and

the increasing availability of O atom concurrent with decreasing equivalence ratios.

This also contributes to the steep reduction of NO in the rich region.

At 1400◦C and 1100◦C, NO peaks around φg = 1 and trails off to the rich and

lean sides. It is very interesting to note that NO formation predicted between 1100◦C

and 1400◦C is within the same order of magnitude measured for the matching tem-

perature profiles of Section 5.3 and NO in Table 5.4. This does not serve to validate

the accuracy of the mechanism or its predictive capability, but it does help to give
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Figure 6.2: NO concentration as a function of φg and temperature.

credence to the qualitative trends discussed. Additionally, as either the number of

carbon atoms increases or the ratio of OH groups to carbon atoms decreases, the NO

formation increases, consistent with the results in Fig. 5.9.

Figure 6.3 shows several of the species key to the formation of NO through non-

thermal mechanisms. The formation of hydrocarbon radicals CH, CH2, and CH3

follow the same fuel specific trends as previous observed, i.e., lower concentrations of

the radicals in the more oxygenated fuels. While there are slight differences in trends

with respect to fuel structure at the two temperatures, the absolute magnitude of HC

concentrations are not greatly affected and are within the same order of magnitude

for both temperatures. Fuels with OH/C ratios of unity are separated from those

with lower oxygen concentrations, and decreases in both the fuel bound oxygen con-
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Figure 6.3: Non-thermal NOX precursors CH, CH2, and CH3 and intermediary HCN
at 1400◦C and 1700◦C.

centration and OH/C ratio correspond to increases in HC radicals. Such a result can

reasonably be expected due to the greater ratio of C-O to C-H bonds with increasing

OH/C ratio. The differences in HC concentrations for methanol, ethylene glycol, and

glycerol are due to the ability to enter the C2H3OH and acetylene channels as will be

described in Section 6.3 for the larger fuels.

The same trend is observed in the formation of HCN. While the formation of

prompt NO is largely controlled through the formation of NCN [18, 22], concentrations

of NCN are expected to be very low as NCN rapidly converts to HCN, among other

species [17, 20, 193]. These trends are also consistent with those observed for the

other HC species. Additionally, the increase in HCN, especially in the rich regions,

increases potential for NO removal through the NO→HCN→N2 mechanism [19, 27,
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Figure 6.4: Contributions to NOX formation at φg = 0.7 and T = 1400◦C.

28, 192, 194, 195].

Analysis of the various NO formation pathways for each of the fuels at φg = 0.7

and T = 1400◦C is shown in Fig. 6.4. As can be seen the primary differences in NO

production are due to reductions in the NO formed through the prompt mechanism.

There is a monotonic reduction in prompt NO from n-propanol to methanol, with

similar reductions observed from n-propanol to propylene glycol to glycerol.

For n-propanol, prompt NO is formed through two channels. First is through the

formation of NCN via reaction 6.2. After NCN is formed, it is rapidly oxidized to

form NO along with HCN, CN, and N as shown in reactions 6.3–6.5.

NCN +OH 
 HCN +NO (6.3)

NCN +O 
 CN +NO (6.4)

NCN +H 
 HCN +N (6.5)

The second path to prompt NO is from the oxidation of HCN and CN through NCO
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and onto NO as shown in reactions 6.6–6.9.

HCN +O 
 NCO +H (6.6)

CN +O2 
 NCO +O (6.7)

NCO +OH 
 NO +H + CO (6.8)

NCO +O 
 HO + CO (6.9)

It was also observed that a significant amount of NO can participate in a recycle loop

with HCNO through HCCO, especially when a significant portion of the oxidation

pathway is through HCCO, as will be discussed in Section 6.3. Several different groups

have also observed that removal of NO can occur through reaction with HCCO and

vinyl radical, C2H3 [19, 192]. This loop is shown in reactions 6.10–6.14 below:

HCCO +NO 
 HCNO + CO (6.10)

C2H3 +NO 
 HCN + CH2O (6.11)

HCNO +OH 
 NO + CO +H2 (6.12)

HCNO +O 
 HCO +NO (6.13)

HCNO +OH 
 HCO +HNO (6.14)

The contributions to NO through the prompt mechanism are lagely controlled through

the CH radical, which in the case of the above fuels, is formed through reactions of

CH2, CH3, and HCCO all of which are heavily influenced by the varying pathways

for fuel decomposition and equivalence ratio.

In addition to the HCNO recycle loop, there is a significant NO recycle loop

through HNO [2, 196–198], which is formed through two sources, first through reac-
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tion 6.14 and from NH and second through the three-body reaction:

H +NO +M 
 HNO +M (6.15)

The effect of this loop is a net formation under lean conditions and a net consumption

of NO under rich conditions.

In regards to the contribution to NO through the thermal mechanism, the temper-

ature effect is dominant. For high temperatures (not shown), NO formation through

the thermal mechanism is much greater than the sum of all other mechanisms. How-

ever, at the lower temperature shown in Fig. 6.4, the thermal NO contribution is

reduced to approximately the same order as the prompt NO contribution. At this

temperature, thermal NO represents approximately 50% of the NO, more or less de-

pending on the variation in prompt NO contribution. At lower temperatures, thermal

NO essentially stops completely, and prompt NO is greatly reduced as seen in the low

NO concentrations in Fig. 6.2.

Another significant contribution to NO is through the N2O pathway, in which O

atom attacks N2, after which N2O forms NO and NH as shown in reactions 6.16–6.18

N2 +O +M 
 N2O +M (6.16)

N2O +H 
 NO +NH (6.17)

N2O +O 
 NO +NO (6.18)

This mechanism is negligible in the rich regions, but can be significant in the lean

regions due to the availability of O atom. Additionally, this pathway does appear to

be a weak function of the fuel due to differences in the size of O and H atom radical

pools.

Lastly, the NNH and NO2 mechanisms can be significant sources of NO. However,

under these conditions and fuels only a very little contribution to NO is through the
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NNH mechanism while the NO2 mechanism shows a very minor net negative flux

from NO to NO2. While these mechanisms have little influence in this analysis due

to the 0-D nature of the PSR simulations, analysis in Chapter 7 of 1-D flames will

show that these mechanisms can be significant through the flame.

6.3 Fuel decomposition pathways

The objective now is to investigate differences in the fuel decomposition pathways

in order to infer what roles variations in these pathways play in the formation of

NO. Clearly, the thermal mechanism is controlled primarily by peak temperatures

in the flame, and thus is more sensitive to mixing and flame dynamic effects than

fuel decomposition pathways. However, the other mechanisms discussed above are

all significantly impacted by the availability of specific radicals, particularly HC and

other nitrogen fixing radicals. Therefore, value can be found in investigating the

variations fuel decompositions and the effect that these differences have on radical

pools.

Fuel decomposition can be broadly classified in this study to four primary cat-

egories: H-abstraction, H-abstration via CH3, water elimination, and unimolecular

decomposition. Many more reaction classes are available than will be discussed here,

and the author would recommend the review paper of Sarathy et al. [59] for a more

thorough discussion, however these classifications provide a handy, although broad,

system of classification for reactions observed to be of importance in this study.

Figure 6.5 variations in the relative proportions of these categories for the four

temperatures and range of equivalence ratios for each of the fuels. Clearly, at low tem-

perature, fuel decomposition is controlled almost exclusively through H-abstraction,

regardless of equivalence ratio. At such low temperatures, it is difficult to overcome

the energy barriers necessary for unimolecular decomposition or water elimination
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reactions, limiting reactions primarily to H-abstractions.

Increasing the temperature to 1100◦C sees a rising importance of the other reaction

classes, however under lean conditions H-abstraction remains the primary reaction

pathway. This is primarily due to the ready availability of the primary abstracting

radicals OH and HO2 at low and intermediate temperature lean conditions [59]. As

the equivalence ratio increases, these radicals are supplanted by H radicals, increasing

the relative importance of the unimolecular decomposition and water elimination

channels.

Above 1400◦C and under all equivalence ratios, unimolecular decomposition and

water elimination become of increasing importance relative to H-abstraction path-

ways. Above approximately 1200◦C, the preferred reaction paths for alcohols are

unimolecular decomposition and water elimination pathways, as can be clearly seen

in Fig. 6.5.

It can also be seen from Fig. 6.5 that for the poly-alcohols, these unimolecular

and water elimination channels become of greater importance (especially under higher

temperatures) than for the alcohols. Heufer et al. [60] showed in calculations for bond

dissociation energies (BDE) of pentanol isomers, that the BDE of C-C and C-H bonds

involving the carbon adjacent to the hydroxyl group are weakened, while those of the

neighboring carbon are stronger. As a result of the increased sites of OH groups in

the poly-alcohols, presumably the number of weakened bonds is increased, allowing

for a greater proportion of unimolecular decomposition. Additionally, the increased

degeneracy of water elimination through the multiple OH moeities results in a further

increase in water elimination pathways. However, caution should be exerted in this

analysis due to the extension of alcohol reaction rates by analogy to the poly-alcohols.

No calculations of bond energies or experimental measurements of reaction rates in

poly-alcohols under combustion conditions exists to the author’s knowledge. With

that said, there can be reasonable confidence in the general trends discussed.
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Figure 6.6 details the primary initial fuel decomposition reactions under lean and

rich conditions at 1400◦C. Each carbon is labeled indicating position relative to an

OH group (α, β, and γ sites) and whether the C-H bonds at the site are primary,

secondary, or tertiary. As discussed above, the relative position of C-C and C-H

bonds to C-O bonds influences the strength of those bonds, yielding variations in

decomposition products. Each of the reactions is labeled as one of the reaction classes

discussed above, and the percentage of the rate of consumption of the initial fuel

molecule is listed for each product under lean and rich conditions in red and blue

numbers, respectively.

Beginning with the simplest molecule here, the majority of the fuel proceeds

through H-abstraction from the αp site by OH/O (85/5% of total) under lean con-

ditions and a combination of OH/H under rich (25/60% of total). Xu and Lin [199]

predicted by theory that H-abstraction by OH from the α site to be the primary

pathway, as is observed. Additionally, Meana-Pañeda et al. [200] calculated rates for

abstraction by H with a temperature dependent branching ratio.

The primary reaction paths for ethanol are through H-abstraction from the α site,

water elimination, and unimolecular decomposition. H-abstractions of the β site or

the oxygen site are of minor importance compared with that of the α, which is reason-

able given the BDE discussion above. Unimolecular decomposition through scission

of the C-O is neglible due to the significantly higher bond strength compared with the

alternative C-C neighboring bond. Shock tube measurements of Sivaramakrishnan et

al. [64] show increasing importance for the C-C unimolecular decomposition relative

to the water elimination reaction at higher temperatures.

For n-propanol, the primary reaction paths are through a combination of uni-

molecular decomposition and H-abstraction, with a lower proportion through water

elimination than that seen in ethanol. The majority of H-abstraction reactions re-

sult in hydroxypropyl radicals, which proceed to form a mix of ethylene, propene,
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ethenol, propanal, and formaldehyde through subsequent scission reactions. The pri-

mary products of unimolecular decomposition are hydroxymethyl and ethyl radical.

The rates for the remaining poly-alcohols are obtained by analogy with those of

alcohols, so care must be taken in analysis of their branching ratios. However, some

relative observations can be made about the influence of the multiple OH groups on

differences in decomposition pathways. Due to the symmetry of ethylene glycol, the

possible decomposition pathways are limited. The major pathways are H-abstraction

from one of the two αs sites and C-C scission into two hydroxymethyl radicals. Water

elimination is of approximately equal importance as seen in ethanol, however the

resultant decomposition product is ethenol, rather than ethylene.

The decomposition products of propylene glycol are the most diverse of the fuels

studied here. H-abstraction from the two α sites are the most significant, followed

closely by H-abstraction from the β site and unimolecular decomposition through C-

C scission of the α carbons. Water elimination of the αt hydroxyl is also significant,

more so than from the αs site. A more detailed study of the reaction paths is included

in Fig. 6.7, however it can be seen here that one of the consequences of the presence

of an additional OH group is the continued presence of oxygen in the decomposition

radicals, which will be shown to carry through the remaining reaction scheme.

Finally, glycerol decomposes through unimolecular decomposition and H-abstraction

from one of the three α sites. Water elimination occurs at the central αt site more

than either of the αs sites. Clearly, the additional OH group(s) of the poly-alcohols

play a role in the selection of preferred decomposition pathways, but they play an

even more prominent role in the structure of the decomposition radical. Specifically,

the decomposition products of the poly-alcohols remain oxygenated, shifting a greater

proportion of the carbon to oxidize through hydroxymethyl radical to formaldehyde

to HCO, effectively by-passing the formation of HC radicals which participate in any

nitrogen-fixing reactions.
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This effect can be shown more clearly in the analysis of the general decomposition

scheme of propylene glycol at T = 1400◦C and φ = 0.8 shown in Fig. 6.7. A similar

analysis could be conducted for all the fuels, however propylene glycol demonstrates

an interesting mix between features of both alcohols and poly-alcohols, so only this

case will be shown. The various decomposition pathways can be organized into a

few groups that react along similar pathways and have limited cross-reactions of

intermediate species. These organized groups are illustrated in the colored boxes in

Fig. 6.7. The flux of carbon was followed until each carbon atom reached one of

several species which could be considered the final species of consequence for NOX

formation. The most important species considered in this analysis are CH3 (which

ultimately yields the prompt-initiating CH), hydroxymethyl radical CH2OH (which

ultimately functions as an alternative path to carbon oxidation, sidestepping the

formation of CHi radicals), and HCCO (which under certain conditions can function

as an NO consuming species through the NO-HCN-reburn mechanism).

The most significant reaction group in Fig. 6.7 is the green group on the left of

the figure, composed of the unimolecular decomposition and β site H-abstraction.

Every molecule that proceeds down these paths splits off a hydroxymethyl radical

within the first two steps, effectively limiting the ability to contribute to prompt NOX

formation. After removing the hydroxymethyl, the remaining fuel fragments form

either ethenol or acetaldehyde. The net effect through this group is the significant

formation of hydroxymethyl and CO (11% and 7% of all fuel carbon, respectively).

However, oxidation of ethenol and acetaldehyde do contribute to CH3 (7% of all fuel

carbon). However, this is where the propylene glycol differs from either glycerol or

ethylene glycol, in that the remaining fuel fragments do not contain a secondary

carbon free of a C-O bond. As a result, the CH- and OH- scission pathways of

the remaining fuel radical ultimately decompose into hydroxymethyl radical and CO,

instead of CH3 and CO. Only a small percentage of the remaining fuel radical of
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glycerol unimolecular decomposition follows OH-abstraction or water elimination to

form ethenol (C2H3OH). Alternatively, a much greater proportion of the n-propanol

decomposition follows this channel through ethenol and acetaldehyde. Ultimately, the

preference to oxidize through hydroxymethyl and formaldehyde, rather than through

this group, becomes the controlling factor in reducing prompt NO formation for the

more oxygenated fuels.

The second grouping considered is the products of the water elimination paths

shown in red. These decomposition products typically split off either a hydrox-

ymethyl, CO, or HCO group while the remaining fuel fragment moves through ethyl

radical, ethylene, vinyl radical, and acetylene. The majority of the carbon enter-

ing this channel (and not removed through hydroxymethyl, CO, or HCO) proceeds

through acetylene, the products of which are strongly equivalence ratio dependent.

For lean conditions HCCO and CO are the primary products, with small contribu-

tions to CH2 and CH3, whereas under rich conditions there are larger contributions

to the CH, CH2, and CH3 radical pools.

The third grouping, shown in blue, is largely focused around the product of H-

abstraction from the αt site. Here the decomposition products proceed to form ace-

tone, propyne, and a number of other intermediates. The net result is weighted

more toward forming CH3 than hydroxymethyl, yielding the highest ratio of CH3-to-

hydroxymethyl for any of the groups.

The last major group considered here is through the product of H-abstraction from

the αs site and is shown in yellow. This group ultimately contributes a proportion of

the carbon in the fuel fragments to the green and blue groups, however the majority

of the carbon directly yields CH3, hydroxymethyl, and CO, functioning as a sort of

middle path between the blue and green paths.

Figure 6.7 shows that there are a number of decomposition pathways, ultimately

resulting in a relatively limited set of products. Some of these pathways completely
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Figure 6.8: The prominent role of hydroxymethyl radical CH2OH in fuel decompo-
sition pathways for glycerol, ethylene glycol, and methanol and the commonality of
the decomposition pathway.

by-pass the formation of CH, CH2, and CH3 radicals, effectively limiting the fixation

of nitrogen due to the formation of formaldehyde. Other pathways proceed through

ketene (CH2CO), which can contribute to the CH radical pool depending on equiv-

alence ratio. Lastly, as the number of C-O bonds is reduced, a greater proportion

can proceed through ethylene and acetylene with greater contributions to CH radical

production.

Conversely, increasing the C-O bonds effectively limits available decomposition

pathways. Figure 6.8 demonstrates this point through the primary decomposition

pathways of the fuels with OH/C ratio of unity. For these fuels, decomposition

proceeds through either unimolecular decomposition through C-C scission (due to

reduced BDE caused by the proximity of the C-O pair) or through H-abstraction from

the αs site (again due to reduced C-H BDE cause by the proximity of the oxygen). The

H-abstraction products then proceed to shed a hydroxymethyl radical. Unimolecular

decomposition directly results in the formation of hydroxymethyl radical and a fuel

fragment radical which is also the product of the H-abstraction from the fuel molecule

with one fewer carbons. The net result is a cascade of shedding hydroxymethyl

radicals, all the way down to methanol, resulting in ultimately very similar (and very
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low) NOX formation.

6.4 Conclusions

The objective of this chapter was to investigate the influence of the fuel structure on

contributions to NOX formation and differences in fuel decomposition pathways. It

was deemed infeasible to accurately model the complex physics and chemistry of the

swirling flame, therefore an alternative approach utilizing a simple zero dimensional

model was employed over a wide range of temperatures and equivalence ratios typical

of those observed in the flame.

Contributions to NO formation through the various known pathways were ana-

lyzed and it was observed that formation of NO through the prompt mechanism was

limited by the ability of the fuel to produce HC radicals, as well as recycling of NO

through reaction with HCCO and vinyl radical. Clearly, the formation of non-thermal

NO is greatly impacted by the availability of these HC radicals to participate in ni-

trogen fixing reactions and significant differences in the size and distribution of these

radical pools were observed in the models.

It was shown that the fuel structure, namely the number and location of C-O

bonds, had a profound effect on the decomposition pathways. The presence of these C-

O bonds was deterministic in the branching ratios between pathways which proceeded

on to formaldehyde, acetylene, or acetaldehyde. Adjacent C-O bonds allowed for

a greater proportion of the fuel to decompose through unimolecular dissociation,

separating a hydroxymethyl radical from the fuel molecule. Such hydroxymethyl

radicals continued almost exclusively to formaldehyde, which oxides irreversibly to

HCO, limiting contribution to the HC radical pool. It was also observed that fuels

would decompose similarly along family lines, whereby glycerol, ethylene glycol, and

methanol exhibited similar branching ratios through formaldehyde while propylene
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glycol and ethanol exhibited similar branching ratios through ketene, ethylene, and

to a lesser extent formaldehyde.
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Chapter 7

Temperature and species

concentration measurements and

simulations in flat flames

Chapters 5 and 6 examined NO formation in a complicated burner geometry neces-

sitated by the inherent difficulties in the combustion of the poly-alcohol fuels. The

objectives of this chapter and those to follow are to investigate the influence of the

OH group under more simplified geometries, ultimately allowing for more fundamen-

tal studies and comparisons with simulations. This chapter will focus on experimental

measurements of the temperature field and NO concentrations in Sections 7.2.1– 7.2.2,

as well as probed species measurements when feasible. These temperature measure-

ments will then serve to define the temperature field for simulations of the flame in

Section 7.1.3, followed by a detailed reaction path analysis of the various NO forma-

tion mechanisms through the flame and the net contributions of each in Section 7.3.

7.1 Experimental setup

The objective of this chapter is to observe the influence of the OH functional group on

NO formation. Therefore, a comparative study of the C1–C3 alcohols and alkanes was
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Table 7.1: Experimental conditions for flat flame experiments

Property (Units) Conditions

φ 0.8–1.2
Temperature (◦C) 100
Ratio to SL 0.25
Exit velocity at φ=1.0 (cm/s)

Methane - 15.1
Ethane - 16.1
Propane - 15.9
Methanol - 19.0
Ethanol - 17.9
n-Propanol - 14.8
i-Propanol - 13.7

selected. Equivalence ratios were varied between 0.8 and 1.2 while the gas temperature

was fixed at 373 K. The gas exit velocity was selected for each fuel to be a constant

factor of 0.25 times the laminar burning velocity. Laminar burning velocities for

each fuel were taken from experimental measurements in the literature: alkanes by

Vagelopoulos et al. [115], methanol and ethanol by Gulder [55], and the propanol

isomers by Veloo et al. [72]. Corrections for deviations in the initial temperature

from that of the experimental data set were conducted utilizing the methodology of

Metghalchi and Keck [116, 117]. Table 7.1 summarizes the experimental conditions

and provides a sample of gas exit velocities.

7.1.1 Burner apparatus

The experiments in this chapter utilized the burner configuration described in greater

detail in Section 2.2.1. Fuel was delivered in the gas phase and premixed with air

utilizing the prevaporization system described in Section 2.2. The entire fuel handling

and burner apparatus was insulated and heated to ensure the temperature throughout

the system was high enough to prevent cold spots and condensation. The porous plug

cooling water was replaced with a heated oil recirculation loop to ensure the plug
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Figure 7.1: View factor for radiation from coaxial sphere to flat disk of finite radius.

temperature was maintained near the desired gas exit temperature.

Measurements of temperature were conducted with two different techniques: 2λ-

OH LIF thermometry (described in the next section) and probed thermocouple mea-

surements. The thermocouples used were fine wire, type-R thermocouples (Pt-Pt/Rh

13% sourced from Omega Engineering P13R-005) with a wire diameter of 125 µm.

The bead diameter was measured using scanning laser metrology to be 275 µm.

The thermocouple junction was coated with silica to reduce catalytic surface ef-

fects [168, 201].

Corrections for radiative losses to the burner surface and to the environment were

included [168, 169]. Typically, radiative loss corrections are performed assuming

an exchange between a gray thermocouple surface and an isothermal environment.

However, when the thermocouple bead is in close proximity to the hot burner surface,

improvements in the radiative corrections can be achieved by accounting for this

geometry. For this configuration, the view factor between the thermocouple bead and

the burner surface is shown in Fig. 7.1 with the relation described in equation 7.1.

F1,2 =
1

2

1− 1√
1 +

( r
h

)2

 (7.1)

The corrected gas temperature is determined by solving the balance of the surface-
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area-specific convective-radiative heat transport equation below:

h (Tg − Ttc) =
q̇1,2 + q̇1,surr

A1

(7.2)

where Tg is the gas temperature, Ttc is the temperature as read by the thermocouple,

and h is the convective heat transfer coefficient, which can be approximated using

the Nusselt number empirical correlations for a cylinder:

Nu ≡ hd

k
≈ 1.8Re0.3Pr0.3 (7.3)

where d is the diameter of the wire and k is the thermal conductivity of the bath gas

(approximated here as N2). The heat flux terms q̇1,2 and q̇1,surr are as shown below:

q̇1,2 =
σ (T 4

tc − T 4
b )

1− ε1

ε1A1

+
1

A1F1,2

+
1− ε2

ε2A2

(7.4)

q̇1,surr =
σ (T 4

tc − T 4
surr)

1− ε1

ε1A1

+
1

A1F1,3

(7.5)

The emissivity of the Pt/Pt-Rh thermocouple is estimated using the temperature

dependent empirical correlation of Hindasageri et al. [169]:

ε1 ≈ 6× 10−5T + 0.0138 (7.6)

while the emissivity of the burner surface has a negligible impact on the radiation

correction. Finally, the gas temperature is solved iteratively using the equation below:

Tg = Ttc +
(q̇1,2 + q̇1,surr) d

A1kNu
(7.7)

where the corrective term is updated with each iteration. Figure 7.2 shows a set of
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Figure 7.2: Typical temperature corrections for a radiating thermocouple in close
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typical radiation correction terms as a function of burner surface temperature and

position of the bead relative to burner surface. Clearly in the region near the burner

surface it is important to account for this close proximity and to have a reasonable

estimate of burner surface temperature. As the bead moves away from the burner

surface, the corrections converge to the expected correction for a bead radiating to

an isothermal enclosed environment.

Due to the importance of the burner surface temperature to the radiation correc-

tion, the porous plug temperature was measured using an IR thermometer for each

of the conditions. This measurement also helps to verify that the flame has not ad-

vanced into the porous plug, but is instead anchored above the porous plug. These

temperatures varied consistently between 100 and 200◦C (373-473 K) as a function

of equivalence ratio and were relatively constant across fuels at the same equivalence

ratio.

Extractive gas samples were collected using an uncooled quartz microprobe with

a 250 µm orifice. Sample gases were then cooled, dried, and filtered. After condition-

ing, sample gases were diluted with argon to increase the sample flow rate to above
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the minimum requirement for the California Analytical Instruments CLD NO/NO2

analyzer. This analyzer was calibrated using a reference NO standard. For the three

carbon fuels at φ = 1.0 and 1.2, additional measurements were conducted utilizing

the Agilent Refinery Gas Analyzer (RGA) based on an Agilent 7890 GC. This system

utilizes a combination of eight columns and three detectors (two TCD and one FID)

for the identification of H2, O2, N2, CO, CO2, and saturated and unsaturated C1-C5

hydrocarbons.

The thermocouple and quartz microprobe were mounted on a Newport IMS-V

high-load vertical motorized precision translation stage, accurate to 1 µm. This sam-

pling assembly was then translated through the first 5 mm above the burner surface

and measurements were logged utilizing an in-house LabView data acquisition system.

At each position, 200 temperature measurements were collected at the rate of 10 Hz

and averaged. Extractive gas samples were allowed three minutes to purge the sample

collection system and analyzer before data collection over two minute intervals.

7.1.2 Laser diagnostic setup

The theory of 2λ-OH LIF thermometry is explained in greater detail in Section 2.3.1,

however the details on the experimental set-up of the technique are discussed here.

The technique utilizes a 10-Hz Continuum Nd:YAG pumped, frequency doubled Rho-

damine dye-laser, with UV output in the neighborhood of 285 nm and approximately

13 mJ per pulse. The selection of a rotational line pair needs to be chosen to account

for the sensitivity in the temperature range of interest. The A2Σ+ ←X2Π(1,0) band

with P1(7) and Q2(11) rotational transitions at 285.088 and 285.157 nm, respectively,

were selected, yielding a good temperature sensitivity between 1400 and 2000 K [144].

Because the flame in this configuration is steady, the wavelength was retuned between

each transition.

Figure 7.3 illustrates a not-to-scale rendering of the optical layout and the ori-
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Figure 7.3: Layout of 2λ-OH PLIF thermometry experimental setup.

Table 7.2: Optical elements in 2λ-OH LIF thermometry

Element Part Number Unit Size

Plano-concave lens CVI PLCC-50.8-51.5-UV f=-100 mm �50.8mm
Bi-convex lens CVI BICX-50.0-256.8-UV-248 f=250 mm �50 mm
Cylindrical lens CVI SCX-50.8-381.4-UV-248 f=750 mm 50.8x50.8 mm
Fused Quartz plate PGB Custom (-) (-)

Bandpass Filter Asahi Spectra ZBPA310
310 nm, 10 nm

FWHM
50.8x50.8 mm

Cuvette Newport FS Cuvette (-) 10x10x45 mm
Mirrors (not shown) CVI TLM1-300-45UNP-1037 R>99% 25.4 mm

entation with respect to the flat flame burner. This figure demonstrates several key

features of the setup which should be noted and a more detailed listing of components

is included in Table 7.2. Following the path of the beam, the beam exits the dye laser

tuned to the desired wavelength approximately 5 mm in diameter. The beam is then

expanded and collimated through the telescopic assembly with a magnification ratio

of 2.5. The collimated beam is then focused through the cylindrical lens, providing a

measurements region 10 mm tall by 300 µm wide.

After focusing through the cylindrical lens, a small fraction of the laser energy
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(approximately 4%) is reflected from the fused quartz flat plate to be used for correc-

tions in fluctuations of the laser energy and energy distribution. While the remainder

of the energy is focused over the burner surface, this reflected fraction is focused

into a coumarin dye in ethanol solution filled cuvette, which is imaged by a triggered

CCD camera for each shot. The OH fluorescence is imaged using a gated Princeton

Instruments PI-MAX3 blue enhanced ICCD camera. To eliminate spurious sources

of fluorescence and laser scatter from being imaged, an Asashi Spectra narrow band

pass filter centered at 310 nm with a 10 nm FWHM was installed on the lens.

During post processing, corrections were made to account for fluctuations in the

laser shot-to-shot total energy as well as the spatial distribution of energy. These

corrections were determined from the correlating correction image from the sample

beam for each shot. Operation in the linear regime was verified for both the OH

fluorescence and the profile corrections fluorescence. Additionally, corrections were

made for non-linearity in the pixel response of the ICCD as well as spatial calibrations

utilizing a spatial calibration target. Additional details of these processes are provided

in Section 2.3.1.

7.1.3 NOX simulations

Simulations of the flat flame were conducted in CHEMKIN-Pro, utilizing the fixed gas

temperature profiles defined by the merged temperature profiles of the Section 7.2.3.

The mechanism selected for this study was based on the AramcoMech1.3 [186], en-

compassing the C1 and C2 alcohol sub-mechanisms. The C3 alcohol chemistry was

provided by the sub-mechanism of Sarathy et al. [187].

A NOX sub-mechanism is not included among the AramcoMech1.3 base mecha-

nism, so the NOX chemistry of GDF-Kin3.0 NCN by El Bakali et al. [22] provides

the basis of the nitrogen chemistry. This mechanism is primarily composed of rates

from Miller [2] and Glarborg [19]. The rate constant for the key prompt initiating
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reaction CH+N2 
 NCN+H was updated to better reflect more recent predictions

of Harding et al. [24] for temperatures less than 2000 K and the shock tube study of

Vasudevan et al. [23] for temperatures above 2000 K. Additionally, rates for reactions

participating in the NNH formation sub-mechanism for NO were updated to reflect

the collection of rates discussed by Klippenstein et al. [47] sourced from [202–204].

7.2 Experimental measurements

For each fuel and equivalence ratio condition, a flame was established on the McKenna

flat flame porous plug burner. The primary objective in these experiments is to pro-

vide an accurate temperature profile for use in modeling each of these flames in

CHEMKIN. Typically, one could solve the gas-energy equation in CHEMKIN with-

out the requirement of a defined temperature profile. However, due to the proximity

of the flame to the porous plug and the difficulty inherent in estimating the heat

loss to the plug, it was determined to be a better solution to experimentally measure

the profile. Additionally, there was interest in determining if species measurements

could be conducted using extractive gas samples at positions through the flame. This

process was successful in the post flame, however samples extracted near the flame

front were less successful due to the difficulty in sampling thin flames at atmospheric

pressure and the presence of in-probe reactions and probe wall effects. As a result,

only a limited set of results from the extracted samples through the flame are pre-

sented. However, Chapter 8 will present non-intrusive experimental measurements of

NO through the flame utilizing PLIF.

7.2.1 Probed measurements of temperature and species

Temperature measurements were conducted at a non-uniform spacing through the

flame, with concentrated measurements near the flame front. Figure 7.4 shows an
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example surface plot of the radiation corrected thermocouple measured temperature

profiles for the highest and lowest temperature fuels in this study. Both fuels exhibit

similar trends, characterized by a rapid rise in temperature near the burner surface

through the preheat zone, followed by a peak in temperature approximately one

millimeter over the burner surface. The temperature then decreases to a steady state

value due to high temperature gas radiation, primarily driven by H2O and CO2.

One of the troubles with this technique is the difficulty in measuring the temper-

ature in the flame region due to the probe intrusive effects and large temperature

gradients in this region. While the thermocouple bead is quite small, the gradient

in temperature across the diameter of the bead results in artificially high tempera-

tures at the lowest measurement position and difficulty measuring the highest peak

temperature. Both features tend to blur, flattening the profiles.

Measurements of the burner porous plug surface temperature using the IR ther-

mometer show plug temperatures within 100 K of the gas exit temperature of 373

K, demonstrating the difficulty in measuring the temperature in the region approxi-

mately one bead diameter in width above the burner surface. Additionally, to avoid

introduction of additional thermoelectric generated voltages through the Seebeck ef-

fect in the contact of the thermocouple bead and the stainless steel porous plug, it

was necessary to ensure that the bead remained above the surface and avoid contact,

further making measurement in this region difficult.

The measurement of peak temperature in the flame around one millimeter does

not suffer from such steep gradients, however it is still difficult to capture the peak

temperature well without exceptionally fine thermocouples due to moderate temper-

ature gradients and intrusive probe effects. Both of these regions are very well served

in the measurement of temperature via non-intrusive techniques such as the 2λ-OH

LIF thermometry in Section 7.2.2. However, temperature measurements via thermo-

couple are the most accurate in the post-flame regions, from about 1.5 mm and up.
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Figure 7.4: Surface contours of the highest and lowest temperature profiles as mea-
sured through the flame for 0.8 < φ < 1.2 in propane and methanol flames.
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Figure 7.5: Temperature profiles for all fuels under lean, stoichiometric, and rich
conditions.

In this region the temperature gradients are the lowest, the fuel chemistry is most

complete, and intrusive effects are the least significant.

Figure 7.5 shows a comparison of the temperature profiles for all seven fuels,

grouped according to carbon number and equivalence ratio. Examining the C1 fuel

profiles, one can see that the methanol flames are typically lazier, with lower peak

temperatures and slower rates of temperature rise. The steady state temperatures

higher above the burner surface are typically comparable. The C2 fuels behave com-

parably to each other, except around the stoichiometric condition in which the alcohol

flame exhibits lower temperatures. Under lean and rich conditions, the alcohol and

alkane C2 flames are more comparable. Meanwhile the C3 alkane and n-alcohol flames

are very similar across all equivalence ratio conditions. However, the C3 isomer ex-

hibits typically lower peak temperatures and the location of the peak is shifted farther

downstream.
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7.2.2 2λ-OH LIF thermometry

In order to compliment some of the difficulties in measuring the flame temperature

with thermocouples, 2λ-OH LIF thermometry was employed. The technique requires

calculating the ratio of OH fluorescence excited from two separate rotational transi-

tions as described below.

R =
(ηBE)1

(ηBE)2

g1

g2

f1(T )

f2(T )

Φ1(T )

Φ2(T )
(7.8)

R = C
E1

E2

exp (−∆ε12/kT ) (7.9)
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where Equation 7.8 in independent of the number density of the absorbing species

and its only temperature dependence comes from the relative populations in the ab-

sorbing levels through the ratio of Boltzman fractions fi. While the fluorescent yield

Φi is weakly temperature dependent, at elevated temperatures the ratio in fluores-

cent yields between the two excited states is small [144]. Ultimately the ratio can

be reduced to Equation 7.9, where the ratio in fluorescent signals is related to an

experimentally determined calibration constant C, the laser energy fluence Ei, the

difference in excitation energy levels ∆ε12, and the temperature.

Following the correction and calibration procedure discussed in greater detail in

Section 2.3.1, images such as those shown in Fig. 7.6 are captured for each condition.

The images in Fig. 7.6 are the result of the average of 150 exposures for each excitation

wavelength.

The region of interest in these images is centered around 0 ± 5 mm, extending

approximately 5 mm above the burner surface. The region of interest is limited to the

center of the burner to avoid temperature and species gradients near the edge of the

burner [119, 205]. Effects such as dilution, entrainment, or non-uniformity in velocity

can be seen near the right hand extreme in Fig. 7.6. Near the center of the burner,

these effects are minimized and aided by the rotational symmetry of the burner. The

OH fluorescence begins approximately 0.25 mm above the burner surface, and peaks

around 1 mm above the burner, coinciding with the expected peak temperature and

OH concentration.

Figure 7.7 shows the mean temperature profiles in the region of interest as a

function of height above burner for both transitions. Peak signal for the P1(7) and

Q2(11) transitions are approximately 3000 and 1200 counts, with signal-to-noise ratios

of 14.4 and 17.6, respectively. Clearly, one benefit of this technique over that of probed

thermocouple measurements is that the peak OH fluorescence signal coincides with

the region of greatest difficulty for probed techniques.
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Figure 7.7: Averaged profiles of OH fluorescence signals in a propane flame, φ = 1.0.

Determination of the calibration constant C was made for each fuel and equiva-

lence ratio condition to account for differences in the quenching environment of the

upper state as a function of equivalence ratio. This calibration was achieved using

the temperature measured via thermocouples from the previous section at a height

of 3 mm above the burner surface. At this position, the thermocouple is far enough

from the flame front to avoid temperature gradient and probe intrusive effects while

still in a region of high OH fluorescence. This calibration constant was then applied

to the remainder of the flame and the temperature field was computed.

Figure 7.8 shows an example temperature profile for a stoichiometric propane

flame using this technique. The peak temperature stands off of the burner surface

approximately 0.75 mm with a peak value of approximately 1900 K. The temper-

ature then declines to a steady value of approximately 1750 K due to heat loss to

the porous plug and gas radiation. Below approximately 200 µm above the burner

surface, the OH fluorescence signal for both rotational transitions drops significantly

as seen in Fig. 7.7, therefore it is difficult to measure the temperature so close to the

burner surface. Qualitatively, this technique yields temperature profiles similar to

those measured with the thermocouple technique above, however the region of peak
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Figure 7.8: Sample temperature profile for stoichiometric propane flame measured
using 2λ-OH LIF thermometry.

temperature shows a sharper peak, with a peak temperature approximately 50 K

higher.

7.2.3 Merged temperature profiles

The goal is then to utilize the strengths of both techniques and merge the temperature

profiles to provide a defined temperature profile for modeling in Section 7.3. Ther-

mocouples typically provide the most accurate temperature measurements in regions

where the flow is steady, gradients are low, and interference in the flame is limited.

Complimentary to the limitations of thermocouples, 2λ-OH LIF thermometry can

provide non-intrusive measurements where the concentration of OH is high, such as

the flame zone. The following criteria establish the method for merging the profiles:

1. In low gradient, post-flame regions, thermocouple measurements are chosen.

However, because the OH thermometry is calibrated in this region, differences

between the two techniques are expected to be relatively small.

2. In steep gradient, high OH concentration regions, such as through the flame
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zone, OH thermometry measurements are chosen.

3. In high gradient, low OH concentration regions, such as very near the burner

surface, both techniques are limited. For all cases the burner surface tempera-

ture is measured with an IR thermometer and is assumed to be reasonably close

to being in thermal equilibrium with the exit gas temperature.

4. Intermediate temperatures near the burner surface are interpolated over the

approximately 100–200 µm thick intervening region where the OH LIF signal is

low.

Continuing the example with stoichiometric propane, Fig. 7.9 illustrates the merger

of the two techniques. It can be seen that initial agreement between the two tech-

nique is quite good and the merger yields a reasonable temperature distribution that

takes advantage of the strengths of both techniques while minimizing the individual

weaknesses. This procedure is repeated for all the conditions and used as the fixed

gas temperature profile for modeling the flame in CHEMKIN.
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Figure 7.10: Measured and predicted NO concentration profiles for a) C1, b) C2, and
c) C3 alcohol and alkane flames at 3 mm above burner.

7.2.4 Measured and predicted NO and HC species concen-

trations

Concentrations of NO were measured in the post flame region (3 mm above burner

surface) and are shown in Fig. 7.10, with predictions from simulations overlayed. For

methane and ethane, trends are similar to those observed in Refs. [206, 207] and

[208]. Under lean conditions, the model and experiments for the C1 fuels agree well,

however the model significantly underpredicts in the rich regions. For the C2 and C3

flames, the model generally underpredicts, especially in the rich region. However, the

primary objective in this analysis is to capture qualitative trends with respect to fuel
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families.

Measurement uncertainties in this experiment can be induced through probe intru-

sion effects, probe-wall interactions, and post-quench reactions [209, 210]. However,

Konnov [210] showed that for a similar configuration, the intrusive effect of the probe

at this position was low. Additionally, Allen [209] showed that prob-wall interactions

and post-quench reactions were less prevalent when collected sufficiently far from the

flame front. The consequence for these experiments is that any measurement error

should be systematic for both the alcohol and alkane fuels, and should not greatly

impact the trends observed with regard to the initial fuel. Ultimately, predicted

NO concentrations in alcohol flames are consistently lower than in alkane flames and

the greatest differences are observed in rich flames. Predicted concentrations in the

propane and the n-propanol flames exhibit the least difference, however it appears

that n-propanol is over predicted in the lean region.

The accuracy of the NO predictions, especially in these lower temperature flames

where Thermal NO formation is minimal, are strongly influenced by the ability of the

model to accurately predict hydrocarbon radical concentrations, namely CHi=1,2,3 and

HCCO, which are key components in the fixation of nitrogen and will be discussed in

the following section. Lipardi et al. [211] showed that significant uncertainties in the

predicted concentrations of NO can be present when the base and NOX mechanisms

are not tuned to each other; however the interest in this work is a comparative analysis

between fuels, not the predictive quality of absolute NO.

While not shown in Fig. 7.10, sensitivity to perturbations in measured temperature

profile were also investigated. The temperature profile was shifted up and down by

the uncertainty in the merged temperature profile (example in Fig. 7.9), however the

resultant shifts in predicted NO concentrations were less than ±3 ppm at the highest,

indicating deviations in measured and predicted NO concentrations were not a result

of temperature measurement uncertainty.
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Figure 7.11: Measured and predicted peak C1 and C2 saturated and unsaturated HC
concentrations for the C3 fuels at stoichiometric and rich conditions.

Gas samples for stoichiometric and rich C3 flames were also collected through

the flame and analyzed with an Agilent Refinery Gas Analyzer (RGA). This system

utilizes a combination of eight columns and three detectors (two TCD and one FID)

for the identification of H2, O2, N2, CO, and CO2, and saturated and unsaturated

C1-C5 hydrocarbons. Figure 7.11 shows the results of peak saturated and unsatu-

rated HC concentrations and comparisons with predicted peak concentrations. The

relative contributions of these species is interesting as a indicator of the preference for

decomposition pathways resulting in reduced concentrations of HC radicals, partic-

ularly concentrations of the unsaturated HC species such as ethylene and acetylene.

Recall from Section 6.3 that the presence of the hydroxyl group(s) leads to a prefer-

ence for pathways in which these unsaturated hydrocarbons are not readily produced,

resulting in lower concentrations of unsaturated intermediates and ultimately lower

contributions to CH radical formation.

7.3 Reaction path analysis

Imposing the temperature profiles of Section 7.2.3 on the burner stabilized flat flame

module of CHEMKIN-Pro allows for a more detailed investigation of the relative con-

tributions of the various NO formation sub-mechanisms. One approach for conducting
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this investigation is to define a set of reactions for the thermal mechanism and a set

for the full mechanism and attribute the difference to a prompt or Fenimore mecha-

nism, less contributions from any minor sub-mechanisms under consideration [212].

However, there are limitations to this approach due to the coupling of the thermal

mechanism with other sub-mechanisms [213].

Alternatively, a better approach is not to consider the thermal sub-mechanism iso-

lated from the remainder of the nitrogen chemistry, but rather to investigate the NOX

sub-mechanisms in the presence of all other NOX sub-mechanisms [214]. However,

again there are limitations in this approach. As the number of reactions necessary

to capture nitrogen chemistry has grown, the simplification in prescribing individual

reactions to a single sub-mechanism has not kept pace. Using this technique, indi-

vidual mechanisms can only be attributed to a single sub-mechanism, regardless of

whether the reactions preceding a given step contain contributions from more than

one sub-mechanism. Several examples include the second and third reactions of the

thermal sub-mechanism, involving the oxidation of N atom:

N +O2 
 NO +O (7.10)

N +OH 
 NO +H (7.11)

where attribution of these two reactions to the thermal sub-mechanism neglects con-

tributions to the N atom radical pool from other sources, such as those in the early

stages of the prompt initiating sub-mechanism:

NCN +OH 
 HCN +NO (7.12)

HCN +O 
 NCO +H (7.13)

NCO +H 
 NH + CO (7.14)

NH +H 
 N +H2 (7.15)
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Additionally, reaction 7.15 is also a participant in the NNH and N2O sub-mechanisms.

Clearly, care must be taken in the accounting and attribution of NOX formation to a

particular sub-mechanism.

7.3.1 Nitrogen flux accounting

An alternative approach is to use a variation on this last technique. In contrast

to predefining a chemistry subset, this work distinguishes the various NO formation

pathways by ‘tracing’ the flow of nitrogen that has been unfixed from inert molecular

nitrogen N2, utilizing the complete set of nitrogen chemistry so that all reactions

proceed in the presence of the others while not limiting attribution of an individual

reaction to a single sub-mechanism.

To achieve this objective, the total flux of nitrogen between all nitrogen containing

species is calculated at each position in the flames. Each species is then analyzed for

all pathways leading to its formation, as well as all the possible products from the

reaction of this species. This scheme is illustrated in Fig. 7.12. Here, the objective

is to determine the flux from species A to C1 attributable to mechanism M1, which

has been notated as gM1,1. Now, the determination of this attribution is dependent
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on whether the concentration of species A is locally increasing or locally decreasing.

For convenience sake, several terms can be defined in advance. The flow into target

species A from a given reactant species Bj attributable to a mechanism Mi is notated

as fi,j. Meanwhile Fj is sum of all flows into species A from any reactant species

Bj attributable to any mechanism. Similarly, gi,k is the flow from species A to any

product species Ck attributable to mechanism Mi while Gk is the total flow from A

to Ck from all mechanisms.

If the concentration of A is increasing, then the total flux into species A, F =
∑
Fj,

is greater than the total flux out, G =
∑
Gk In this situation, a simple accounting

of the inflow contributions would result in an over-attribution to the outflow path-

ways. A similar logic yields the opposite result when the concentration is decreasing.

Additionally, since NO sub-mechanisms can be active at different times and posi-

tions throughout the flame, it is necessary to account for this flux at the appropriate

time. Ultimately, equation 7.16 is used when the concentration of A is increasing and

equation 7.17 is used when the concentration of A is decreasing,

gi,k = Gk

∑
j fi,j∑
i,j fi,j

(7.16)

gi,k = fi,j
Gk∑
kGk

(7.17)

where the indices i, j, and k correspond to the sub-mechanism, reactant species, and

product species, respectively.

One limitation of this approach is that it is difficult to assess the source(s) of

a species whose population is consumed without replenishment. For example, the

species HCN accumulates through several mechanisms in the flame zone (such as the

Prompt and NO-HCN Reburn mechanisms), but can be consumed relatively slowly

when the availability of O atom is limited [35]. This results in the continued flux of

nitrogen after the formation of HCN has shut off and HCN continues to be consumed
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in the post-flame region. Ultimately, this makes attribution of this flux to a specific

sub-mechanism difficult. Therefore, this formulation attributes such consumption of

accumulated species to a classification called ‘Burnout’ in the following analysis.

7.3.2 NOX sub-mechanism contributions

Having developed a strategy for accounting for the contributions of various NO sub-

mechanisms, it is now necessary to define the mechanisms to be investigated. Sec-

tion 1.1 provides a more detailed survey of the various NOX mechanisms, however it

is convenient to discuss some of the major contributions here as well.

Figure 7.13a shows the Prompt formation pathway, which is controlled by the

fixation of nitrogen to carbon, primarily through reaction of N2 with CH. This initi-

ating reaction in the Prompt NO pathway is sensitive to both the availability of CH

and the reaction rate. The resulting NCN then proceeds directly to NO while also

forming HCN, CN, and N (which further contribute to NO formation through NCO

and NHi=0,1,2). Given the relatively low temperatures measured in these flames, it is

expected that this mechanism will be one of the primary sources of NO formation.

The NO-HCN Reburn mechanism is shown in Fig. 7.13b. While naturally occur-

ring in these flames, NO reburning has also previously been investigated as an NO

control mechanism through the staged addition of fuel [28, 194]. Here, NO is con-

sumed through reaction with ketenyl (HCCO) or methyl radical (CH3), dependent on

the conditions and availability of radicals, resulting in the formation of HCN (either

directly or through intermediates HCNO and H2CN). Under radical rich conditions,

additional removal can occur through combination with CH and C to HCN and CN,

respectively [14]. HCN can then either reform NO, or proceed to be converted to N2

through NCO and NH [35].

Shown to be important in lean, low temperature as well as fuel-rich conditions [45,

46, 163, 215], the formation of NO from the combined NNH and N2O mechanism



188

N
2

NCN

CN

NCOHCN N

NH
i=1,2

NO

+H, +
OH

+H, +
OH, +

O

+O,+O2,+OH

+CH +O, +OH, +O
2

+O +H

+O

+O, +OH

+O
2

+OH

+O

+H

+M

+O, +OH,

+H

+O, +OH, +O
2

+O, +OH, +O
2

+CO
2

Prompta)

NCOHCN N

NH
i=1,2

NO

HCNO

+O

+O, +OH
+H

+M

+O, +OH,

+H

+O, +OH, +O
2

+O, +OH, +O
2

+CO
2

+HCCO, +CH
3 
/ +O, +OH

+HCCO, +CH, +CH
2
, +CH

3

+C

+H

Reburnb)

+O,+O2,+OH

CN
+H, +

OH, +
O

+O
2

+OH

+O

N

NH

NONH
2

NNH

N
2
O

N
2

+
H

2

+H, +
OH

+O

+O, +OH, +O 2

+H

+O

+O
(+M

)+H,

+O,

+OH,

+CO +H, +H
2
 +O, +OH

+OH

+O

+OH,+O,+H

+OH,+H
+OH, +O2

+CO2

+O(+M)

NNXc)
+OH

Figure 7.13: Selected NO reaction path diagrams for a) the Prompt mechanism, b)
the NO-HCN-Reburn mechanism, and c) the combined NNH and N2O mechanisms.
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(NNX) is shown in Fig. 7.13c. NO formation is initiated through N2+H to NNH

which can form NO and NH2 through reaction with OH. Additionally, N2O can form

through NNH+O as well as N2+O(+M), closely coupling both mechanisms.

Not shown in Fig. 7.13, but included in the analysis are the Thermal mechanism,

NO2, and HNO mechanisms. The Thermal mechanism has long been studied and is

fairly well understood [2]. Peak temperatures in these flames are relatively low (<1900

K), therefore thermal contributions to NO are limited throughout this analysis, and

are not greatly influenced by the initial fuel. Therefore, the majority of the differ-

ence in NO formation observed in these flames is due to differences in non-thermal

pathways.

The NO2 mechanism has been shown to result in the rapid transition of NO

to NO2 and back. Formation of NO2 is achieved through reaction of NO, which

has diffused upstream, with HO2, which is present in high concentrations in the low-

temperature regions early in the flame [2]. Later in the flame, NO2 can rapidly reform

NO through reactions with H and O. Finally, NO formation and destruction reactions

through HNO are considered, forming HNO through combination with H(+M) and

reforming NO through combination with H and CO.

Applying this formulation to an example flame, one can trace the formation of NO

through the various pathways in sequence. The predicted total rate of production of

NO in a series of lean (φ = 0.9) propane, n-propanol, and i-propanol flames is shown

in Fig. 7.14. These flames provide a nice demonstration of all the participating NO

mechanisms. By tracing the flux of nitrogen using the formulation above, the con-

tribution to NO formation for each of the considered reaction pathways is overlayed,

along with the sum of the contributions of each of the considered mechanisms. The

strong match between calculated NO formation rates (black circles) and the sum of

the NO formation mechanisms described above (dashed line) is a clear indicator that

this formulation adequately captures the total formation of NO.
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Marching through the flame, general trends in NO formation can be observed,

which are mostly consistent for the fuels studied here. Accompanying the analysis

of Fig. 7.14, profiles for several of the important intermediate species are shown in

Fig. 7.15. These intermediate species directly influence the formation and consump-

tion of NO through the flame. In the cold, preheat zone, high rates of NO consumption

are observed due to high concentrations of hydroperoxyl radical HO2 reacting with

forward diffused NO and forming NO2. Immediately after forming, NO2 reforms NO

due to the establishment of the O and H radical pools and the instability of NO2 at

high temperatures [216]. A sink for NO is also observed at this position in the flame

through the formation of HNO.

Next, coinciding with the formation of HCCO and CH3, consumption of NO

through the NO-HCN Reburn mechanism reaches a peak. While a portion of the

consumed NO ultimately returns to NO, a greater proportion remains in the pools

of C-N radicals. Overlapping the Reburn mechanism and coinciding with the peak

concentration of CH radicals, the Prompt mechanism turns on through the fixing of

nitrogen to carbon through CH+N2. Through depletion of HCCO and CH3, the de-

struction of NO through the Reburn mechanism then slows, followed by the depletion

of CH and the slowing of the Prompt mechanism.

Now the accumulated NO intermediate species HCN, CN, NCO, and N (which

have formed primarily through the Prompt and Reburn mechanisms) continue to form

NO as shown in the Burnout contribution, either through reaction with O, OH, and

O2 in lean flames or through limited reactions with H in rich flames. Parallel to the

C-N mechanisms, the NNX mechanism operates broadly through the post flame zone,

beginning prior to the start of Thermal mechanism. Lastly, the Thermal mechanism

turns on in the post-flame zone; limited by slow reaction rates and low temperatures,

the Thermal mechanism generally contributes only a small proportion of the NO

formed in the flames studied here.
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Figure 7.16 compares the peak rates of production for several of the mechanisms

considered here. Shown in Fig. 7.16a, peak rates of production through the Prompt

mechanism are clearly lower in the alcohol flames, compared with the alkanes. All

fuels exhibit the greatest rates of formation on the slightly rich side of stoichiometric

(where availability of O, OH and O2 overlap with H and CH and high peak temper-

atures), falling toward the lean side as CH is reduced and toward the rich side as O,

OH, and O2 become scarce. Generally, the greatest difference is seen in comparison

of methane and methanol flames, with a smaller difference in the C2 flames, and

even smaller when comparing propane and n-propanol. Interestingly, iso-propanol

is reduced further still. As has been discussed before [18, 22, 193, 207], formation

of Prompt NO is inherently linked to the availability of CH, thus lower concentra-

tions of CH in Fig. 7.15 will directly reduce NO. While accurate predictions of CH is

difficult and models generally underpredict CH concentrations [217], the important

consideration here is the relative contributions in comparison of the alkane and alco-

hol fuels. Therefore variations in the reaction rates of CH formation are of secondary

importance to evaluating trends between fuels.

Figure 7.16b shows the variation in the net rate of NO consumption through the

Reburn mechanism. Lower concentrations of NO measured in alcohol flames are often

attributed solely to reduced formation of Prompt NO [9, 103, 105, 218]. However,

Fig. 7.16 shows that this generalization is complicated through a simultaneous re-

duction in the rates of consumption of NO through the Reburn mechanism. Lower

concentrations of HCCO and CH3, as shown in Fig. 7.15, result in reduced rates of NO

consumption, which partially offset the lower rates of Prompt NO formation. Addi-

tionally, recall that the Reburn mechanism generally precedes the Prompt mechanism

as shown in Fig. 7.14, directly influencing the forward diffusing NO necessary for the

NO2 mechanism. This competition for forward diffused NO by the Reburn and NO2

sub-mechanisms is further impacted by the significantly higher concentrations of HO2
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Figure 7.16: Comparison of peak NO rates of production for the a) Prompt, b) NO-
HCN Reburn, and c) NNX mechanisms.

(the primary reactant in forming NO2 from NO) in alcohol flames. Interestingly, rates

of consumption for the C3 fuels demonstrate little difference in the lean region, likely

due to higher concentrations of HCCO in the iso-propanol flames. Despite higher

concentrations of HCCO, rates of consumption are lower in rich alcohol flames due

to the combined effect of reduced overall concentrations of NO and CH3.

While the peak rates of production shown in Fig. 7.16c for the combined NNX

mechanism are lower than those in the Prompt mechanism, the duration over which

the NNX mechanism is active indicates that this mechanism can constitute a substan-

tial portion of the NO formation in these low temperature flames. This is especially

true in the lean (and to a lesser extent, rich) extremes of this study where contri-

butions form the other formation mechanisms are reduced. Variations in NNX peak
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rates for the C1 fuels are minimal, while rates for the C2 flames are greater for the

alkane flames under lean conditions and the alcohol flames in rich conditions. Avail-

ability of O atom becomes the controlling factor in conversion of NNH and N2 to N2O

and then to NO in the C3 alcohol flames, which also accounts for the higher rates in

the rich ethanol cases.

7.4 Conclusions

The objective of this chapter was to examine the formation of NO in laminar pre-

mixed burner-stabilized alkane and alcohol flames. Temperature measurements were

utilized as input for modeling the various flames. Then comparisons of experimentally

measured NO concentrations and peak intermediate saturated and unsaturated hy-

drocarbons were compared with the model’s predictions. Lastly, a detailed reaction

path analysis of the relative contributions of several NO formation pathways were

compared.

It was observed that under lean conditions, the predictive capability for concen-

trations of NO with this mechanism is adequate, however discrepancies were observed

for the C3 alcohols. Additionally, for all fuels, NO was significantly under-predicted

in the rich region. These errors are most likely due to the difficulty in accurately

predicting hydrocarbon radical concentrations, namely CHi = 1, 2, 3 and HCCO.

It was shown that NO formation in the alcohol flames, which generally exhibit

lower temperatures, is greatly influenced by the combination of several intimately

coupled mechanisms. This coupling complicates the assessment of a single cause for

lower observed NO concentrations in alcohol flames.

Significant rates of consumption of NO through the NO-HCN Reburn mechanism

were observed. This mechanism is closely tied to concentrations of HCCO and CH3.

Rates of NO consumption through the Reburn mechanism were predicted to be com-
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parable with rates of NO production through the Prompt mechanism, indicating that

this mechanism can significantly influence NO concentrations. Additionally, while

lower concentrations of NO measured in alcohol flames are often attributed to lower

Prompt formation due to lower concentrations of CH, it was shown that consump-

tion of NO through the NO-HCN Reburn was also reduced through variations in the

concentrations of CH3 and HCCO in the alcohol flames, offsetting a portion of the

NO reduction attributable to the Prompt mechanism.

‘Minor’ NO formation pathways, such as the combined NNX, were demonstrated

to be of increased importance in these low temperature flames. These pathways

represent a greater component of the total NO formed, especially in the alcohol flames,

than would traditionally be considered in higher temperature flames.
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Chapter 8

NO LIF concentration

measurements in alcohol and

alkane flames

The objective of this chapter is to further probe the formation of NO in alcohol

flames through non-intrusive measurements in the region of the flame front. Intrusive

techniques for NO concentrations measurements, such as probed or extractive gas

sampling, are not well suited to measurements in regions of flames with fine structures

such as the flame front. Rather, in-situ laser diagnostics offer robust techniques

for measuring certain species through laser induced fluorescence (LIF) with minimal

disturbance to the flame. This chapter will apply quantified NO LIF measurements

to the flame front region of the flat flames measured in Chapter 7 as well as Bunsen

conical premixed flames. Between these two burner configurations, NO formation

under higher and lower temperature fields will be considered. This will allow for the

consideration of both thermal and non-thermal contributions. Additionally, the non-

intrusive nature of this technique allows for a better measurement of the relatively

rapid formation of NO in the flame front as a distinct contribution from the Thermal

mechanism.
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Table 8.1: Experimental conditions for Bunsen flame experiments

Property (Units) Conditions

φ 0.8–1.2
Temperature (◦C) 100
Ratio to SL 2.5
Exit velocity at φ=1.0 (cm/s)

Methane - 150.8
Ethane - 160.9
Propane - 158.9
Methanol - 190.1
Ethanol - 178.8
n-Propanol - 147.5
i-Propanol - 136.7

8.1 Experimental setup

The experimental setup in this chapter utilizes two flame configurations. The first

flame is a Bunsen-type premixed flame. A contoured 10 mm nozzle (described in

Section 2.2.2) stabilizes a conical flame with equivalence ratios between 0.8 and 1.2.

Table 8.1 shows the experimental conditions, and it can be seen that conditions are

similar to those in the flat flame. In order to avoid flash back, the exit velocity was

fixed at a constant 2.5 times the laminar burning velocity, which allowed for a rela-

tively constant flame height (within the uncertainty of the extrapolation of laminar

burning velocity to the 100◦C unburned gas temperature). The second configuration

is a burner stabilized flat flame, identical to that described in Chapter 7. The exper-

imental conditions are exactly the same and measurements of the temperature field

above the burner surface will be used in the LIF quenching analysis.

8.1.1 Laser diagnostic setup

The measurements in both burner configurations are conducted by laser induced

fluorescence of NO in the linear regime. More details on the theory of NO LIF,

experimental considerations, and quantification of the stimulated emission is included
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Figure 8.1: Experimental setup for NO LIF with the Bunsen flame.

in Section 2.3.3. This section will focus more closely on the practical aspects of

implementing this technique. The optical setup in the flat flame is very similar to

that in Fig. 7.3, while the set up for the Bunsen flame is shown in Fig. 8.1.

This technique utilizes a 10-Hz Continuum Nd:YAG pumped, frequency doubled

Rhodamine dye-laser with output near 287 nm, which is then mixed with the 1064 nm

fundamental output of the Nd:YAG yielding a mixed output in the neighborhood of

226 nm and approximately 1 mJ per pulse. Excitation of the A-X(0,0) band with

selection of the P1(23.5), Q1+P21(14.5), Q2+R12(20.5) rotational lines at 225.963 nm

(in air) has been shown to maximize signal strength while minimizing interference

from molecular oxygen LIF [121, 157, 161]. Emission was detected by a gated Prince-

ton Instruments PI-MAX3 blue-enhanced ICCD. Broadband emission of the A-X(0,1)

band was collected with a custom manufactured Asahi Spectra narrow bandpass filter

centered at 236 nm with 7.5 nm full width at half maximum. Due to the low concen-

trations of NO, single shot signals are very low, therefore 200 shots were accumulated

on the CCD chip for each condition. The laser was also detuned (shifted 0.011 nm
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to the red side) to observe background and O2 LIF to be included in the correction

procedure.

During post processing, corrections were made to account for fluctuations in the

shot-to-shot total energy as well as the spatial distribution of energy. Because LIF

signals were accumulated on chip, it is not possible to correct for single shot fluctu-

ations, however the energy and spatial distribution of the shots composing a given

exposure were averaged and the mean correction was applied. Operation in the linear

regime was verified for both the on and off-line exposures and the profile correction

fluorescence. Lastly, corrections for non-linearity in the pixel response in the spectral

range of 236 nm was applied. Additional details of these processes are provided in

Section 2.3.3.

In order to quantify the NO LIF, knowledge of the local temperature and quench-

ing species concentrations (N2, H2O, CO2, CO, O2, and NO) are necessary. Because

experimental measurements of all these parameters is difficult and expensive, it was

decided that the best course of action was to model these parameters. A full computa-

tional study of a three dimensional axisymmetric flame would also be computationally

intensive. However a decent approximation to the three dimensional Bunsen flame

front is a one dimensional freely propagating flame. Fristrom [219] showed fairly

early on that temperature and density profiles of the three dimensional flame are

well reproduced in the near field by the one dimensional model. Later, Nguyen [220]

showed with Raman-LIF measurements that major species (including CO, OH, and

NO) and temperature were able to be satisfactorily predicted by a one dimensional

freely propagating premixed flame model with finite rate chemistry. A number of

other studies have indicated good approximations of most of the Bunsen flame sur-

face by one-dimensional flames [124–126, 128, 133]. Therefore, with a greater interest

in the differences in NO formation between families of fuels than in the absolute con-

centrations NO, it was decided to proceed with a one dimensional model utilizing the
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Figure 8.2: NO fluorescence images for propane (left) and n-propanol (right) under
lean, stoichiometric, and rich conitions.

chemistry set in Section 7.1.3, and limit the analysis to regions very near the flame

front with minimum dilation and buoyancy effects.

8.2 NO LIF in Bunsen flames

The first configuration examined will be the Bunsen flame. After applying the correc-

tion scheme for background, dark current, and O2 LIF, shot-to-shot fluctuations in

total energy and energy distribution, pixel linearity, and spatial calibration, images

such as those in Fig. 8.2 are produced. Immediately, certain qualitative trends can

be observed:

1. Specifying the exit velocity as a constant factor of the laminar burning velocity
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does a decent job of controlling the height of the flame, allowing the flame to

stay within frame under considerably different exit velocities.

2. The correction process for fluctuations in the energy distribution does a good

job of correcting for spatial variations through the vertical axis.

3. Absorption of the excitation beam through the flame results in the slight atten-

uation of the fluorescence signal when comparing the left and right hand sides

of the image.

4. NO LIF fluorescence increases from lean to rich.

5. The flame front is a relatively straight region once sufficiently far from the base

of the flame or from the tip of the flame.

6. The region of interest, the area within the first 2 to 3 mm normal to the flame

front, is the targeted region for observing the rapid formation of NO through

the flame.

7. NO LIF fluorescence in the region of interest for lean flames shows a relatively

slow increase in signal normal to the flame, whereas the stoichiometric flames

shows a more rapid rise, while the rich flames shows the highest gradient in NO

LIF signal.

8.2.1 Determination of flame front and positioning

The objective here is to quantify the NO concentrations through the flame. Toward

this objective, it was then necessary to analyze the NO LIF signal in the region of

interest, determine a LIF signal normal to the flame front, and apply corrections for

collisional quenching. The first step in this process is to identify the flame front in

each condition. For this process, the edge is identified by an erosion algorithm for

boundary extraction. This algorithm utilizes an arbitrary structuring element (a 5
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Figure 8.3: Process for edge detection in Bunsen flames.

pixel disk in this case) to erode a binarized image. This eroded image is subtracted

from the original binary, resulting in the edge binary. This process can be expressed

in equation 8.1

β (A) = A− (A	B) (8.1)

where A is the original binarized image, B is the structuring element, and (A	B) is

the eroded image, yielding the boundary β. The threshold value for the binarization

of the original image is determined as the value at which the LIF signal increases

to 1/3 of the spread between the pre-flame and post-flame max fluorescence. An

example of this process is included Fig. 8.3 The top three sub-figures show A, (A 	

B), and the resultant boundary, respectively. One must look very closely to see

the difference between the original and eroded images, however careful inspection

would show a slight softening of the edges and retraction of the surface due to the

structuring element. The very fine details in the original binary image along the edge
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Figure 8.4: Region of interest in stoichiometric propane flame as identified with the
flame front detection scheme.

of fluorescence are reduced due to the erosion by the structuring element. Finally,

simple subtraction of the two binary images yields a boundary several pixels thick.

After identifying a boundary, it is then necessary to identify the region of interest,

particularly to identify a coordinate system normal to the flame surface. This is

achieved by fitting a line to the pixels along the flame surface as shown in blue in

Fig. 8.3. To improve the quality of fit, and to limit interference from noise which can

develop near the base and tip of the flame under conditions with low LIF signal, a

Gaussian weighting function was applied to the boundary pixels used in the linear

fit. The weighting function was centered in the middle of the flame surface with a

standard deviation defined as a quarter of the length of the of flame surface. This

distribution gives a greater weight in the fit to the region of the flame least influenced

by the tip and base of the flame and yielded a better fit. Using this linear fit, the

normal to the flame surface was defined, and a region extending 2 mm into the pre-

flame and 5 mm into the post flame was identified as the region of interest as shown

in Fig. 8.3.

Then, for each condition, the specific ROI is overlayed to the original LIF image

as shown in Fig. 8.4 and data from this region is the objective. Pixel value cross
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Figure 8.5: Surface plot of NO LIF in region of interest for stoichiometric propane.

sections of the NO LIF signal along segments normal to the flame front are extracted

at 200 points along the surface. A surface plot of these profiles are shown for the

example stoichiometric propane flame in Fig. 8.4.

This process was also repeated for the right hand side of the flame, however as

mentioned above, attenuation of the beam through the flame due to absorption by

CO2 results in asymmetry in the image. It was deemed better to focus only on one

side, rather than attempt to correct for this energy attenuation.

The resultant 7 mm wide surface in Fig. 8.5 is typical of the process. Above, it

was specified that the ROI would extend 5 mm into the post-flame. This distance is

actually much further into the post flame than necessary. The primary focus of this

work is on the early stages of NO formation in the flame front, so only regions less

than 3 mm are of interest. Beyond about 3 mm, the buoyancy effects, coupled with

the continued formation of NO through the thermal mechanism, results in the steady

increase of NO LIF signal, increasing toward the furthest corner of Fig. 8.5. However,

near the flame front, the Bunsen premixed flame behaves as a freely propagating
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premixed flame [220], a fact which will allow for an estimation of the temperature and

major quenching species concentrations for the following LIF quantification analysis.

Therefore, this analysis is ultimately limited to the near flame region. Finally, the

LIF signal was averaged through this ROI.

It should be noted that the exact identification of the ‘flame front’ discussed above

is relatively arbitrary. Based only on the point at which the NO LIF signal increases

above an arbitrarily chosen threshold value, increasing or decreasing this threshold

value will shift the ‘flame front’. However, the line parallel to the flame surface will

remain parallel regardless of the threshold value (within reason). Therefore the region

of interest remains normal to the flame surface, so with an adequate buffer into the

pre-flame and post-flame region, a final alignment of the NO LIF with predicted

temperature and species concentrations remains to be done.

For this analysis, the best metric to align the NO LIF with simulations was to

identify the point at which the LIF signal (as well as the NO concentration in the

simulation) began to increase. This is reasonable given the very rapid formation of

NO through the Prompt mechanism serving as a distinct feature in both the LIF and

simulation. However, given the somewhat noisy nature of the NO LIF, finding the

lift-off point in a systematic fashion presents a challenge. This problem was addressed

by analyzing the distribution of pixel intensities through the mean profile, with an

example for stoichiometric propane shown in Fig. 8.6.

In this figure, the peak on the left corresponding to low pixel intensities is due

to the pre-flame region approaching the flame front. As the Prompt NO mechanism

turns on, the LIF signal increases rapidly and a subsequent value in the histogram is

observed. Then the rate of increase in LIF signal decreases before leveling off, yielding

the two regions on the right hand side of the histogram. The criteria for determining

the pixel intensity threshold is based on the difference between the steady, low signal

region in the pre-flame and the rapidly increasing region. The threshold count level
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Figure 8.6: Histogram of pixel intensities in stoichiometric propane NO LIF image.
The horizontal dashed red line indicates threshold number of instances value and the
vertical dash-dot line indicates the corresponding pixel intensity threshold.

is determined as the point at which the number of instances is 5% between the lowest

and highest points (corresponding to the region of rapid increase and steady pre-flame

region, respectively). This threshold is shown as the dashed red line in Fig. 8.6. The

corresponding pixel intensity at this point is then set as the threshold pixel intensity

in the LIF profiles indicating lift-off from baseline.

The result of this indexing procedure is a consistent method to determine the

point at which the LIF signal begins to increase above the noise and is robust across

a wide range of conditions yielding different levels of LIF signal. Figure 8.7 shows

lean, stoichiometric, and rich propane flames with the indexing procedure described

above applied. This figure shows that this method does a good job of identifying

the first point at which the LIF signal increases above the noise, this point is then

set as the indexed zero position in the LIF signal. Several features of these profiles

can be observed at this point. First, the LIF increases with increasing equivalence

ratio. Secondly, two regimes can generally be observed: one rapid rise in the first

0.5 mm, followed by a slower, steady, nearly linear increase in LIF signal. Lastly,

beyond approximately 3 mm, the profiles fold over and the noise increases. This is

most likely due to the dilation, buoyancy, and entrainment effects as the profiles near
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Figure 8.7: Indexed LIF profiles for several propane flames.

the far-field in the flame and helps to demonstrate why the primary region of interest

does not extend beyond approximately 3 mm.

8.2.2 Quenching and calibration

Correlation of the NO LIF signal to a local NO concentration requires consider-

ation for a number of factors. When operating in the linear fluorescence regime,

the fluorescent signal can be shown to be linearly responsive to the number den-

sity of the probed species, however due consideration must be given to temperature

and collisional quenching effects which are composition and temperature dependent.

Equation 8.2 shows the correlation between measured LIF signal and NO number

density:

SNO ∼ CoptτλB12ILfbΓΦn◦
NO (8.2)

where SNO is the LIF signal, Copt is the collection and calibration constant, τλ is the

transmissivity of the collection optics, B12 is the Einstein coefficient for absorption, IL

is the laser irradiance, fb is the Boltzmann population fraction in the ground state, Γ
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Table 8.2: NO LIF quenching a calibration parameters.

Term (Units) Function Constants
c1 c2 c3 c4

B12 (m2/(J · s)) 2.38×109

fb (-) c1e
c2/T + c3e

−c4/T -0.2822 -1799 0.2183 408.4

A21 (1/s) 5.72×106

σk

NO (Å) c1e
c2/T + c3e

−c4/T 37.3 11.7 60 0.011

H2O (Å) c1(300/T )c2 + c3e
−c4/T 121.2 0.676 100 0.010

CO2 (Å) c1e
c2/T + c3e

−c4/T 38.0 173 46 0.0022

O2 (Å) c1e
c2/T + c3e

−c4/T 22.0 59.1 4.3 0.00195

CO (Å) c1e
c2/T + c3e

−c4/T 4.23 128 17.5 0.00198

N2 (Å) c1e
c2/T + c3e

−c4/T 1.88 -2130 84 0.0121

is the laser line overlap integral, Φ is the fluorescent yield, and n◦
NO is the NO number

density.

The optical collection constant and transmissivity, Copt and τλ, can be grouped

into a single term that is determined empirically and will be discussed shortly. The

absorption coefficient B12 is a constant for a given species and transition. The laser

irrandiance IL is monitored for shot-to-shot fluctuations and therefore this value is

determined experimentally. The Boltzmann fraction in the ground state fb is tem-

perature dependent, but can be calculated using Boltzmann statistics. The overlap

integral Γ is introduced through the spectral width of the exciting laser [165] and

is weakly temperature, species, and pressure dependent. However, Γ is primarily

influenced through the spectral width of the laser, which remains nearly constant.

The fluorescent yield Φ is temperature and composition dependent. Estimations for

the quenching rate can be made following the work of Settersten [167]. Finally, the

number density n◦
NO can be relative to the concentration through the ideal gas law

to be temperature and pressure dependent.

The quenching terms of interest are shown in Table 8.2. The total quenching rate
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can be estimated through the mole fraction weighted sum of the collisional quenching

for each species. The relation for individual quenching rates from bath gas species k

is shown in equation 8.3:

Qk = σk

(
N

V

)√
8kBT

πµk
(8.3)

µk =
MkMNO

Mk +MNO

(8.4)

where the relation for the total quenching rate for all major bath gas quenching

species is shown in equation 8.5.

Q21 =
∑

XkQk (8.5)

This relation allows for the correction of the NO LIF signal due to variations in

the temperature and species composition through the flame. The quenching rate is

introduced into equation 8.2 through the fluorescent yield via equation 8.6:

Φ =
A21

A21 +Q21

(8.6)

The next step is to determine the calibration of Copt. The standard procedure

for doing this calibration process is to seed known concentrations of NO into the

unburned gas mixture of lean flames. The resultant change in NO LIF signal with

doped NO concentrations is linear, with the slope of the fit equal to the NO LIF

signal response per ppm concentration. This calibration procedure has been utilized

by a number of different studies [221–223], with the primary assumption rooted in

the need for only minor consumption of NO through the flame front, which is not a

terrible approximation under lean conditions [159].

Therefore, a calibration constant was determined for each fuel individually as

shown for lean propane in Fig. 8.8, seeding three doped concentrations of NO into
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Figure 8.8: Linear response of the quenching corrected LIF signal to increasing doping
of NO in the premixed gases.

the φ = 0.9 premixed air stream from a 1000 ppm in N2 gas standard with make up

O2 to account for the displaced oxygen. The LIF fluorescence at 3 mm for each flame

was then corrected for all the temperature and compositionally dependent factors,

including collisional quenching using the relation in equation 8.5, the Boltzmann

fraction fb, and correction of number density to mole fraction. These terms were

collectively named βquench for the sake of convenience. The remaining constant terms

in equation 8.2 were then grouped into the calibration term.

The calibrations for all seven fuels are shown in Fig. 8.9. The slope of each fit is

within less than ±10% of the average slope, with the variations introduced through

differences in the amount of NO consumed through the flame and differences in the

quenching environment.

The final step is to apply corrections for the all the temperature and composition-

ally dependent quenching rates to all the flames in this study. Figure 8.10 shows an

example of the temperature dependence of the LIF correction terms, normalized by

the correction at 300 K. The dark blue line indicates the Boltzmann fraction up to

2200 K as calculated using the relation in Table 8.2. A peak in population fraction
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Figure 8.9: Calibration fits to all seven fuels.

can be seen around 800 K, with a nearly linear decay with increasing temperature.

Meanwhile, the lighter blue curve shows the correction due to collisional quenching.

For this figure, the composition is based on the equilibrium combustion products of

stoichiometric methane. The dashed red line indicates the total quenching βquench, in-

cluding the Boltzmann fraction, quenching rate, and conversion from number density

to mole fraction, defined as:

βquench = fb
A21

A21 +Q21

1

T
(8.7)

Finally, the LIF signal can be correlated to the molar concentration of NO as:

SNO = Ccal · βquench (T,Xk) ·XNO (8.8)

which accouts for variations in the collisional quenching, Boltzmann population frac-

tion, local temperature and compostion, and ICCD sensor response to LIF emission.

This correction can then be applied to all the NO LIF profiles measured for the range

of fuels and equivalence ratios.
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Figure 8.10: Example of normalized temperature and composition dependent correc-
tions to the NO LIF signal. Values are normalized by the correction term at 300
K.

8.2.3 Quantified NO LIF

Using the one-dimensional estimate of a freely propagating flame to provide the tem-

perature and major species profiles, the NO LIF for all the fuels was quantified,

yielding profiles such as those for propane shown in Fig. 8.11. Several trends can be

identified in these profiles that are consistent for most of the fuels studied here:

1. A fairly steady increase in NO concentrations at 3 mm is observed with in-

creasing equivalence ratio. However, as the flame becomes richer, the increase

is diminished, even reaching a peak at equivalence ratios near 1.2.

2. All flames, regardless of equivalence ratio, exhibit a region of very rapid increase

in NO concentration within the first 0.5 mm. The extent to which NO increases

within this region varies depending on equivalence ratio and fuel.

3. Beyond the region of rapid increase, a region of approximately linear increase

in NO concentration exists.

4. However, under increasingly rich conditions, the rate of increase of NO in this
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Figure 8.11: Quantified NO concentration profiles in propane fueled Bunsen flames
under a range of equivalence ratios.

region is reduced.

5. Similarly, the rate of increase in this linear region is lower under very lean

conditions, increasing as the equivalence ratio approaches stoichiometric or very

slightly lean.

Comparison of the measured NO concentrations with predicted concentrations by

the model for the C3 fuels is shown in Fig. 8.12. It must be noted at this point that

AramcoMech1.3 does not have a NOX sub-mechanism included in the model, and the

NOX model included in this analysis is adapted from several sources. Additionally,

a detailed hierarchical chemistry mechanism for the C3 fuels which includes detailed

NOX chemistry and Prompt initiation through the NCN path does not currently exist.

This is an area with fertile ground for future work.

With that said, in examining the lean flames in Fig. 8.12, the agreement between

the experiment and predictions is quite good with regard to steady state values around

3 mm. The model over-predicts NO in the propane flame by about 60%, but the n-

propanol and i-propanol are within about 30%. The transition between the two NO

formation regimes is not as well defined in the model as in the experiments, however
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Figure 8.12: Comparison of measured and predicted NO concentration profiles in
Bunsen flames for the C3 fuels under lean, stoichiometric, and rich conditions.

the slope of the linear region composed primarily of the contribution by the Thermal

mechanism is fairly well predicted.

The stoichiometric flames are not as well predicted as the lean flames however.

Steady state values for NO are greatly over-predicted by the model. The region of

rapid NO formation early in the flame appears to be relatively well captured, however

the rate of formation later in the post flame appears to be the source of the very large

over-prediction. A similar study of NO in stagnating flames by Watson et al. [9]

shows a similar over-prediction of NO through the Thermal mechanism. Watson

attributes this over-prediction to a discrepancy in the Thermal initiation reaction

rate as measured through isolated rate measurements as opposed to measurements

within flames. This over-prediction is also apparent in these measurements, indicating

that the Thermal initiation reaction rate may be too high.

Agreement with the experiment and prediction suffers the most in the rich flames.

NO concentrations under-predict the measured values by approximately 50%. Agree-
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ment of the rate of Thermal contribution is pretty good, however this is most likely

due to the starvation of O atom necessary for the Thermal initiation rather than

accurate prediction of the reaction rate. The model predicts a much faster rate of

formation of NO in the flame front than that measured experimentally. It is under

these conditions that the difficulty in accurately predicting the non-thermal contri-

butions to NO becomes apparent. The accuracy of these predictions is dependent

on the model’s ability to capture NO formation through the combination of non-

thermal mechanisms that primarily involve interactions with hydrocarbon radicals

(such as the Prompt and NO-HCN-Reburn sub-mechanisms) and the non-thermal

mechanisms that do not specifically involve interaction with hydrocarbon radicals

(such as the N2O and NNH sub-mechanisms).

For the non-thermal mechanisms involving hydrocarbon radicals, the greatest un-

certainties are due to the difficulty in accurate prediction of CHi=1,2,3 radicals as

well as the branching ratios between the NCN oxidation pathways. Versailles [217]

showed that AramcoMech1.3 upon which this mechanism is based consistently under-

predicts the concentrations of CH. Additionally, variations between different models

were observed with respect to the pathways to which CH is formed which likely further

influences a model’s ability to predict NO. Versailles also noticed that the thickness of

the CH region in the flame was not well predicted by the models in their study under

rich conditions. Additionally, uncertainty remains in the Prompt initiating reaction

rate for CH+N2 [24].

The non-thermal mechanisms that largely do not involve hydrocarbon radicals ap-

pear to exhibit a better predictive capability due to their somewhat simpler chemistry

(due to their relative independence from the fuel chemistry). The NNX chemistry in

these models is largely based on recently updated reaction rates for NNH chemistry

and branching ratios for NH2 products provided by Klippenstein et al. [47]. However,

it is still difficult to provide more than qualitative predictions of contributions to NO
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formation through the NNX chemistry.

In order to better understand the differences in fuel effects on non-thermal NO

formation between alkane and alcohol fuels, it would be helpful to be able to quan-

tify the contribution to NO through both regimes: the region in the flame front in

which NO is formed rapidly (more rapidly than the Thermal mechanism is able to

provide a significant contribution) and the region in which NO formation is steady

and apparently decoupled from the fuel oxidation. For convenience sake, these two re-

gions will be referred to as non-thermal and thermal contributions, however it should

be noted that the thermal sub-mechanism contributes throughout the entire flame

region, including the non-thermal region, however the expected contribution in the

non-thermal region should be low. Additionally, the NNX mechanism will be shown

to slower than the other non-thermal mechanisms (discussed later), and thus will con-

tribute to NO formation in the thermal region as well. However, while slower than the

sub-mechanisms related to hydrocarbon intermediates, the NNX is still more rapid

than the Thermal sub-mechanism, and the contribution to total NO formation for

the NNX occurs mostly in the non-thermal region.

As was discussed in Fig. 8.12, measurements of NO concentrations through the

flame yielded two quite distinct regimes. A demarcation between these two regimes is

the bend in the NO concentration profile, which will be called the ‘knee’ for the sake

of convenience. The positioning of this knee is specific in each flame due to differ-

ences in equivalence ratio, total NO formation, and rate of Thermal NO formation.

However, a reliable method for determining the position and concentration of NO

at the knee is demonstrated in Fig. 8.13. Here, a chord is drawn between the index

previously identified as the beginning of NO LIF signal (essentially 0 ppm NO) and

the concentration of NO at 3 mm. Then the distance between any point on the NO

concentration curve to the chord can be calculated as the orthogonal projection onto

the normal of the chord. The point with the largest distance is then identified as the
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Figure 8.13: Method for determination of demarcation between thermal and non-
thermal NO contributions.

knee. The figure on the bottom of Fig. 8.13 shows the overlay of the chord and the top

figure shows the normalized distance to the chord. The NO concentration at both the

knee and 3 mm are then extracted, with the concentration at the knee largely formed

through non-thermal NO contributions and the difference between the concentration

at 3 mm and the concentration at the knee due to Thermal NO formation.

The non-thermal contributions for all the fuels are then shown in Fig. 8.14. This

is an important figure for the analysis of differences in non-thermal contributions.

Clearly, the total contribution to non-thermal NO formation for the alcohols are

consistently lower. The C1 fuels exhibit by far the greatest difference between the

alkane and alcohol fuels, especially under the rich conditions where the methanol

flames produce very low concentrations of NO. The C2 fuels exhibit similar trends,

more so than the C1 fuels in that both C2 fuels demonstrate a consistent increase

from φ = 0.8 to φ = 1.15 where a peak in non-thermal contribution is observed. The
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Figure 8.14: Non-thermal NO contributions in Bunsen flames for C1,C2, and C3 fuels.
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C3 fuels behave similarly to the C2 fuels, in that there is a consistent increase in non-

thermal NO with increasing equivalence ratio, however it appears that non-thermal

contributions may peak at higher equivalence ratios. The C3 alcohols also exhibit a

smaller reduction in non-thermal NO than the C2 fuels, with i-propanol forming less

non-thermal NO than n-propanol.

Figure 8.15 shows the rate of Thermal NO contribution of all the fuels. Because

equilibrium concentrations of NO at elevated temperatures are exceedingly high, given

adequate time the formation of NO through the Thermal mechanism will continue

unabated (at least until the availability of oxygen radicals is depleted). Therefore,

the values presented in Fig. 8.15 are the spatial rate of thermal NO formation. The

greatest difference in the rates of thermal contributions is seen in the C1 flames due

to the lower adiabatic flame temperature for methanol. As the difference in adiabatic

flame temperatures decreases, so too do the differences in the contributions through

the Thermal mechanism. Additionally, it can be seen that the rate of formation

through the thermal mechanism peaks around the stoichiometric conditions. Under

rich conditions, the starvation of oxygen radicals begins to rapidly reduce thermal

contributions in the post-flame.

8.3 NO LIF in flat flames

A short detour in the analysis of the differences in the non-thermal contributions in

alcohols and alkanes will now be taken to complete a very similar analysis in burner

stabilized flat flames. These flames operate under lower peak temperatures and will

exhibit lower thermal contributions, which will further aid in the current investigation.

The process for quantifying the NO LIF is identical to that described above. The

exact same procedure was applied for calibration of the optical collection constant

and the LIF signal response to NO concentration. One difference is that experimen-
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Figure 8.16: Quantified NO concentration profiles in propane fueled flat flames under
a range of equivalence ratios.

tally measured temperature profiles for these flames are available from Chapter 2.3.1.

These measured temperatures were used, rather than predicted temperatures as in

the previous section. Bath gas species were utilized from the predicted species con-

centrations of the previous chapter as well.

The resultant NO concentration profiles are demonstrated in Fig. 8.16. The shape

of the NO concentration profile is quite similar to that observed in the Bunsen flame,

characterized by a fairly rapid formation of NO within the first millimeter of the

flame. The flat flames however do not exhibit a steady rise in NO concentration in

the post flame under any equivalence ratio. This is most reasonably due to the low

peak and post-flame temperatures which greatly limit the rate of formation through

the Thermal mechanism.

Comparisons with predicted concentrations of NO through the flame front also

exhibit similarities to those observed in the Bunsen flames. However, due to the

lower temperature and limited contribution to Thermal NO, the agreement between

experimental and predicted concentrations is worse than that in the Bunsen flames.

This is due to a consistent under-prediction of non-thermal NO contributions and
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Figure 8.17: Comparison of measured and predicted NO concentration profiles in flat
flames for the C3 fuels under lean, stoichiometric, and rich conditions.

over-predictions of thermal contributions. As a result, conditions in which contribu-

tions to total NO formation consist primarily of non-thermal pathways, such as rich

Bunsen flames and the full set of these flat flames, concentrations of NO are greatly

under-predicted. Whereas, conditions such as the lean and stoichiometric Bunsen

flames in which significant contributions to total NO formation come from the Ther-

mal mechanism can show decent agreement due to the combined over-prediction of

thermal and under-prediction of non-thermal mechanisms canceling out to a degree.

This yields deceptively good agreement.

It can also be seen that the ability of the model to predict non-thermal NO

formation in the flat flames is significantly worse, especially under rich conditions,

than observed in the Bunsen flames. A possible cause is an even greater difficulty in

predicting CH concentrations in relatively low temperatures in which a wide range of

fuel decomposition and C/H pathways become activated. These figures reiterate the

need for better predictive capability of the CH concentrations, especially under low
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Figure 8.18: Non-thermal NO contributions in flat flames for C1,C2, and C3 fuels.
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temperatures.

Figure 8.18 shows a comparison of the non-thermal NO contributions in flat flames

for all the fuels. Because it is difficult to identify a region of steady, linear increase in

NO concentration in the flat flames similar to what is seen in the Bunsen flames, it is

reasonable to conclude that the formation of NO through the Thermal mechanism in

the post flame is negligible. Unfortunately, it is not easy to deduce the contribution

through the Thermal mechanism in the flame front, however it is also reasonable to

assume this contribution is also small, and certainly should be less than that observed

in the flame front of the Bunsen flame. Therefore, the non-thermal contribution to

NO in the flat flames can be easily identified as the steady state NO concentration in

the post-flame region. It is this concentration that is plotted in Fig. 8.18.

It should immediately be apparent that this figure is very similar to that for the

Bunsen flames. A consistent increase in NO concentration with increasing equivalence

ratio is clearly observed and the alcohol flames produce a fraction of that observed in

the alkane flames.

Figure 8.19 shows the relative contributions to non-thermal NO formation in al-

cohols compared with their cousin alkanes in both burner configurations. In the

alcohol-fueled Bunsen flames, increasing the equivalence ratio is generally followed by

a subsequent decrease in the formation of non-thermal NO in comparison with alka-

nes, with a clear trend with respect to carbon number. However, in the flat flames,

except for methanol, the ratio to alkanes collapses with a minima around φ = 1.

This indicates that, at least for the C2 and larger alcohols, there may be a limit to

the reduction in NO achievable due to reductions in the Prompt mechanism, espe-

cially when significant NO contributions through the NNX mechanisms are present.

The different behavior of methanol from the other alcohols can most likely be at-

tributed to the somewhat unique decomposition pathways available to methanol and

the resultant oxidation through exclusively formaldehyde where a number of other
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Figure 8.19: Ratio of non-thermal contributions in alcohols to that in alkanes for the
C1,C2, and C3 fuels in both burner configurations.

intermediate decomposition products are available to the other alcohols.

8.4 Predicted non-thermal contributions

The same NOX contribution analysis described in Section 7.2.4 utilizing the nitrogen

flux accounting method can be employed here. In the absence of significant Thermal

NO contributions, the primary components of total non-thermal NO formation in

both flame configurations is composed of the sum of the sub-mechanisms involving the

interaction of nitrogen with HC radicals, such as the Prompt and NO-HCN Reburn
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mechanisms with the addition of the Burnout contribution described in Section 7.2.4,

and the sub-mechanisms which are largely independent of the HC species, such as

the N2O and NNH sub-mechanisms (combined for convenience into the NNX sub-

mechanism).

After identifying the rates of production for the various sub-mechanisms, an inter-

esting exercise is to calculate the temporal integral of the rate of production (ROP)

to yield an estimate of the number density of the total formation of NO from each

sub-mechanism. Combined with an estimation of the total number density, the con-

tribution to NO formation in terms of concentration can be approximated using equa-

tion 8.9

XNO,k ≈
RuT

P

∫
ROPkdt (8.9)

There are several caveats to this approach:

1. This analysis does not directly account for diffusion. Diffusion is considered in

the CHEMKIN solution, however this post-processing only considers the NO

source term, so diffusive effects are neglected. The degree to which this affects

the computed NO concentration varies depending on the gas velocity. In the

case of the Bunsen flames, the gas velocity is high with a resultant high Péclet

number. Consequently the influence of the diffusion of NO should be smaller

than in the flat flame with a lower Péclet number.

2. The integrated rate of production should yield a sense of the number of molecules

of NO produced through the flame. Therefore, even if disagreements are present

in local regions of the flame due to diffusive effects, the result in the post-flame

should be indicative of the net contributions of NO through the entire flame.

3. Direct comparisons of the contributions of individual sub-mechanisms with

other sub-mechanisms should be done with care. The sub-mechanisms used

in this analysis have been shown to be able to capture differences between fuel-
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s/equivalence ratios fairly qualitatively, but consistent trends between different

sub-mechanisms have not be established. For example, comparisons of NNX for-

mation between methane and methanol have more confidence than comparisons

of Prompt and NNX contributions in methane flames.

Figure 8.20 shows a summary of the contributions through the primary non-

thermal NO formation pathways in both flame configurations, with Bunsen and flat

flames on the left and right, respectively. The NNX mechanism is plotted alongside

the combined HC related contributions through the sum of the Prompt, NO-HCN

reburn, and Burnout out sub-mechanisms.

Clearly, the contributions for alcohols are lower than for alkanes for both the HC

related and non-HC related sub-mechanisms. It appears that the HC-related mecha-

nisms increase with increasing equivalence, as would be expected with the increasing

availability of HC radicals. In the Bunsen flames, the increase in fairly steady, while

the increase in HC-related NO in the flat flames does not appear to increase signifi-

cantly until much closer to stoichiometric conditions.

Meanwhile, the NNX mechanism is fairly consistent between both burner con-

figurations, with a peak in contribution around the stoichiometric or slightly lean

region, tapering-off toward the lean or rich side. It does appear that the decrease in

NNX contributions in alkanes on the very rich side is faster than estimated in the

alcohol flames, indicating alcohols may yield a larger NNX contribution in very rich

conditions than alkanes.

It is difficult to make definitive statements on absolute concentrations from either

mechanism. Recalling from Figs. 8.12 and 8.17, the model generally under-predicts

the measured concentrations. With non-thermal contributions originating primarily

from these combined mechanisms, it is not clear whether the NNX, Prompt, NO-HCN

Reburn, or (more likely) a combination of all of the above is under-predicted. The

authors of the sub-mechanisms used here all identify significant uncertainties in the
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Figure 8.20: Contributions from the non-thermal sub-mechanisms for C1,C2, and C3

fuels in Bunsen (left) and flat (right) flames.
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quantitative abilities of their mechanisms, citing: strong coupling to the concentra-

tions of CH, HCCO, CH3 among other HC species, uncertainty in the reaction rate

of CH+N2, and uncertainty in the branching ratios and reaction rates of NNH+O,

NNH+O2, and NH2+O2.

However, it is possible to conclude that NO formation through these non-thermal

pathways for alcohols is consistently lower than that for alkanes. Typically, the rule

of thumb regarding NO in alcohols has been that lower concentrations are due to

lower CH concentrations [103, 105, 107, 224], however contributions through all the

non-thermal pathways, N2O, NNH, Prompt, and NO-HCN Reburn have been shown

to be lower in alcohols than alkanes. Clearly then the formation of NOX through all

these pathways is strongly coupled to the fuel chemistry.

8.5 Conclusions

The objective of this chapter was to examine the formation of NO through the flame

front of alcohol and alkane flames in a higher temperature Bunsen flame and lower

temperature flat flame configurations. This was achieved through a quantitative

NO LIF experimental campaign, incorporating careful control of the experimental

boundary conditions, including LIF, calibration, and quenching considerations. The

result is the ability to observe the formation of NO through the flame front in a

non-intrusive manner under temperature fields both with and without significant

contributions of Thermal NO.

The experiments identified regions in both flames in which the primary contri-

butions to NO formation were through the non-thermal mechanisms. In the Bunsen

flames, this region was identified by a clear delineation in the rates of NO formation.

Whereas in the flat flames the contribution to Thermal NO in the post flame was

obviously very low or negligible.
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Comparisons of the non-thermal contributions under both burner configurations

were remarkably similar, with alcohols producing as much as 50% less non-thermal

NO than alkanes, with methanol producing less than 20% of the NO observed in

methane. Under lean conditions, the observed reduction in non-thermal NO reduced

to about 80-90% of that observed in alkanes, however with increasing equivalence

ratio the formation of non-thermal NO in alcohol flames was reduced. However, as the

equivalence reached the rich region, further increases did not significantly reduce the

formation of NO relative to alkanes. Additionally, as the temperature was reduced,

the variations in NO formation between the different alcohols was reduced, except for

methanol.
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Chapter 9

CH2O LIF concentration

measurements in alcohol and

alkane flames

In the analysis of the influence of OH groups on fuel decomposition pathways discussed

in Section 6.3, it was predicted that the presence of the OH group would shift the

selection of decomposition pathways toward those involving hydroxymethyl radical

and formaldehyde. Once formed, formaldehyde then directly oxidized through HCO

to CO, without providing a significant contribution to the CHi=1,2,3 radical pools. As

a consequence, formation of NO through the non-thermal mechanisms involving HC

radicals were reduced.

In this section, an investigation of the CH2O concentrations in Bunsen-type pre-

mixed flames will be conducted using LIF diagnostics. A description of the exper-

imental approach and alignment of the observed fluorescence with one-dimensional

simulations of the flame are presented in Sections 9.1 and 9.2, respectively. Then

the CH2O concentrations utilizing a semi-quantitative approach are presented in Sec-

tion 9.3.
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9.1 Experimental setup

The experimental setup in this chapter is very similar to the measurements in the

Bunsen-type flame of the previous chapter. The same burner configuration and exit

velocity conditions were used, and a curious reader is directed to Section 8.1 for

further details.

As discussed in Section 2.3.2, the light source used in these experiments was a

frequency-tripled 10-Hz Nd:YAG around 355 nm. The optical set up, including tele-

scoping lens assembly and beam profile correction apparatus, are also identical to

the setup shown in Fig. 8.1, with the substitution of wavelength appropriate mir-

rors for routing the beam. The CH2O fluorescence was observed in the broadband

between 400 and 500 nm, with background subtraction with the laser off. For each

fuel/equivalence ratio condition, 100 exposures were collected.

The process for correcting fluctuations in the total laser energy, the distribution of

laser energy as a function of position in the beam, non-linearity of the pixel response

of the camera, and spatial calibration were all also identical with the processes for

NO LIF and 2λ-OH LIF thermometry as discussed previously. Calibration of the

LIF signal to species concentration did follow a different process, however. CH2O

absolute concentrations have previously been calibrated using a LIF reference ob-

served from a reference cell filled with a known concentration of formaldehyde vapor

at low pressure [152]. In this work, it was found to be difficult to reliably supply a

low pressure reference cell with a known concentration of formaldehyde. Therefore,

a semi-quantitative approach was taken to utilize predicted peak CH2O concentra-

tions in a stoichiometric methane flame as the reference standard for the remaining

conditions. Additionally, quenching rates were estimated following the approach of

Paul and Najm [149], in which Q12 is proportional to Tα with −1 < α < −0.5. These

two limits are preserved in the following analysis, and consistent with observations of

others [153, 155], this range of temperature dependence is not very impactful on the
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Figure 9.1: CH2O LIF and edge detection in a methanol, φ = 1.2 bunsen flame.

measured concentrations.

Only measurements in the Bunsen-type flame are reported here. Because the

formaldehyde present in the premixed flame exists primarily in the preheat region,

with peak concentrations observed to be near 1200 K [155], attempting to measure

formaldehyde LIF in the flat flame configuration proved unsuccessful due to the close

proximity of the porous plug. Therefore, the focus remained primarily on the conical

flames.

9.2 Determination of flame front and positioning

The process for identifying the flame front in the CH2O LIF images was very similar

to that for the NO LIF images in Section 8.2.1. However, the aligning criteria was the

peak CH2O LIF signal. Figure 9.1 shows an example LIF image for a rich methane

flame after all of the image processing corrections. Clearly the CH2O resides in a

thin region through the flame and cannot survive into the post-flame in significant

quantities.
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It is then necessary to align the LIF profile with the predicted CH2O concentration

profile. However, correction for the temperature dependent quenching and population

fraction will shift the location of the peak CH2O concentration (due to the increasing

temperature profile through the CH2O region). Therefore, rather than align the LIF

and predicted CH2O concentration peak locations, it is actually necessary to align

the peak in experimental measurements with the peak in a simulated LIF profile

based on the predictions. This is shown in Fig. 9.2. The solid blue line in this figure

shows the predicted CH2O concentration and the solid red line shows what the LIF

signal profile would be accounting for the quenching corrections. As can be seen,

the peak location shifts approximately 0.2 mm toward the lower temperature region.

The experimental measurements are then aligned on this simulation LIF signal, rather

than the predicted concentrations.
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9.3 CH2O concentration

After aligning the CH2O LIF profile with the simulations appropriately, application

of the quenching corrections was completed with the following relation:

XCH2O = C · T
fb
· Q21

A21

· SCH2O (9.1)

where C is the calibration constant relating pixel intensity to concentration in parts

per million, fb is the population distribution of the ground state as described in equa-

tions 2.17–2.20. The fluorescent yield term has been simplified through the assump-

tion that Q21 �A21, which allows for the exponent on the temperature dependence

of Q21 to be varied between −1 < α < −0.5. As mentioned before, the calibration

constant C was determined based on the peak predicted concentration of CH2O in

a stoichiometric methane flame. Two calibration constants were calculated based on

the extremes of α and were carried over into equation 9.1.

The resulting CH2O concentrations for α = −1 and α = −0.5 are shown in

Fig. 9.3, indicating a band in which a reasonable quenching rate would result. Fig-

ure 9.3 shows comparisons of the measured concentrations with predicted values for

the C1–C3 fuels, organized in rows, at equivalence ratios of 0.9, 1.0, and 1.1, organized

by columns.

Examining the first row, composed of the C1 fuels, it appears that the model does a

good job in predicting the peak height for both fuels. Given that the LIF is calibrated

on the middle alkane profile, the peak concentrations are well captured in the lean

and rich cases as well. The methanol peak heights are also well captured through

the equivalence ratio range. However, while the model does a good job predicting

the shape of the methane peak, the predicted methanol peaks are less successful. It

appears that the rate of consumption of CH2O is over-predicted, narrowing the peak.

The C2 fuels appear to be not well captured in the model’s predictive capability.
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Figure 9.3: CH2O concentration profiles for lean, stoichiometric, and rich C1, C2, and
C3 fuels.
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Peak concentration values for the ethane flames are close to the measured values,

however the ethanol peaks are greatly under-predicted by about 50%. The ethane

peak shape is good on the formation side, and adequate on the consumption side with

a slight over-prediction of consumption rate. It is difficult to tell if the ethanol peak

would adequately capture the consumption rate due to the significant differences in

peak height.

The C3 alkane shows the worst agreement of all the alkanes. The model under-

predicts the peak concentration by approximately 20%. The formation side of the

peak is in consistently good agreement, however the consumption also appears to

be over-predicted. The C3 fuels present several interesting trends. It appears that

peak n-propanol concentrations are reasonably well predicted while the i-propanol

concentrations are off by about 50%. Both alcohols show an increase in peak concen-

tration with equivalence ratio, however the rate of increase for n-propanol is greater

than in the i-propanol case. At φ=0.9, measured CH2O for both alcohols are very

similar and at φ=1.1 the measured i-propanol concentrations were 30% lower than

the n-propanol. The model predicts an increase in n-propanol peak concentrations,

however the rate of this increase in under-predicted. Meanwhile, the model does not

predict a significant increase in the i-propanol flames.

Figure 9.4 provides a summary of the peak concentrations for each of the fuels over

the equivalence ratio range in this work. Generally, the summary shows deceptively

good agreement in capturing the experimental trends. Predictions in the alkane fuels

appear to do a much better job. Poorer prediction in the alcohol fuels is reasonable

because different fuel decomposition routes are activated in the alcohol flames. These

routes involve a greater proportion of oxygenated intermediates, such a formaldehyde,

than has been observed in alkane flames. This is clearly seen in Fig. 9.4 where

measured concentrations of formaldehyde in alcohols were approximately 10, 3, and

2 times greater than concentrations in the comparable alkanes. Additionally, peak
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Figure 9.4: CH2O peak concentrations.
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formaldehyde concentrations appear to be a much stronger function of equivalence

ratio in the alcohol flames than in the alkane, which further indicates the presence

of equivalence ratio sensitive paths in alcohol combustion that are not present in the

the alkanes.

The net effect on NOX formation is difficult to quantify, however the combustion

of the alcohol fuels clearly proceeds through a different set of intermediate hydrocar-

bon and oxygenated hydrocarbon radicals than in comparable alkane flames. These

alternative pathways influence the distribution of intermediate species and the result

is the reduction of non-thermal NO formation.

9.4 Conclusions

The objective of this chapter was to investigate the concentrations of formaldehyde

present in alkane and alcohol flames and compare with the model’s predictive capa-

bility. Experiments in Bunsen-type premixed flames with CH2O LIF measurements

were conducted and quantified using a semi-quantitative approach to estimating the

quenching rate and the LIF calibration. This approach yielded the expected bounds

in which a fully quantified CH2O LIF technique would measure.

It was observed that alcohol flames produced significant greater concentrations

of formaldehyde through the flame flame. The peak concentrations in the alcohol

flames were up to an order of magnitude greater in the methanol flame than the

methane, and approximately a factor of 2 in the n-propanol flame. Generally, the

model did a good job of predicting peak CH2O concentrations (apart from ethanol

and i-propanol), however the peak shape was not well predicted. Consumption rates

of formaldehyde in the model appear to be much greater than those observed in the

experiment, resulting in a curtailing of the CH2O peak. Under these conditions, it

appears that the model could be improved to more accurately match the formaldehyde
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distribution. This is especially true as the non-thermal NOX contributions discussed

in Chapter 8 are highly dependent on the distribution of hydrocarbon and oxygenated

hydrocarbon radicals.
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Chapter 10

Conclusions and Final Comments

In this work, the influence of the OH (hydroxyl) functional group on the suppression

of NOX formation was examined. The primary focus was on attempting to experimen-

tally capture the differences in non-thermal contributions to NOX formation in the

combustion of a relatively wide range of fuels with as many as three hydroxyl groups.

Included among these fuels were several practical fuels with significant potential for

application on an industrial scale, including the C1–C3 alcohols and glycerol, the

largest by-product of biodiesel production.

Generally, the conclusions can be summarized as follows. NOX emissions in flames

burning fuels containing one or more OH groups are reduced in proportion to the

number of OH groups relative to the number of carbon atoms. The presence of the

hydroxyl moiety shifts fuel decomposition pathways away from hydrocarbon interme-

diates vital for the formation of non-thermal NO toward oxygenated intermediates.

In turn, all of the non-thermal NO formation pathways are reduced in alcohol and

poly-alcohol flames, with varying degrees of reduction dependent on equivalence ratio.

Under lean conditions, H/N/O sub-mechanisms are primarily responsible for lower

NO emissions. Under rich conditions, C/N sub-mechanisms are primarily responsible,

through the combined effect of reduced Prompt NO formation and an unaffected NO-

HCN Reburn NO consumption. However, additional work is necessary to improve the

quality of model predictions, both in the formation of HC intermediates and in the
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initiation rates for the NO formation sub-mechanisms.

Two different approaches were used in this study. The first was to design and

construct a laboratory scale high-swirl burner apparatus with the specific capability

to combust difficult to burn fuels. These fuels are characterized by low energy densi-

ties, high viscosities, and high boiling points; but the addition of multiple hydroxyl

groups to the fuel molecules allowed for a direct comparison of the influence of the

substitution of hydroxyl groups. A test matrix of C1–C3 fuels with up to three OH

groups was established. The second approach was to study pre-vaporized mixtures

of alcohols and alkanes under simpler burner configurations with reduced dimension-

ality. These more fundamental studies allowed for more detailed measurements of

NOX formation in the flame front of a wide range of fuels, both with and without the

presence of OH functional groups.

The results of the first approach can be summarized as follows:

• A robust high-swirl combustion apparatus was successfully constructed and

characterized for the combustion of glycerol, diesel, and propane fuels. This

burner design utilized a high-temperature cast refractory combustion chamber

providing rigorous thermal feedback to vaporizing liquid spray achieved with

an air atomizing nozzle. Characterization of the burner’s operation showed a

factor of 20 reduction in NOX formation in glycerol flames when compared with

either glycerol or diesel.

• The influence of the air-atomizing nozzle was investigated for oxygenated liquid

fuels. Due to the significant differences in the thermo-physical properties of the

liquid fuels, large variations in the quality of atomization could be observed

through the range of control parameters available. These variations were inves-

tigated in detail for the influence of the nozzle turndown ratio, the atomizing air

flow rate, and the liquid preheat temperature. It was observed that the great-

est impact on quality of atomization was through the atomizing air flow rate,
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followed by the fuel preheat temperature, and then the turndown ratio. It was

also observed that through competing effects within the atomization process,

careful selection of control parameters could yield a tailoring of the atomization

to meet specific objectives.

• A parameter study of the influence of the atomizing air flow rate and the swirl

number was conducted, including measurements of the mean flame tempera-

ture profiles and stack gas emissions measurements. It was observed that the

atomizing air flow rate has a strong influence on the shape of the flame, the

peak flame temperatures, and the prominence of the fuel-driven and air-driven

vortices anchoring the flame. The swirl number has a strong influence on the

entrainment of droplets in the region anchoring the flame as well as the max-

imum atomizing air flow rates achievable in the burner. Through the careful

selection of boundary conditions and an iterative selection process, it was pos-

sible to effectively limit variations in global NOX formations to differences in

the non-thermal contributions. It was observed that NO formation through the

non-thermal pathways was strongly and inversely dependent on the degree of

oxygenation. Additionally, fuels with similar ratios of OH/C exhibited similar

NO formation rates, which increased as OH/C decreased.

• A simple zero-dimensional modeling study under a wide range of temperatures

and equivalence ratios typical of a swirling liquid spray flame was conducted

using detailed chemical kinetics. It was observed that contributions to the non-

thermal NO formation through the Prompt mechanisms were indeed limited

by the greater sparcity of CH radicals in fuels with higher OH/C ratios. A

detailed reaction path analysis for the fuel decomposition pathways identified

a preference for carbon atoms adjacent to an OH group to oxidize through

hydroxymethyl radicals with subsequent oxidation through formaldehyde. Such
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pathways have greatly limited contributions to the hydrocarbon radical pools.

These trends were consistent along constant ratios of OH/C, indicating that

fuels such as glycerol and ethylene glycol behave very similarly to methanol

with regard to HC intermediate species.

The second approach allows for a more detailed investigation of the coupling of the

fuel and NOX chemistry. This approach, however, was limited to fuels that can be

premixed relatively easily, which precluded the polyols due to their low saturation

pressure. Nonetheless, it was then easy to compare fuels which were structurally

similar, with the presence of the OH group as the sole distinction. The results from

this part can be summarized as follows:

• A liquid fuel vaporization system was designed and constructed to allow for the

controlled evaporation of liquid fuels and premixing with air through a range

of equivalence ratios. This pre-vaporization system was then coupled with a

pair of fundamental combustion geometries in flat flame and Bunsen-type flame

configurations, allowing for comparisons of experimental measurements with

model predictions.

• Probed measurements of temperature and selected species were conducted through

the flat flame and in the post gases. The low temperatures in the flat flame

helped to limit the contribution to NO formation through the Thermal mech-

anism, allowing non-thermal contributions to provide the greatest distinction

between fuels. Despite intrusive effects, lower concentrations of NO formation

were observed in alcohol flames than in alkane flames of the same carbon num-

ber. This reduction in NO was observed to be greater when the presence of the

hydroxyl group had a greater influence in the fuel structure, i.e. methanol and

methane flames. Additionally, the difference in NO formation in alcohol and

alkane flames increased as the equivalence ratio increased, indicating a strong
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coupling of the NO formation to fuel chemistry.

• Non-intrusive measurements of the flame temperature were conducted using 2λ-

OH LIF thermometry. Coupled with the probed thermocouple measurements,

these two techniques allowed for the simulation of one-dimensional flames with

detailed chemistry and the use of the measured temperature profile in the solu-

tion. Predictions of NO concentrations in the post flame were shown to generally

under-predict the measured concentrations, however the trends with respect to

fuel family were consistent.

• NO concentrations were measured in both the flat flame and Bunsen flame con-

figurations using a quantified NO LIF technique. This technique allowed for

the investigation of the formation of NO in the flame front which is typically

characterized by contributions to NO through non-thermal pathways. The use

of the flat flame and Bunsen configurations allowed for the investigations of

NO formation in lower and higher temperature flames. For both configurations,

the non-thermal NO contributions were significantly lower in the alcohol flames,

ranging between 50-80% of the alkane flames. In the higher temperature flames,

this difference in non-thermal contributions increased even further as the equiv-

alence ratio increased. However, in the lower temperature flames, the difference

in alcohol and alkane flames reached a maximum in the rich region with most

of the fuels collapsing at around 50%.

• Simulations for both burner configurations were investigated through detailed

reaction path analyses. This analysis allowed for the accounting of nitrogen

flux through the flame, leading to the formation of NO. By identification of

the different known NO formation pathways, the contributions of each sub-

mechanism could be compared. It was observed that formation of NO through

all of the NO formation pathways in alcohol flames were lower than in the
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alkane flames. This indicates that the lower concentrations of NO resulting

from alcohol flames in not due simply to a smaller CH radical pool, but is also

due lower concentrations of other hydrocarbon intermediates as well as lower

formation through the N2O and NNH mechanisms.

In conclusion, all these considerations of non-thermal NO formation pathways

become increasingly important as advanced NOX mitigation techniques frequently

enter the low temperature regime, shifting the formation of NO primarily from the

thermal mechanism to non-thermal mechanisms. Coupled with the increasing role of

alcohols and oxygenated fuels globally, understanding of the unique characteristics of

one of the most tightly regulated emissions will play an increasingly vital role.
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