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This dissertation studies two important models in the field of the distributed generation

technologies to provide resiliency to the electric power distribution system. In the first

part of the dissertation, we study the impact of assessing a Combined Cooling Heating

Power system (CCHP) on the optimization and management of an on-site energy system

under stochastic settings. These mathematical models propose a scalable stochastic deci-

sion model for large-scale microgrid operation formulated as a two-stage stochastic lin-

ear programming model. The model is solved enhanced algorithm strategies for Benders

decomposition are introduced to find an optimal solution for larger instances efficiently.

Some observations are made with different capacities of the power grid, dynamic pricing

mechanisms with various levels of uncertainty, and sizes of power generation units. In the

second part of the dissertation, we study a mathematical model that designs a Microgrid

(MG) that integrates conventional fuel based generating (FBG) units, renewable sources

of energy, distributed energy storage (DES) units, and electricity demand response. Cur-



tailment of renewable resources generation during the MG operation affects the long-term

revenues expected and increases the greenhouses emission. Considering the variability of

renewable resources, researchers should pay more attention to scalable stochastic models

for MG for multiple nodes. This study bridges the research gap by developing a scalable

chance-constrained two-stage stochastic program to ensure that a significant portion of the

renewable resource power output at each operating hour will be utilized. Finally, some

managerial insights are drawn into the operation performance of the Combined Cooling

Heating Power and a Microgrid.

Key words: Combined Cooling Heating Power, Microgrid, Renewable Energy, Power Out-
ages, Benders decomposition, Chance-Constrained
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CHAPTER 1

INTRODUCTION

1.1 Introduction

In recent years, multiples environmental concerns have motivated different areas of re-

search to find ways to reduce greenhouses emission. Since there is no a straightforward

solution different approaches have emerged as promising technologies such as Combined

Cooling Heating and Power Systems, and Microgrid. In this new landscape, the concept

of this small scale of energy systems is defined as a configuration that uses Distributed

Energy Resources (DER) and they have an autonomous capability from the traditional

grid [69]. Integrating traditional power generation, and renewable generation satisfies more

efficiently multiple types of customer’s demand for cooling, heating, and electricity. Fur-

thermore, their different configurations interact with the main power grid. [35]. Thus, re-

searchers highlight network configurations composed of traditional fuel-based generators,

Combined Heating, and Power, renewable sources, thermal and storage components [7].

Research done by Hanazadeh et.al [38] Jradi and Riffat [45] states as a broad definition

of a CCHP that it can generate electricity, mechanical, cooling and thermal energy using

the same source of power. Hence, CCHP is called trigeneration [115] [40], and it is an

excellent alternative as a DER mode [87]. CCHP has several advantages. For instance, in

efficiency, while in traditional generation systems, the average is 30-35% of energy con-
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version, CHP and CCHP technologies achieve an average of 80% of energy conversion of

fuel into energy [67] [96]. Furthermore, Lemar (2009) highlights the policies that promote

Combined cooling, heating, and power (CCHP) on the cost saving impact on energy use

and carbon emission reduction [44].

Ensuring that any power supply networks are cost effective is challenging due to the

uncertainties of the environment. Investments in equipment and operational cost are signif-

icant for the long-term, and the major risk is that they are vulnerable to unexpected natural

disasters, such as inclement weather, hurricanes, or human-made disasters [62]. There-

fore, designing reliable power supply and distribution system to hedge against risks from

unexpected natural disasters is important. In the operation of a CCHP system, uncertainty

comes from different sources. The main sources of uncertainties are the weather condi-

tions and the energy demand [123]. For instance, the forecast weather inaccuracy for the

thermal load, government policies (i.e. tariffs), the nonlinearity of engines performance

and power outages are critical factors of uncertainty analysis [97].Moreover, a CCHP-

Microgrid faces the random nature of the output power of renewable energy sources [64].

Finally, the most critical part is the computational time that increases drastically as soon

the number of scenarios increase to consider the stochasticity of these complex systems.

These challenges have motivated researchers to identify decision models to help decision-

makers in these micro-scale energy systems design and management decisions, so the aim

of this paper is to build a model of these systems that guarantee an efficient and consistent

performance under uncertainty. Following this stream of research, we use a case study to
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demonstrate the role advanced mathematical optimization models we propose will have on

reducing computational time, and provide an optimal power flow.

In Chapter 2, we present a two-stage stochastic mixed integer linear programming

(SMILP) model to study the impact of the electricity demand uncertainty, and to obtain

the optimal operation decisions strategies for the CCHP, the energy storage system (i.e.

battery), and the thermal storage. The proposed model allow us to study the CCHP oper-

ation with an electric battery and thermal-storage under uncertainty and to minimize the

operational. We solve this problem using enhanced techniques of generalized Benders

decomposition algorithm and then integrate sample-averaged-approximation’s algorithm

with a Benders accelerated method. We develop a case study using data from the electric

provider in Arizona, and by demand, simulation using the software Energy Plus. The re-

sults from the computational analysis show important observations about the impacts of

changes in power grid capacities (including power outages), and different sizes of battery

capacities, electricity generator units, and pricing mechanism.

Microgrid enables the integration of traditional generation sources, renewable sources

of energy (e.g. solar or wind generation), distributed storage resources, and demand re-

sponse. The efficiency and reliability of any power generator and distribution network

capabilities are crucial aspects of the energy industry. Ensuring that these networks are

cost-efficient is challenging due to the uncertainties of the environment. Furthermore, the

curtailment of the power generation of renewable resources during the microgrid opera-

tion affects the long-term revenues expected and increases the emission of greenhouses

gasses, and the reduction of renewable generation has grown notoriously in the last decade
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of expansion of the renewable energy facilities. To address this need, Chapter 3 presents

a chance-constrained two-stage stochastic programming model formulation for the micro-

grid operations under uncertain electricity demand. In the chance-constraint representa-

tion, we use three different policies to ensure that the utilization of renewable energy (i.e.,

solar) is high in microgrid operations. We develop a combined SAA algorithm to solve the

chance-constrained two-stage stochastic programming model for the microgrid scheduling

problem. The numerical analysis demonstrates that total system cost is mostly impacted by

the distributed generation technologies. Also, the chance constraint model provides an effi-

cient planning tool to allocate and dispatch renewable-generation power, and consequently,

it reduces the risk to curtail during the microgrid operation.

In summary, our study provides models and algorithms for distributed generating tech-

nologies. We have conducted some real life experiments that will help the decision-makers

to make sizing, pricing mechanism, and planning decisions to ensure long-term success

regarding cost, and the resiliency for power outages.
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CHAPTER 2

DEVELOPING A CCHP-MICROGRID OPERATION DECISION MODEL UNDER

UNCERTAINTY

2.1 Introduction

The US electricity demand which is, estimated by the US Energy Information Admin-

istration will grow by 29% (0.8%/year), from 3,826 billion kilowatt-hours (kWh) in 2012

to 4,954 billion kWh in 2040 [107]. To improve the energy efficiency in the U.S., the

concept of micro-grid has attracted greater attentions during the past few years [119]. The

micro-grid utilizes distributed generators, such as combined cooling, heating and power

(CCHP) system and photovoltaic (PV) arrays, among others and distributed energy storage

(DES), like batteries, to decentralize the current power system. The CCHP system has

the capability to provide electric, cooling and heating energy simultaneously [35] and has

the potential to reduce carbon emission and improve energy efficiency [67] [96] [44]. To

this end, extensive research has been conducted in the past few years to develop efficient

operation decisions for CCHP integrated micro-grid, termed as CCHP-microgrid in this

research. The existing operation decision models can be classified into two groups: 1) de-

terministic model which does not consider uncertainties exist in operation environment and

system configuration, 2) stochastic model which considers various sources of uncertainties.
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The deterministic models mainly, focus on optimal dispatch to minimize the opera-

tion cost. For instance, a linear programming model is proposed in [125] to minimize the

total system cost which includes operation and maintenance costs. Another determinis-

tic approach handled forecasted demand and solar power generation [37]. Furthermore,

deterministic linear programming has been applied for unit commitment problem for a

Microgrid configuration [39].

Researchers have developed multiple deterministic approaches. A linear programming

model introduced in (LP) [89] minimizes simultaneously the production and purchase costs

of three energy components, and CO2 emissions costs, and overall cost of energy for the

CCHP system in [51] .Non-linear programming model (NLP) to attain better operational

efficiency, reduce the total cost, and improve environmental performance [58]. Literature

shows mixed-integer programming model (MILP) to optimize operational efficiency and to

analyze the economic and environmental impacts of distributed energy systems [79], and

mixed integer nonlinear programming (MINLP) to find the optimal operation strategies

under various load conditions [116]. As a note research work tended to focus on energy

cost primary energy consumption (PEC), and carbon dioxide emission (CDE) reduction

using different optimization and algorithm techniques [20] [53] [102] [111].

These studies emphasized in both on the CCHP architecture and the microgrid plan-

ning, operation and control. Furthermore, some studies have focused on multiple co-

generation units such as boilers, thermal storage, prime movers and refrigeration cycles

[14].Later, the literature shows the addition to binary variables to including the start-

up/shut down and the charging/discharging characteristic of some components CCHP sys-
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tem (i.e. generator units and thermal storage respectively). Thus, MILP model was suc-

cessfully introduced as a modeling technique to account those characteristics. Z. Zhou et

al. (2013) developed a linearized model achieving better computational solution [122].

Another effort to study CCHP operation is the stochastic model which optimizes the

performance of the CCHP system with uncertainties in energy demand [41] [123], and in

the operation phase [29]. Researchers have proposed many stochastic optimization models

for CCHP operation (i.e. unit commintment, economic dispatch, planning and control) [41]

[118] [59], mostly for single units (e.g. residential homes) [18]. For instance, Sheng et.al

(2015) studies a CCHP system developing a multi-objective chance-constrained model. It

minimizes the total cost and minimize greenhouse emissions. They test the model in a hotel

building improving the system efficiency [95]. Karimi et.al (2014) studied the stochasticity

of the demand and its impact on the operation cost and performance. They studied a grid-

connected home systems [46]. Furthermore, demand from different sizes of buildings are

used to test a CCHP systems in [30]. The proposed model optimizes the size of the PGU

and the CCHP operation systems as well. It founds mathematical relationships between

the size of the building and the size of the PGU.

Additional efforts have done to reduce the computational burden has been done by

Benam et.al in [11]. They developed a two-stage mixed-integer linear programming to

determine the optimal number, and the size of the CCHP components. They tested the

model for a large residential unit to measure the CCHP performance, but the study does

not consider prices uncertainty, and the separation of the cooling and heating demand.
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Although the existing deterministic and stochastic models are proven optimization

techniques that improve the performance of CCHP in terms of energy efficiency, there

are still numerous gaps and limitations in the literature such as the following:

1. The increase of complexity to integrate large scale of multiple energy systems with

a large demand nodes under uncertainty is a challenge, and developing models to

understand large complex energy systems is underdeveloped area of research.

2. Literature mention that computational complexity of stochastic models is signifi-

cantly higher [59]. There is a huge gap in the literature to propose methodologies to

reduce computational complexity to solve for large instances.

Given these gaps in the existing literature on the CCHP Operation models, to the best of

our knowledge, our study contributes to fill the gap by modeling a complex energy system

(a large CCHP, i.e Microgrid type) considering its stochasticity with a large number of

demand nodes.Thus, the main contributions in this research are summarized as follows: (1)

Developing a scalable two-stage stochastic decision model for large scale micro-grid op-

eration under uncertainty considering a larger number of scenarios which could make the

CCHP operation strategy more reliable. (2) Proposing multiple enhanced algorithm strate-

gies to obtain high quality optimal solutions to reduce significantly the computational time.

(3) Providing a decision-making framework to establish better strategies to use energy ef-

ficiently under different uncertain parameters and scenarios (plan prices, demand level,

etc.).

8



This paper is organized as follows: Section 2 describes the problem statement of the

CCHP system proposed. Section 3 presents the two-stage stochastic linear programming

mathematical model. Section 4 presents the proposed algorithms strategies; we explain the

Sample Average Approximation (SAA), Benders decomposition algorithms. We introduce

enhanced techniques of generalized Benders decomposition algorithm and finally, we inte-

grate SAA with a Benders accelerated method. Section 5 presents the computational study,

managerial insights, and conclusions of this paper.

2.2 Problem Description

In the following paragraphs, we will describe the Combined Cooling, Heating and

Power system.

2.2.1 CCHP System Structure:

Network flows theory helps to set up linear programming models [5]. Network flows

is used to visualizes the interactions among energy supplies, energy flows and loads [19].

Figure 2.1 shows an application of residential buildings clustered and integrated with a

CCHP system. The dot-dashed line, solid line, and dashed line represent the primary

energy flow, electricity flow, and thermal energy flow respectively. Buildings require elec-

trical power and thermal energy. The CCHP has a power subsystem (power generation

unit and boiler), a cooling/heating subsystem, and a heat recovery subsystem. The CCHP

configuration depicted in this paper considers additionally an electrical battery that works

as Energy Storage System (ESS), and an additional Thermal Storage system (TSS). From

the figure, it is observed that the power generator unit (PGU), prime mover and generator,
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is fuel-based, and it is suitable for a residential application. PGU provides the electricity

required for the buildings (e.g. lights, computer, electrical appliances). Furthermore, when

there is an excess of power (as shown in Figure 2.1), the CCHP has the capability of either

storing power in the battery for future use or selling back the power excess to the grid. Re-

garding the thermal load requirement, waste heat recovered from the PGU and the boiler

provides space for both cooling and heating. The electric battery buffers any fluctuations

due to the stochasticity in the power grid or prime mover, and the thermal storage system

absorbs any thermal excess, so both, battery and thermal storage, have an impact on the

efficiency.

Figure 2.1

Schematic of the CCHP Integrated Energy System
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There are two main operation modes strategies for analysis and optimization of CCHP

systems [67] [66] [68]: (1) Following the electric load (FEL), and (2) following the ther-

mal load (FTL). There are several studies that have studied both strategies under different

conditions with electric and thermal demand styles. Although, both strategies will waste

energy (i.e. not 100% efficiency) [61], studies shows that there are some advantages of

FTL over FEL in operation cost (i.e. primary energy consumption) [66]. For the purpose

of this paper, the CCHP configuration considers that it recovers the waste heat from the

prime mover, and it satisfies the entire demand of the buildings’ thermal energy (cooling

and heating). If the prime mover is not enough, a boiler is added. Furthermore, the prime

mover satisfies the electricity requirements of the buildings. If it is not sufficient, the power

grid will provide the additional power. Thus, this paper considers that the CCHP operates

under FTL strategy. Figure 1 shows a visual representation of the CCHP architecture under

investigation.

This paper proposes a stochastic modeling formulation approach, and the next section

will describe in detail the mathematical model.

2.3 Model Formulation:

In this section, we develop a stochastic mixed integer linear programming (SMILP)

model to study the impact of the electricity demand uncertainty, and to obtain the optimal

operation decisions strategies for the CCHP, the energy storage system (i.e. battery), and

the thermal storage.
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The model studied in this paper considers two kinds of variables. Binary variables for

CCHPs on/off states, electric batterys charge/discharge states, and thermal storage systems

charge/discharge states; and continuous variables for electrical and thermal energy flow.

The CCHP will decide how its energy production is delivered to the buildings (users), or

stored in the ESS or the TSS if a surplus of electricity or thermal energy occurs respec-

tively. Decisions of the EES and TSS will decide their on/off sequence to charge/discharge,

and how to deliver the discharged energy to each building. Furthermore, there exists a limi-

tation for the battery and the thermal storage, they cannot charge/discharge simultaneously.

Moreover, it is assumed that it is not possible buying and selling electricity simultaneously

from/to local grid.

The model considers the following subscripts: i in I is the index for the buildings

integrated to the CCHP system. The t in T is the index of the decision time interval, and ω

in Ω for the generated scenario with its probability assigned.Each scenario generated will

specify the electrical and thermal demand, the states of the generator, boiler, battery and

the thermal storage. There are different scenario generation methods. For instance, Monte

Carlo Sampling, Optimal quantization of probability distributions, and Quasi-Monte Carlo

methods without nonanticipativity constraints.

These binary variables (i.e. 0/1), Zp
t and Y p

t describe the on/off status of the PGU, and

Spt its limitation of the CCHP operation at partial loads.

Zp
t =


1 start-up state indicator for PGU at time t

0 otherwise;
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Y p
t =


1 shut-down state indicator for PGU at time t

0 otherwise;

Spt =


1 commitment state of PGU at time t

0 otherwise;

The following binary variables, Ze
t and Y e

t describe the thermal storage on/off status, and

Se+t and Se−t describe its limitation of simultaneous charge and discharge respectively.

Ze
t =


1 start-up state indicator for thermal storage at time t

0 otherwise;

Y e
t =


1 shut-down state indicator for thermal storage at time t

0 otherwise;

Se+t =


1 charging state of thermal energy storage at time t

0 otherwise;

Se−t =


1 discharging state of thermal energy storage at time t

0 otherwise;

Zb
t and Y b

t describe the battery on/off status and Sb+t and Sb−t its limitation of simultaneous

charge and discharge respectively.

Zb
t =


1 start-up state indicator for battery at time t

0 otherwise;
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Y b
t =


1 shut-down state indicator for battery at time t

0 otherwise;

Sb+t =


1 charging state of battery at time t

0 otherwise;

Sb−t =


1 discharging state of battery at time t

0 otherwise;

Table 2.1 lists all the variables for the stochastic model formulation.

The objective function is formulated as a two-stage stochastic mixed-integer linear pro-

gramming. The first stage objective function is to minimize the startup cost of the PGU, the

electrical battery and the thermal storage (on/off status). The second stage objective func-

tion is the minimization of the operation costs under the realization of scenarios (amount

of energy generated by the PGU and boiler, amount of energy purchased/sold from/to the

grid, states of the battery and thermal storage)where ρw is the probability of scenario ω in

Ω.

[CCHP] Minimize
∑
t∈T

(
ψptZ

p
t + ψetZ

e
t + ψbtZ

b
t +

∑
ω∈Ω

ρw∆t
(
χ+
t E

gb
tω + κpt

F p
tω + κbtF

b
tω − χ−t E

g
tω +

∑
i∈I

χ+
t E

gl
itω

))
(2.1)

Subject to:
14



Table 2.1

Decision variables (DVs) used in stochastic

DVs Description
F p
tω Fuel consumption of PGU at time t under scenario ω
F b
tω Fuel consumption of boiler at time t under scenario ω
Egl
itω Electricity purchased from grid for building i at time t under scenario ω

Egb
tω Electricity purchased from grid to charge battery at time t under scenario ω

Eg
tω Electricity sold back to the grid at time t under scenario ω

Epl
itω Electricity generated by PGU for building i at time t under scenario ω

Epb
tω Electricity generated by PGU to charge battery at time t under scenario ω

Ebl
itω Power discharged from battery for building i at time t under scenario ω

Eb+
tω Power used to charge battery at time t under scenario ω

Eb−
tω Power discharged from battery at time t under scenario ω

Eb
tω Amount of electric energy stored in battery at time t under scenario ω

Qec
tω Thermal energy to cooling component at time t under scenario ω

Qeh
tω Thermal energy to heating component at time t under scenario ω

Qe
tω Thermal energy to thermal energy storage at time t scenario ω

Qe+
tω Thermal energy used to charge storage at time t under scenario ω

Qe−
tω Thermal energy discharged from storage at time t under scenario ω

Qs
tω Amount of energy stored in the thermal energy storage at time t scenario ω

Qsc
tω Thermal energy from storage to cooling component at time t scenario ω

Qsh
tω Thermal energy from storage to heating component at time t scenario ω

Qc
itω Cooling energy from cooling component for building i at time t scenario ω

Qh
itω Heating energy from heating component for building i at time t scenario ω
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The power purchased from the power grid is restricted by the capacity of the power

grid as follows:

Egb
tω +

∑
i∈I

Egl
itω ≤ ep ∀t ∈ T , ω ∈ Ω (2.2)

where ep is the capacity of the power grid.

For PGU, the energy conservation should be observed, namely that the total electricity

generated and offered to each building should be equal to the equivalent fuel consump-

tion considering fuel-to-electric conversion parameters. Natural gas engine performance is

modeled as

F p
tω =


a
(
Epb
tω + Eg

tω +
∑
i∈I E

pl
itω

)
+ b; ∀t ∈ T , ω ∈ Ω for PGU is operated

0 for PGU is off;

where a and b are the two fuel-to-electric-energy conversion parameters for PGU, which

equal to 2.97 and 11.66, respectively [19]. For equation (2), we introduce a binary variable

Spt to denote the state of PGU at time interval t, which can simplify this constraint as

following:

Epb
tω + Eg

tω +
∑
i∈I

Epl
itω −

(
F p
tω − bSpt

)
a

= 0 ∀t ∈ T , ω ∈ Ω (2.3)

F p
tω ≤ MSpt ∀t ∈ T , ω ∈ Ω (2.4)

where M is a big number which is commonly used in the integer programming model.
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For each building, the total electricity generated by PGU, from the battery, and the elec-

tricity purchased from the grid must cover the onsite electric demand load. The parameter

plitω denotes the electric load at time t for building i at scenario ω.

Epl
itω + Egl

itω + Ebl
itω ≥ plitω ∀i ∈ I, t ∈ T , ω ∈ Ω (2.5)

Spt−1 ≥ Y p
t ∀t ∈ T , t > 1 (2.6)

1− Spt−1 ≥ Zp
t ∀t ∈ T , t > 1 (2.7)

Spt − Spt−1 = Zp
t − Y p

t ∀t ∈ T , t > 1 (2.8)

0 ≥ Y p
1 (2.9)

1 ≥ Zp
1 (2.10)

Sp1 = Zp
1 − Y

p
1 (2.11)

The onsite heating and cooling demand must be fulfilled by a combination of the heat of

the boiler, the recoverable heat of the PGU and the discharge from the thermal storage, so

this is shown in equation 11.

Qec
tω +Qeh

tω +Qe
tω ≤

(
ηpF p

tω + ηbF b
tω

)
∀t ∈ T , ω ∈ Ω (2.12)

∑
i∈I

Qc
itω = ηc

(
Qec
tω +Qsc

tω

)
∀t ∈ T , ω ∈ Ω (2.13)

∑
i∈I

Qh
itω = ηh

(
Qeh
tω +Qsh

tω

)
∀t ∈ T , ω ∈ Ω (2.14)

Qc
itω ≥ pcit ∀i ∈ I, t ∈ T , ω ∈ Ω (2.15)

Qh
itω ≥ phit ∀i ∈ I, t ∈ T , ω ∈ Ω (2.16)
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where ηp is the fuel-to-thermal energy conversion efficiency of PGU, ηb, boiler thermal

efficiency, ηc and ηh are the cooling and heating components thermal efficiency. They are

equal to 0.51, 0.9, 0.7, and 0.85, respectively [19] [8]. Equations 12 and 13 are introduced

for energy balance for meeting energy loads for building i at time t. Finally, Equations 14

and 15 display the constraint of pcit and phit that are the cooling and heating loads of building

i at time t respectively.

For storage operation, the thermal energy stored in the storage is restricted by its lower

and upper limits as shown in equations (25)-(28). The charging (Se+t ) and discharging

rate (Se−t ) is limited in the range of maximal (qe+/qe−) and minimal (qe+/qe−) charging

/discharging rate. Then,

Se+t + Se−t ≤ 1 ∀t ∈ T (2.17)

Se+t−1 + Se−t−1 ≥ Y e
t ∀t ∈ T , t > 2 (2.18)

1−
(
Se+t−1 + Se−t−1

)
≥ Ze

t ∀t ∈ T , t > 2 (2.19)(
Se+t + Se−t

)
−
(
Se+t−1 + Se−t−1

)
= Ze

t − Y e
t ∀t ∈ T , t > 2 (2.20)

0 ≥ Y e
t (2.21)

1 ≥ Ze
t (2.22)

Se+t + Se−t = Ze
t − Y e

t (2.23)

Qe+
tω ≤ Qe

tω ∀t ∈ T , ω ∈ Ω (2.24)

Qsc
tω +Qsh

tω = ηeQe−
tω ∀t ∈ T , ω ∈ Ω (2.25)

Qe+
tω ≤ qe+Se+t ∀t ∈ T , ω ∈ Ω (2.26)

18



Qe+
tω ≥ qe+Se+t ∀t ∈ T , ω ∈ Ω (2.27)

Qe−
tω ≤ qe−Se−t ∀t ∈ T , ω ∈ Ω (2.28)

Qe−
tω ≥ qe−Se−t ∀t ∈ T , ω ∈ Ω (2.29)(

Qe+
tω −Qe−

tω

)
∆t =

(
Qs
tω −Qs

t−1,ω

)
∀t ∈ T , ω ∈ Ω (2.30)

Qs
tω ≤ qe ∀t ∈ T , ω ∈ Ω (2.31)

Qs
tω ≥ qe ∀t ∈ T , ω ∈ Ω (2.32)

Qsc
tω +Qsh

tω ≤ ηeQe
tω ∀t ∈ T , ω ∈ Ω (2.33)

where ηe is the thermal energy storage discharging efficiency, which equals to 0.95 [19]

[31] [94]. Equation (24) is a energy balance for thermal energy discharged from storage

Qe−
tω with the thermal energy transmitted from storage to cooling component Qsc

tω and heat-

ing component Qsh
tω at time t . For equation (29), Qs

tω is the amount of energy stored in

the thermal energy storage at time, so Qs
t−1ω is the amount of energy stored in the thermal

energy storage at the time time interval t-1. Equations (31) and (32) limit Qs
tω by its max-

imum qe and minimum qe thermal energy storage capacity. Finally, equation (32) states

that the thermal energy provided by the thermal storage cannot exceed the total amount of

thermal energy transmitted to thermal energy storage, Qe
tω, at time t.

For battery operation, the power stored in the battery cannot exceed its upper bound

and be less than its lower bound. The charging/discharging rate is limited by the maximum

and minimum charging/discharging rate. Therefore,

Sb+t + Sb−t ≤ 1 ∀t ∈ T (2.34)
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Sb+t−1 + Sb−t−1 ≥ Y b
t ∀t ∈ T , t > 2 (2.35)

1−
(
Sb+t−1 + Sb−t−1

)
≥ Zb

t ∀t ∈ T , t > 2 (2.36)(
Sb+t + Sb−t

)
−
(
Sb+t−1 + Sb−t−1

)
= Zb

t − Y b
t ∀t ∈ T , t > 2 (2.37)

0 ≥ Y b
t (2.38)

1 ≥ Zb
t (2.39)

Sb+t + Sb−t = Zb
t − Y b

t (2.40)

Eb+
tω /η

b+ + Egb
tω = Epb

tω ∀t ∈ T , ω ∈ Ω (2.41)

∑
i∈I

Ebl
itω = ηb−Eb−

tω ∀t ∈ T , ω ∈ Ω (2.42)

Eb+
tω ≤ qb+Sb+t ∀t ∈ T , ω ∈ Ω (2.43)

Eb+
tω ≥ qb+Sb+t ∀t ∈ T , ω ∈ Ω (2.44)

Eb−
tω ≤ qb−Sb−t ∀t ∈ T , ω ∈ Ω (2.45)

Eb−
tω ≥ qb−Sb−t ∀t ∈ T , ω ∈ Ω (2.46)(

Eb+
tω − Eb−

tω

)
∆t =

(
Eb
tω − Eb

t−1,ω

)
∀t ∈ T , ω ∈ Ω (2.47)

Eb
tω ≤ qb ∀t ∈ T , ω ∈ Ω (2.48)

Eb
tω ≥ qb ∀t ∈ T , ω ∈ Ω (2.49)

where ηb+ and ηb− are the battery charging and discharging efficiency, which equal to 0.9

and 0.9, respectively [19] [31] [94].

The Integrity and Non-negativity constraints are described as follows:

Zp
t , S

p
t , Y

p
t , Z

e
t , Y

e
t , S

e+
t , Se−t , Zb

t , S
b+
t , Sb−t , Y b

t ∈ {0, 1} ∀t ∈ T (2.50)

F p
tω, F

b
tω, E

gl
itω, E

gb
tω, E

g
tω, E

pl
itω, E

pb
tω
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, Ebl
itω, E

b+
tω , E

b−
tω , E

b
tω, Q

ec
tω, Q

eh
tω , Q

e
tω,

Qe+
tω , Q

e−
tω , Q

s
tω, Q

sc
tω, Q

sh
tω, Q

c
itω, Q

h
itω ≥ 0 ∀t ∈ T , ω ∈ Ω (2.51)

In summary, the proposed model allow us to study the CCHP operation with an electric

battery and thermal storage under uncertainty, and to minimize the operational costs. In

the following section, solutions approaches are proposed to solve efficiently the model.

2.4 Solution Approaches

CCHP, as a typical power system, involves a high number of complexities that gov-

ern its operation. CCHP considers individual generators, transmission network, storage

subsystems and load requirements. Thus, guaranteeing its reliability and robustness is an

NP-hard problem, and testing CCHP systems over a large number of scenarios are the

practice in the industry [1]. In addition, the problem stated in section 3, it is mixed-integer

linear programming with discrete and continuous variables. Somma et.al [98] supports that

although in a mixed-integer linear programming model for the operation Optimization of a

Distributed Energy System (DES), the Branch-and-Cut is a powerful technique but the pro-

cedure of obtaining the convex hull (small set that contains all integer feasible solutions)

is NP-hard. Hence, using commercial solvers (e.g. CPLEX) will not provide an efficient

solution for large-scale problems.

In this part of this study, we will introduce various algorithm techniques to be applied

to solve the stochastic CCHP problem. In sections 2.4.1, and 2.4.2, we will start describ-

ing the Sample Average Approximation (SAA), and Benders decomposition algorithms

respectively. On section 2.4.3, we will introduce enhancement strategies for Benders de-
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composition algorithm, and finally in section 2.4.4, we will integrate Sample Average Ap-

proximation approach with an accelerated Benders decomposition technique.

2.4.1 Scenario Generation for CCHP uncertainty:

Demand patterns, in the energy sector, are random in nature with a high degree of

uncertainty. As a note, industry practices focus on the operational performance of an en-

ergy system (e.g. CCHP) to satisfy peaks energy demand either for summer and winter.

However, the long-term planning requires incorporating the uncertainty [32]. The follow-

ing figures support the statements. For instance, to forecast the demand for space cooling

different approaches are needed. Traditionally, one approach is to forecast base on a sim-

ulation from aggregate historical data [27]. Another method is showed in Figure 2.2, it

uses historical data to get the differences between cool and warmer days (e.g.hourly de-

mand for a utility in Colorado in 2005) . Figure 2.3 shows this approach, it provides

better understanding and provides expected trends (multiple scenarios) for various loca-

tions. Therefore, considering a large number of instances in modeling a CCHP systems is

mandatory.

Therefore, to solve the two-stage stochastic linear programming model, a scenario anal-

ysis is an efficient method, and the probability description can be visualized using scenario

tree [6]. Figure 2.4 shows the scenario tree where each scenario corresponds a particular

outcome after the realization of the random variable. However, a reliable model requires

generating a relatively small scenario set. Gamou et. al [32] supports that energy demand

obeys to a normal probability distribution in which 95% of the whole area is within the
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Figure 2.2

Seasonal demand patterns in Colorado

Figure 2.3

Estimated cooling load patterns for Florida, Illinois, and New York
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range of 20% of the average energy demands. They worked with real data of more than

8700 hours of operation.

Figure 2.4

The scenario trees

Li et. al [56]adopted this assumption to do a sensitive analysis of energy demands on

CCHP systems, and in proposing an optimization model for building cooling heating and

power system with consideration of uncertainty of energy demands [57]. Zhou et.al [123]

worked with normal distribution of energy demand in a two-stage stochastic program-

ming for a distributed energy system (DER). We assumed that each type of energy demand

obeys the normal distribution aforementioned, and the random number generator will be

programmed accordingly with this assumption.
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2.4.2 Sample Average Approximation:

The concept behind the Sample Average Approximation (SAA) is to generate random

samples withN < |Ω| of realizations, and the expected value function is estimated (approx-

imated) by the sample average function [49] [103]. A deterministic optimization technique

solves the resulting sample average problem. The process is repeated with different sam-

ples generated to produce high-quality candidate solutions, and also statistical estimation

of their optimality gaps [108] [78].

As mentioned above, we assume that all energy demand follows a normal distribution

N (µ;σ2) for each location i ∈ I and time period t ∈ T . The random number generates a

large number of scenarios with equal probabilities 1
N

. Then, After the number of scenarios

are generated (i.e. N scenarios),the SAA Algorithm is as follows:

Minimize
{
zrΩ′ :=

∑
t∈T

(
ψptZ

p
t + ψetZ

e
t + ψbtZ

b
t +

1

N

N∑
n=1

Q
(
ZpZeZb, n

))}
(2.52)

Thus, as the sample size (i.e. the value of N ) increases the optimal solution of the above

equation converges with probability one to an optimal solution of the original problem

[CCHP] [49]. On the other hand, assuming that the SAA-problem is solved within an

absolute optimality gap δ ≥ 0, the size of N can be estimated to guarantee an ε-optimal

solution with a probability at leat equal to (1− α) as follows:

N ≥ 3σ2
max

(ε− δ)2

(
|T | (log2)− logα

)
(2.53)
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where ε > δ, α ∈ (0, 1), and σ2
max is a maximal variance of certain function differ-

ences [49]. Thus, after choosing a sample size N , the solutions of the SAA algorithm

provides lower and upper bounds for [CCHP], and it terminates when the gap between the

estimators falls below a pre-determined threshold value.

The steps to solve [CCHP] using the Sample Average Approximation (SAA) are as

follows:

Step 1: Determine a sample size |Ω′| and number of replications |R|. Select a sample

size |Ω′′| � |Ω′| to compute the estimated optimal objective solution of the SAA algo-

rithm. Set, the probability of scenario ω equal to ρω = 1/|Ω′|;∀ω ∈ Ω′.

Step 2: For r = 1→ |R|, apply the following steps:

2(a): Generate Ω′ independent samples of size |Ω′| and solve the corresponding SAA.

We denote the optimal objective function value by zrΩ′ and the optimal solution denoted by

Zr (which consists of the vectors Y; Z and S), of the replication r.

zrΩ′ =
∑
t∈T

(
ψptZ

p
t + ψetZ

e
t + ψbtZ

b
t +

∑
ω∈Ω′

ρw

(
χ+
t E

gb
tω + κptF

p
tω + κbtF

b
tω

−χ−t E
g
tω +

∑
i∈I

χ+
t E

gl
itω

))
(2.54)

2(b): Compute the average of all optimal objective function values from the SAA

problems, ẑrΩ′ and their corresponding variance, σ2
ẑr
Ω′

as follows:

ẑrΩ′ =
1

r

r∑
i=1

ziΩ′ (2.55)
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σ2
ẑr
Ω′

=
1

|R|(|R| − 1)

r∑
i=1

(
ziΩ′ − ẑrΩ′

)2

(2.56)

The average optimal function value ẑrΩ′ provides a statistical lower bound on the optimal

objective function value for the original problem [CCHP].

2(c): Generate a large sample size |Ω′′|. Use the solution Zr to obtain an upper bound

of the optimal solution on the generated sample size |Ω′′|, denoted by zΩ′′(Zr).

zΩ′′(Zr) =
∑
t∈T

(
ψptZ

p
t + ψetZ

e
t + ψbtZ

b
t +

∑
ω∈Ω′′

ρw

(
χ+
t E

gb
tω + κptF

p
tω + κbtF

b
tω

−χ−t E
g
tω +

∑
i∈I

χ+
t E

gl
itω

))
(2.57)

The variance of this estimated upper bound can be calculated as follows:

σ2
Ω′′ =

1

|Ω′′|(Ω′′ − 1)

∑
ω∈Ω′′

(
Aω(Zr)− zΩ′′(Zr)

)2

(2.58)

where

Aω(Zr) =
∑
t∈T

(
ψptZ

p
t + ψetZ

e
t + ψbtZ

b
t + χ+

t E
gb
tω + κptF

p
tω + κbtF

b
tω

−χ−t E
g
tω +

∑
i∈I

χ+
t E

gl
itω

)
(2.59)

2(d): Compute the SAA gap, εSAA(Ω′,Ω′′) and the variance of the gap σ2
εSAA(Ω′,Ω′′) as

follows:

εSAA(Ω′,Ω′′) = zΩ′′(Zr)− ẑrΩ′ (2.60)

σ2
εSAA(Ω′,Ω′′) = σ2

Ω′′ + σ2
ẑr
Ω′

(2.61)
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The confidence interval of the optimality gap is then calculated as follows:

zΩ′′(Zr)− ẑrΩ′ + zα

(
σ2

Ω′′ + σ2
ẑr
Ω′

)1/2

(2.62)

with zα := Φ−1(1− α), where Φ(z) is the cumulative distribution function of the standard

normal distribution.

Step 3: Choose the solution Zr that gives the lowest upper bound zΩ′′(Zr) as the best

solution.

2.4.3 Benders Decomposition:

[CCHP] has a mixed integer linear program structure, so Bender Decomposition method

is a popular technique for optimization problems [90] [77]. Benders has been applied suc-

cessfully for different problems in power systems [2]. The basic idea is to partition the

original problem in two subproblems: (1) the master problem as integer programming, and

(2) the subproblem as linear programing problem [12] We can refer the work of Geof-

frion [34] for the proof of convergence properties of Benders. Thus, the Benders Decom-

position reformulation for the model [CCHP] is as follows:

[CCHP]Minimize
∑
t∈T

(
ψptZ

p
t + ψetZ

e
t + ψbtZ

b
t

)
+[CCHP-SUB](Egb, F p, F b, Eg, Egl|Ẑp, Ẑe, Ẑb) (2.63)

Subject to [2.2]-[2.50].

Thus, the Master Problem is
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[CCHP-M] Minimize
∑
t∈T

(
ψptZ

p
t + ψetZ

e
t + ψbtZ

b
t

)
(2.64)

Subject to

Spt−1 ≥ Y p
t ∀t ∈ T , t > 1 (2.65)

1− Spt−1 ≥ Zp
t ∀t ∈ T , t > 1 (2.66)

Spt − Spt−1 = Zp
t − Y p

t ∀t ∈ T , t > 1 (2.67)

0 ≥ Y p
t (2.68)

Spt = Zp
t − Y p

t ∀t ∈ T (2.69)

Se+t + Se−t ≤ 1 ∀t ∈ T (2.70)

Se+t−1 + Se−t−1 ≥ Y e
t ∀t ∈ T , t > 2 (2.71)

1−
(
Se+t−1 + Se−t−1

)
≥ Ze

t ∀t ∈ T , t > 2 (2.72)(
Se+t + Se−t

)
−
(
Se+t−1 + Se−t−1

)
= Ze

t − Y e
t ∀t ∈ T , t > 2 (2.73)

0 ≥ Y e
t (2.74)

Se+t + Se−t = Ze
t − Y e

t ∀t ∈ T (2.75)

Sb+t−1 + Sb−t−1 ≥ Y b
t ∀t ∈ T , t > 2 (2.76)

Sb+t + Sb−t ≤ 1 ∀t ∈ T (2.77)

1−
(
Sb+t−1 + Sb−t−1

)
≥ Zb

t ∀t ∈ T , t > 2 (2.78)(
Sb+t + Sb−t

)
−
(
Sb+t−1 + Sb−t−1

)
= Zb

t − Y b
t ∀t ∈ T , t > 2 (2.79)

0 ≥ Y b
t (2.80)

Sb+t + Sb−t = Zb
t − Y b

t ∀t ∈ T (2.81)
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1 ≥ Zp
t (2.82)

1 ≥ Ze
t (2.83)

1 ≥ Zb
t (2.84)

Zp
t , Z

e
t , Z

b
t , Y

p
t , Y

e
t , Y

b
t

, Spt , S
e+
t , Se−t , Sb+t , Sb−t ∈ {0, 1} ∀t ∈ T (2.85)

and, [CCHP-SUB](Egb, F p, F b, Eg, Egl|Ẑt, Ẑe, Ẑb) represents the Bender subproblem.

For given values of the Zp := Zp
t∈T , Zp := Ze

t∈T ,and Zp := Zb
t∈T variables that

complies with the integrality conditions, the model [CCHP] reduces the below primal

subproblem incorporating only the continuous variables Egb, F p, F b, Eg, Egl.

[CCHP-SUB] Minimize
∑
t∈T

(∑
ω∈Ω

ρw∆t
(
χ+
t E

gb
tω + κptF

p
tω + κbtF

b
tω

−χ−t E
g
tω +

∑
i∈I

χ+
t E

gl
itω

))
(2.86)

Subject to:

Egb
tω +

∑
i∈I

Egl
itω ≤ ep ∀t ∈ T , ω ∈ Ω (2.87)

Epb
tω + Eg

tω +
∑
i∈I

Epl
itω −

(
F p
tω − bŜpt

)
a

= 0 ∀t ∈ T , ω ∈ Ω (2.88)

F p
tω ≤ MŜpt ∀t ∈ T , ω ∈ Ω (2.89)

Epl
itω + Egl

itω + Ebl
itω ≥ plitω ∀i ∈ I, t ∈ T , ω ∈ Ω (2.90)

Qec
tω +Qeh

tω +Qe
tω ≤

(
ηpF p

tω + ηbF b
tω

)
∀t ∈ T , ω ∈ Ω (2.91)

∑
i∈I

Qc
itω = ηc

(
Qec
tω +Qsc

tω

)
∀t ∈ T , ω ∈ Ω (2.92)
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∑
i∈I

Qh
itω = ηh

(
Qeh
tω +Qsh

tω

)
∀t ∈ T , ω ∈ Ω (2.93)

Qc
itω ≥ pcit ∀i ∈ I, t ∈ T , ω ∈ Ω (2.94)

Qh
itω ≥ phit ∀i ∈ I, t ∈ T , ω ∈ Ω (2.95)

Qe+
tω ≤ Qe

tω ∀t ∈ T , ω ∈ Ω (2.96)

Qsc
tω +Qsh

tω = ηeQe−
tω ∀t ∈ T , ω ∈ Ω (2.97)

Qe+
tω ≤ qe+Ŝe+t ∀t ∈ T , ω ∈ Ω (2.98)

Qe+
tω ≥ qe+Ŝe+t ∀t ∈ T , ω ∈ Ω (2.99)

Qe−
tω ≤ qe−Ŝe−t ∀t ∈ T , ω ∈ Ω (2.100)

Qe−
tω ≥ qe−Ŝe−t ∀t ∈ T , ω ∈ Ω (2.101)(

Qe+
tω −Qe−

tω

)
∆t =

(
Qs
tω −Qs

t−1,ω

)
∀t ∈ T , ω ∈ Ω (2.102)

Qs
tω ≤ qe ∀t ∈ T , ω ∈ Ω (2.103)

Qs
tω ≥ qe ∀t ∈ T , ω ∈ Ω (2.104)

Qsc
tω +Qsh

tω ≤ ηeQe
tω ∀t ∈ T , ω ∈ Ω (2.105)

Eb+
tω /η

b+ + Egb
tω = Epb

tω ∀t ∈ T , ω ∈ Ω (2.106)

∑
i∈I

Ebl
itω = ηb−Eb−

tω ∀t ∈ T , ω ∈ Ω (2.107)

Eb+
tω ≤ qb+Ŝb+t ∀t ∈ T , ω ∈ Ω (2.108)

Eb+
tω ≥ qb+Ŝb+t ∀t ∈ T , ω ∈ Ω (2.109)

Eb−
tω ≤ qb−Ŝb−t ∀t ∈ T , ω ∈ Ω (2.110)

Eb−
tω ≥ qb−Ŝb−t ∀t ∈ T , ω ∈ Ω (2.111)(

Eb+
tω − Eb−

tω

)
∆t =

(
Eb
tω − Eb

t−1,ω

)
∀t ∈ T , ω ∈ Ω (2.112)
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Eb
tω ≤ qb ∀t ∈ T , ω ∈ Ω (2.113)

Eb
tω ≥ qb ∀t ∈ T , ω ∈ Ω (2.114)

F p
tω, F

b
tω, E

gl
itω, E

gb
tω, E

g
tω,

Epl
itω, E

pb
tω, E

bl
itω, E

b+
tω , E

b−
tω , E

b
tω,

Qec
tω, Q

eh
tω , Q

e
tω, Q

e+
tω , Q

e−
tω ,

Qs
tω, Q

sc
tω, Q

sh
tω, Q

c
itω, Q

h
itω ≥ 0 ∀t ∈ T , ω ∈ Ω (2.115)

Let be the dual variables αl = {αltω ≥ 0|t ∈ T ;ω ∈ Ω}, l=1,2,3 for constraints [2.87−2.89],

β = {βitω ≥ 0|i ∈ I; t ∈ T ;ω ∈ Ω}, for constraint [2.90], γl = {γltω ≥ 0|t ∈ T ;ω ∈ Ω},

l=1,2,3 for constraints [2.91 − 2.93], δl = {δltω ≥ 0|i ∈ I; t ∈ T ;ω ∈ Ω}, l=1,2 for con-

straints [2.94−2.95], θl = {θltω ≥ 0|t ∈ T ;ω ∈ Ω}, l=1,...,10 for constraints [2.96−2.105],

λl ={λltω ≥ 0|t ∈ T ;ω ∈ Ω} l=1,...,9 for constraints [2.106− 2.114], respectively.

The dual of the primal subproblem, [CCHP-SUB(D)] can be written as:

[CCHP-SUB(D)]Maximize
∑

∀t∈T ω∈Ω

−epα1
tw −

b

a

∑
∀t∈T ω∈Ω

Ŝpt α
2
tw

−M
∑

∀t∈T ω∈Ω

Ŝpt α
3
tw +

∑
∀i∈I,∀t∈T ω∈Ω

plitωβitw

+
∑

∀i∈I,∀t∈T ω∈Ω

pcitωδ
1
tw +

∑
∀i∈I,∀t∈T ω∈Ω

phitωδ
2
tw

−
∑

∀t∈T ω∈Ω

qe+Ŝe+t θ3
tw + qe+

∑
∀t∈T ω∈Ω

Ŝe+t θ4
tw − qe−

∑
∀t∈T ω∈Ω

Ŝe−t θ5
tw

+qe−
∑

∀t∈T ω∈Ω

Ŝe−t θ6
tw − qe

∑
∀t∈T ω∈Ω

θ8
tw + qe

∑
∀t∈T ω∈Ω

θ9
tw

−qb+
∑

∀t∈T ω∈Ω

Ŝb+t λ3
tw + qb+

∑
∀t∈T ω∈Ω

Ŝb+t λ4
tw − qb−

∑
∀t∈T ω∈Ω

Ŝb−t λ5
tw
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+qb−
∑

∀t∈T ω∈Ω

Ŝb−t λ6
tw − qb

∑
∀t∈T ω∈Ω

λ8
tw +

qb
∑

∀t∈T ω∈Ω

λ9
tw (2.116)

Subject to:

−α1
tω + λ1

tω ≤ ∆t ∗ χ+
t ∀t ∈ T , ω ∈ Ω (2.117)

−α
2
tω

a
− α3

tω + ηpγ1
tω ≤ ∆t ∗ κpt ∀t ∈ T , ω ∈ Ω (2.118)

−ηbγ1
tω ≤ ∆t ∗ κbt ∀t ∈ T , ω ∈ Ω (2.119)

α2
tω ≤ −∆t ∗ χ−t ∀t ∈ T , ω ∈ Ω (2.120)

−α1
tω + βitω ≤ ∆t ∗ χ+

t ∀t ∈ T , ω ∈ Ω (2.121)

α2
tω − λ1

tω ≤ 0 ∀t ∈ T , ω ∈ Ω (2.122)

α2
tω + βitω ≤ 0 ∀t ∈ T , ω ∈ Ω (2.123)

βitω + λ2
tω ≤ 0 ∀t ∈ T , ω ∈ Ω (2.124)

γ1
tω − ηcγ2

tω ≤ 0 ∀t ∈ T , ω ∈ Ω (2.125)

−γ1
tω − ηhγ3

tω ≤ 0 ∀t ∈ T , ω ∈ Ω (2.126)

−γ1
tω + θ1

tω − ηeθ10
tω ≤ 0 ∀t ∈ T , ω ∈ Ω (2.127)

γ2
tω + δ1

itω ≤ 0 ∀i ∈ I∀t ∈ T , ω ∈ Ω (2.128)

γ3
tω + δ2

itω ≤ 0 ∀i ∈ I∀t ∈ T , ω ∈ Ω (2.129)

−ηcγ2
tω + θ2

tω − θ10
tω ≤ 0 ∀t ∈ T , ω ∈ Ω (2.130)

−ηhγ3
tω + θ2

tω − θ10
tω ≤ 0 ∀t ∈ T , ω ∈ Ω (2.131)

−θ1
tω − θ3

tω + θ4
tω + ∆t ∗ θ7

tω ≤ 0 ∀t ∈ T , ω ∈ Ω (2.132)

−ηeθ2
tω − θ5

tω + θ6
tω −∆t ∗ θ7

tω ≤ 0 ∀t ∈ T , ω ∈ Ω (2.133)
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λ1
tω

ηb+
− λ3

tω + λ4
tω + ∆t ∗ λ7

tω ≤ 0 ∀t ∈ T , ω ∈ Ω (2.134)

−θ7
tω + θ7

t+1,ω − θ8
tω + θ9

tω ≤ 0 ∀t ∈ T , ω ∈ Ω (2.135)

−ηb−λ2
tω − λ5

tω + λ6
tω −∆t ∗ λ7

tω ≤ 0 ∀t ∈ T , ω ∈ Ω (2.136)

−λ7
tω + λ7

t+1,ω − λ8
tω + λ9

tω ≤ 0 ∀t ∈ T , ω ∈ Ω (2.137)

α1
t , α

3
t , βit, δ

l
it, θ

1
t ,

θ3
t , θ

4
t , θ

5
t , θ

6
t , θ

8
t ,

θ10
t , λ

3
t , λ

4
t , λ

5
t , λ

6
tλ

8
t , , ω ∈ R+ (2.138)

α2
t , γ

l
t, θ

2
t , θ

7
t , λ

1
t , λ

2
tλ

7
t , ∈ R (2.139)

By introducing an extra variable θ, the Benders reformulation can be equivalently written

as the following Bender master problem [CCHP-MP]:

[CCHP-MP] Minimize
∑
t∈T

(
ψptZ

p
t + ψetZ

e
t + ψbtZ

b
t

)
+ θ (2.140)

(2.141)

Subject to

Constraints (2.65) to (2.85).

θ ≥ 0 (2.142)

θ ≥
∑

∀t∈T ω∈Ω

−epα1
tw −

b

a

∑
∀t∈T ω∈Ω

Ŝpt α
2
tw −M

∑
∀t∈T ω∈Ω

Ŝpt α
3
tw

+
∑

∀i∈I,∀t∈T ω∈Ω

plitωβitw +
∑

∀i∈I,∀t∈T ω∈Ω

pcitωδ
1
tw +

∑
∀i∈I,∀t∈T ω∈Ω

phitωδ
2
tw
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−
∑

∀t∈T ω∈Ω

qe+Ŝe+t θ3
tw +

∑
∀t∈T ω∈Ω

qe+Ŝe+t θ4
tw −

∑
∀t∈T ω∈Ω

qe−Ŝe−t θ5
tw

+
∑

∀t∈T ω∈Ω

qe−Ŝe−t θ6
tw −

∑
∀t∈T ω∈Ω

qeθ8
tw +

∑
∀t∈T ω∈Ω

qeθ9
tw

−
∑

∀t∈T ω∈Ω

qb+Ŝb+t λ3
tw +

∑
∀t∈T ω∈Ω

qb+Ŝb+t λ4
tw −

∑
∀t∈T ω∈Ω

qb−Ŝb−t λ5
tw

+
∑

∀t∈T ω∈Ω

qb−Ŝb−t λ6
tw −

∑
∀t∈T ω∈Ω

qbλ8
tw +

∑
∀t∈T ω∈Ω

qbλ9
tw

∀(αl, β, δl, γl, θl, λl) ∈ PD (2.143)

These constraints are referred to as optimality cut constraints where PD is the set of the

extreme points in the feasible region of [CCHP-SUB(D)]. Thus, describing the Benders

decomposition algorithm, let consider UBn and LBn as the upper and lower bound re-

spectively of the original problem [CCHP] at iteration n. In each iteration, the solution

of the master problem (znMP ) generates a lower bound for the original problem. Then,

the following binary variables are fixed: Ẑp
t , Ẑ

e
t , Ẑ

b
t , Ŷ

p
t , Ŷ

e
t , Ŷ

b
t , Ŝ

p
t , Ŝ

e+
t , Ŝe−t , Ŝb+t , Ŝb−t ∀

t in T obtained from the master problem [CCHP-MP], and those values are used to solve

the dual subproblem [CCHP-SUB(D)]. Lets denote the solution of the dual subproblem

as (znSUB). Thus, in iteration n, solving the dual subproblem [CCHP-SUB(D)] provides a

new extreme point p ∈ PD, and it is added to the master problem [CCHP-MP] by updating

set PD as P n
D = P n−1

D

⋃
p.

Let consider (znMAS) =
∑
t∈T

(
ψptZ

p
t + ψetZ

e
t + ψbtZ

b
t

)
. Hence, the upper bound on the

optimal solution value of the [CCHP] can be obtained from: UBn = (znMAS) + (znSUB). At

the end of each iteration, if the gap between the upper bound and the lower bound is below

a given treshold value ε, the algorithm is terminated: otherwise PD is updated by adding
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an optimality cut in [CCHP-MP]. A pseudo-code of the general Benders decomposition

is presented as follows in Table 2.2.

2.4.4 Enhancement Strategies for Benders Decomposition Algorithm

Computational efficiency for significant instances has an impact on the performance of

the simple Benders decomposition algorithm, and its capability to converge in a reasonable

amount of time [23]. Authors have proposed multiple techniques to improve the perfor-

mance of the Benders decomposition algorithm [43]. This section will introduce some

accelerating techniques to improve the computational performance in solving [CCHP].

2.4.4.1 Simple Cuts:

1. For power generator unit, the number of times a PGU has started must be greater

than or equal to the number of times that the PGU has shut down:

∑
τ≤t

Zp
τ ≥

∑
τ≤t

Y p
τ ∀t ∈ T (2.144)

2. For thermal generation unit, the number of times the thermal storage unit has started

must be greater than or equal to the number of times that the thermal storage unit has

shut down:

∑
τ≤t

Ze
τ ≥

∑
τ≤t

Y e
τ ∀t ∈ T (2.145)

3. For battery system, the number of times the battery system has started must be

greater than or equal to the number of times that the battery system has shut down:

∑
τ≤t

Zb
τ ≥

∑
τ≤t

Y b
τ ∀t ∈ T (2.146)
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Table 2.2

Bender decomposition Algorithm

UBn ←− +∞, LBn ←− −∞, n←− 1, PD ←− 0
terminate←− false
while (terminate = false) do
Solve [CCHP-MP] to obtain {Zp

t }t∈T , {Ze
t }t∈T ,

{
Zb
t

}
t∈T

, znMP , z
n
MAS

if (znMP > LBn) then
LBn ←− znMP

end if
Set:
Ẑp
t = Zp

t : ∀t ∈ T
Ẑe
t = Ze

t : ∀t ∈ T
Ẑb
t = Zb

t : ∀t ∈ T
Solve [CCHP-SUB(D)] to obtain (αl, β, δl, γl, θl, λl) ∈ PD and znSUB
if (znSUB + znMAS > UBn) then
UBn ←− znSUB + znMAS

end if
if ((UBn − LBn)/UBn ≤ ε) then
terminate←− true
else
P n+1
D = PD

⋃{
αl, β, δl, γl, θl, λl

}
end if
n←− n+ 1
end while
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4. It is impossible to discharge in thermal generation storage unit if no charging is

previously made:

t−1∑
τ=1

Se+τ ≥ Se−t ∀t ∈ T (2.147)

5. It is impossible to discharge battery if no charging is previously made:

t−1∑
τ=1

Sb+τ ≥ Sb−t ∀t ∈ T (2.148)

The results of computational experiments showed that adding the above cuts reduced re-

markably the number of iterations of the Benders algorithm. Furthermore, the numerical

analysis showed that branching Zp followed by Zb and Ze saves some CPU time in solving

the problem.

2.4.4.2 Pareto-optimal cuts:

Cuts have significant impact in Benders decomposition algorithm. Stronger cuts influ-

ence in the convergence of the algorithm by reducing the number of iterations [65]. Pareto

Optimal Cuts improves convergence of decomposition algorithm [71]. The pareto-optimal

cut is obtained when the cut generated from an extreme point (αl1, β, δ
l
1, γl1, θ

l
1, λ

l
1) domi-

nates the cut produced from another extreme point (αl2, β2, δ
l
2, γl2, θ

l
2, λ

l
2), i.e.,

∑
∀t∈T ω∈Ω

−epα1
1tw −

b

a

∑
∀t∈T ω∈Ω

Ŝpt α
2
1tw −M

∑
∀t∈T ω∈Ω

Ŝpt α
3
1tw

+
∑

∀i∈I,∀t∈T ω∈Ω

plitωβ1itw +
∑

∀i∈I,∀t∈T ω∈Ω

pcitωδ
1
1tw +

∑
∀i∈I,∀t∈T ω∈Ω

phitωδ
2
1tw

−
∑

∀t∈T ω∈Ω

qe+Ŝe+t θ3
1tw +

∑
∀t∈T ω∈Ω

qe+Ŝe+t θ4
1tw −

∑
∀t∈T ω∈Ω

qe−Ŝe−t θ5
1tw
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+
∑

∀t∈T ω∈Ω

qe−Ŝe−t θ6
1tw −

∑
∀t∈T ω∈Ω

qeθ8
1tw +

∑
∀t∈T ω∈Ω

qeθ9
1tw

−
∑

∀t∈T ω∈Ω

qb+Ŝb+t λ3
1tw +

∑
∀t∈T ω∈Ω

qb+Ŝb+t λ4
1tw −

∑
∀t∈T ω∈Ω

qb−Ŝb−t λ5
1tw

+
∑

∀t∈T ω∈Ω

qb−Ŝb−t λ6
1tw −

∑
∀t∈T ω∈Ω

qbλ8
1tw +

∑
∀t∈T ω∈Ω

qbλ9
1tw ≥

∑
∀t∈T ω∈Ω

−epα1
2tw −

b

a

∑
∀t∈T ω∈Ω

Ŝpt α
2
2tw −M

∑
∀t∈T ω∈Ω

Ŝpt α
3
2tw +

∑
∀i∈I,∀t∈T ω∈Ω

plitωβ2itw

+
∑

∀i∈I,∀t∈T ω∈Ω

pcitωδ
1
2tw +

∑
∀i∈I,∀t∈T ω∈Ω

phitωδ
2
2tw −

∑
∀t∈T ω∈Ω

qe+Ŝe+t θ3
2tw

+
∑

∀t∈T ω∈Ω

qe+Ŝe+t θ4
2tw −

∑
∀t∈T ω∈Ω

qe−Ŝe−t θ5
2tw +

∑
∀t∈T ω∈Ω

qe−Ŝe−t θ6
2tw

−
∑

∀t∈T ω∈Ω

qeθ8
2tw +

∑
∀t∈T ω∈Ω

qeθ9
2tw −

∑
∀t∈T ω∈Ω

qb+Ŝb+t λ3
2tw

+
∑

∀t∈T ω∈Ω

qb+Ŝb+t λ4
2tw −

∑
∀t∈T ω∈Ω

qb−Ŝb−t λ5
2tw +

∑
∀t∈T ω∈Ω

qb−Ŝb−t λ6
2tw

−
∑

∀t∈T ω∈Ω

qbλ8
2tw +

∑
∀t∈T ω∈Ω

qbλ9
2tw

(2.149)

A pareto-optimal cut can be obtained by solving the following subproblem:

[CCHP-SUB(D-MMW)]Maximize
∑

∀t∈T ω∈Ω

−epα1
tw −

b

a

∑
∀t∈T ω∈Ω

Sp
0

t α
2
tw

−M
∑

∀t∈T ω∈Ω

Sp
0

t α
3
tw +

∑
∀i∈I,∀t∈T ω∈Ω

plitωβitw +
∑

∀i∈I,∀t∈T ω∈Ω

pcitωδ
1
tw

+
∑

∀i∈I,∀t∈T ω∈Ω

phitωδ
2
tw −

∑
∀t∈T ω∈Ω

qe+Se+
0

t θ3
tw

+qe+
∑

∀t∈T ω∈Ω

Se+
0

t θ4
tw − qe−

∑
∀t∈T ω∈Ω

Se−
0

t θ5
tw + qe−

∑
∀t∈T ω∈Ω

Se−
0

t θ6
tw

−qe
∑

∀t∈T ω∈Ω

θ8
tw + qe

∑
∀t∈T ω∈Ω

θ9
tw − qb+

∑
∀t∈T ω∈Ω

Sb+
0

t λ3
tw

+qb+
∑

∀t∈T ω∈Ω

Sb+
0

t λ4
tw − qb−

∑
∀t∈T ω∈Ω

Sb−
0

t λ5
tw + qb−

∑
∀t∈T ω∈Ω

Sb−
0

t λ6
tw

−qb
∑

∀t∈T ω∈Ω

λ8
tw + qb

∑
∀t∈T ω∈Ω

λ9
tw

(2.150)
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Subject to:

−α1
tω + λ1

tω ≤ ∆t ∗ χ+
t ∀t ∈ T , ω ∈ Ω (2.151)

−α
2
tω

a
− α3

tω + ηpγ1
tω ≤ ∆t ∗ κpt ∀t ∈ T , ω ∈ Ω (2.152)

−ηbγ1
tω ≤ ∆t ∗ κbt ∀t ∈ T , ω ∈ Ω (2.153)

α2
tω ≤ −∆t ∗ χ−t ∀t ∈ T , ω ∈ Ω (2.154)

−α1
tω + βitω ≤ ∆t ∗ χ+

t ∀t ∈ T , ω ∈ Ω (2.155)

α2
tω − λ1

tω ≤ 0 ∀t ∈ T , ω ∈ Ω (2.156)

α2
tω + βitω ≤ 0 ∀t ∈ T , ω ∈ Ω (2.157)

βitω + λ2
tω ≤ 0 ∀t ∈ T , ω ∈ Ω (2.158)

γ1
tω − ηcγ2

tω ≤ 0 ∀t ∈ T , ω ∈ Ω (2.159)

−γ1
tω − ηhγ3

tω ≤ 0 ∀t ∈ T , ω ∈ Ω (2.160)

−γ1
tω + θ1

tω − ηeθ10
tω ≤ 0 ∀t ∈ T , ω ∈ Ω (2.161)

γ2
tω + δ1

itω ≤ 0 ∀i ∈ I∀t ∈ T , ω ∈ Ω (2.162)

γ3
tω + δ2

itω ≤ 0 ∀i ∈ I∀t ∈ T , ω ∈ Ω (2.163)

−ηcγ2
tω + θ2

tω − θ10
tω ≤ 0 ∀t ∈ T , ω ∈ Ω (2.164)

−ηhγ3
tω + θ2

tω − θ10
tω ≤ 0 ∀t ∈ T , ω ∈ Ω (2.165)

−θ1
tω − θ3

tω + θ4
tω + ∆t ∗ θ7

tω ≤ 0 ∀t ∈ T , ω ∈ Ω (2.166)

−ηeθ2
tω − θ5

tω + θ6
tω −∆t ∗ θ7

tω ≤ 0 ∀t ∈ T , ω ∈ Ω (2.167)

λ1
tω

ηb+
− λ3

tω + λ4
tω + ∆t ∗ λ7

tω ≤ 0 ∀t ∈ T , ω ∈ Ω (2.168)
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−θ7
tω + θ7

t+1,ω − θ8
tω + θ9

tω ≤ 0 ∀t ∈ T , ω ∈ Ω (2.169)

−ηb−λ2
tω − λ5

tω + λ6
tω −∆t ∗ λ7

tω ≤ 0 ∀t ∈ T , ω ∈ Ω (2.170)

−λ7
tω + λ7

t+1,ω − λ8
tω + λ9

tω ≤ 0 ∀t ∈ T , ω ∈ Ω (2.171)

α1
t , α

3
t , βit, δ

l
it, θ

1
t , θ

3
t , θ

4
t

, θ5
t , θ

6
t , θ

8
t , θ

10
t , λ

3
t , λ

4
t , λ

5
t , λ

6
tλ

8
t , , ω ∈ R+ (2.172)

α2
t , γ

l
t, θ

2
t , θ

7
t , λ

1
t , λ

2
tλ

7
t , ∈ R (2.173)

In this formulation Sp
0

t , Se+
0

t , Se−
0

t , Sb+0 , and Sb−0 are core points (i.e. a point in the

relative interior of the convex hull of a feasible region) used to generate a Pareto-optimal

cut [65]. and the following equations were employed to generate approximate core points

[84]:

Sp
0

t = τSp
0

t + (1− τ)Ŝpt

Se+
0

t = τSe+
0

t + (1− τ)Ŝe+t

Se−
0

t = τSe−
0

t + (1− τ)Ŝe−t

Sb+
0

t = τSb+
0

t + (1− τ)Ŝb+t

Sb−
0

t = τSb−
0

t + (1− τ)Ŝb−t (2.174)

∀t ∈ T .
{
Ŝpt
}
t∈T

,
{
Ŝe+t

}
t∈T

,
{
Ŝe−t

}
t∈T

,
{
Ŝb+t

}
t∈T

,
{
Ŝb−t

}
t∈T

are generated from the

master problem, and the best results are achieved by setting up τ = 0.5.

41



2.4.4.3 Multi-cuts:

Multicuts of Benders decomposition has been applied in different settings, the main

idea is to cuts up the number of scenarios to be placed at once, so the master problem has

to be modified [25,105]. [CCHP-SUB(D)] can be descomposed into |Ω| independent dual

problems (i.e. one subproblem for each scenario ω in Ω ). Thus, it is added |Ω| numbers of

cuts in each iteration of the Benders master problem [CCHP-MP].

The revised master problem is as follows:

[CCHP-MMP] Minimize
∑
t∈T

(
ψptZ

p
t + ψetZ

e
t + ψbtZ

b
t

)
+
∑
ω∈Ω

ρωθω (2.175)

Subject to

Constraints (53) to (73), and

θω ≥
∑
ω∈Ω

−epα1
tw −

b

a

∑
ω∈Ω

Ŝpt α
2
tw −M

∑
ω∈Ω

Ŝpt α
3
tw +

∑
∀i∈I,ω∈Ω

plitωβitw

+
∑

∀i∈I,ω∈Ω

pcitωδ
1
tw +

∑
∀i∈I,ω∈Ω

phitωδ
2
tw −

∑
ω∈Ω

qe+Ŝe+t θ3
tw +

∑
ω∈Ω

qe+Ŝe+t θ4
tw

−
∑
ω∈Ω

qe−Ŝe−t θ5
tw +

∑
ω∈Ω

qe−Ŝe−t θ6
tw −

∑
ω∈Ω

qeθ8
tw +

∑
ω∈Ω

qeθ9
tw

−
∑
ω∈Ω

qb+Ŝb+t λ3
tw +

∑
ω∈Ω

qb+Ŝb+t λ4
tw −

∑
ω∈Ω

qb−Ŝb−t λ5
tw +

∑
ω∈Ω

qb−Ŝb−t λ6
tw

−
∑
ω∈Ω

qbλ8
tw +

∑
ω∈Ω

qbλ9
tw ∀t ∈ T ,∀(αl, β, δl, γl, θl, λl) ∈ PD (2.176)

where PD is the set of extreme points of the dual polyhedron P ω
D associated with subprob-

lem ω.

Then, [CCHP-MMP] considers multiple terms θω, and cuts are defined for each sce-

nario ω ∈ Ω. Thus, although with this strategy, it is expected fewer iterations to reach
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optimality gap, it adds more variables and constraints, then, it potentially takes longer time

to solve the problem [117].

2.5 Computational study and managerial insights:

In order to evaluate the performance of the proposed enhanced strategies for algorithms

described in Section 3.4, a case study is developed and the data for the study is given in

section 5.1 below. All the algorithms are coded with GAMS 24.4.6 [33] and run on a desk-

top computer with Intel Core i7-4790 @ 3.60 GHz processor and RAM 16.0 GB using an

optimization solver ILOG CPLEX 12.6. In this section, we first describe in detail the data

used. Then a computational study on model [CCHP] is conducted to evaluate the poten-

tial significant of the proposed enhanced strategies for algorithms and the corresponding

results are depicted and managerial insights are drawn.

2.5.1 Data Description

Load demand of hourly electric and thermal energy for this section was obtained by

a simulation using software Energy Plus. The premise is CCHP system shared by multi-

building cluster. The step size of weights update and the decision time interval for this sim-

ulation are 0.01 and 1 hour respectively. Prices plan of electricity utilized in this research

are taken from SRP (http://www.srpnet.com), a local electricity provider at Arizona. Other

parameters values such as Fuel price ($/kWh) and Electricity sold back price ($/kWh) are

0.027 and 0.00367 respectively.
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2.5.2 Experimental Results

We tested the model changing different capacities, pricing mechanisms, and levels of

uncertainty.

2.5.2.1 Simulation under Different Power Grid Capacities

In this experiment, by setting the capacity of the power grid at 30kW, the model is run

using data from summer and winter. The model finds optimal solutions, and the proposed

CCHP system satisfies the demand. For different grid capacities in summer and winter, the

comparison shows interesting managerial information via Figure 2.5, and Figure 2.6.
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Figure 2.5

Total System Cost for different Power Grid Capacities

They reveal that when the power grid is disconnected (0 kW), the total cost of the

system is high, and as soon as the power grid increases its capacity, the total cost drops as
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expected. For summer data, the total cost decreases by 1% when the power grid capacity

increases from 0Kw to 30Kw, while for winter, the total cost decreases by 3.8%.
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Figure 2.6

Total System Cost for different Power Grid Capacities

On the contrary, fig. 2.6 shows that with small power grid capacity, more fuel should

be purchased to feed PGU to compensate for the shortfall of electricity which will result in

the waste of excess thermal energy. It explains why the total cost of the system against the

power grid capacities ranging from 0 KW to 5 KW did not fall drastically during winter.

2.5.2.2 Simulation under Different Storage Capacities

In order to investigate the performance of the CCHP model under different storage

capacities (battery and thermal), the power grid size is set up at 15KW. The results are

given in the following Figures and the decreasing trend in the total cost of the system is

shown by line graphs in these figures.
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Figure 2.7

Data under different Battery Capacities

10 11 12 13 14 15 16 17 18
2880

2885

2890

2895

2900

2905

2910

2915

2920

2925

2930

Battery Capacities (kW)

T
ot

al
 C

os
t (

$)

Winter

 

 

Total Cost 

Figure 2.8

Data under different Battery Capacities
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The line graphs in the Figure 2.9, Figure 2.10, Figure 2.9, and Figure 2.10 clearly show

that the total cost of the system decreases as the storage capacity increases.
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Figure 2.9

Data under different Thermal Capacities

Moreover, it can be observed that the total cost of the system does not vary as the

battery capacity increases from 16KW to 18KW for both winter and summer data.

Figure 2.9, and Figure 2.10 shows that the total cost does not vary as the thermal ca-

pacity increases from 50KW to 60KW for summer data. For winter, while the thermal

capacity reaches 40KW, the total cost keeps steady.
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Figure 2.10

Data under different Thermal Capacities

2.5.2.3 Simulation under Different Pricing Mechanisms and Uncertainty Levels

The CCHP model evaluated under different pricing mechanisms and varying uncer-

tainty levels are compared in this experiment. Different pricing mechanisms are used for

electricity providers to motivate customers to use electricity in an eco-friendly way. Data

used comes from a local electricity provider at Arizona [99]. It provides three plans: Basic,

SRP EZ-3, and SRP Time of Use (TOU). The model assumes that decision makers choose

plan price wisely.

Figure 2.11 shows that the SRP plan is more sensitive to uncertainty. Although the

results can be considered intuitive, the model can assist the decision makers to choose the

appropriate pricing mechanism for different levels of uncertainty.
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Different plan prices and Uncertainty Levels

2.5.2.4 Simulation under Different PGU Capacities

We aim to assess the model under different sizes of the PGU (PGU capacities). The

following capacities 10Kw, 20Kw, 30Kw, 40Kw, and 50Kw are tested in this section.

Figure 2.12, and Figure 2.13 show clearly that the total cost of the system decreases by

1.9% as the PGU capacity increases from 10KW to 30KW for winter data. In contrast, it

is also consistent with summer data where the reduction in total cost is 1.14%.

Finally, it can be observed from Figure 2.12, and Figure 2.13 that the total cost of the

system does not vary as the PGU capacity increases from 30KW to 50KW for both winter

and summer data. That is, for both winter and summer, while the PGU capacity reaches

30KW, the total cost keeps steady. It provides managerial insights to decision-makers

regarding sizing purposes for PGU capacity.
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Figure 2.12

Data under different PGU capacities
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Figure 2.13

Data under different PGU capacities
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2.5.3 Analyzing the Performance of Solution Algorithms

In order to evaluate the algorithms and proposed enhanced strategies, a computational

study on the model [CCHP] is performed in this section. The following subsections de-

scribe the data set, present the results of the model [CCHP] under different parameters,

and analyze the performance of the solution algorithms. This subsection explores the per-

formance of the enhanced Benders strategies proposed. We choose the test with a number

of buildings I= {5, 10, 20} for these experiments. The time is set up to T = {288, 144}.

Finally, the number of scenarios is set to Ω= {20, 30}. The enhanced algorithm strategies

are set up to terminate when at least one of the following conditions is met: (a) the opti-

mality gap (i.e., ε = —UB LB—/UB) falls below a threshold value ε = 0.01; or (b) the

maximum time limit set up in 10,800 (in CPU seconds) is reached; or (c) the maximum

number of iteration = 500 is reached. The size of the deterministic equivalent problem of

model [CCHP] are presented in Table 2.3.

Table 2.3

Problem size of the test instances

Case I T Binary
Variables

Continuous
Variables

Total
Variables

No of
Constraints

1 5 144 1584 4752 6336 6768
2 10 144 1584 6912 8496 6768
3 20 144 1584 11232 12816 13536
4 5 288 3168 9504 12672 13536
5 10 288 3168 13824 16992 13536
6 20 288 3168 22464 25632 13536
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2.5.3.1 Performance of accelerated Benders techniques:

We examine the performance of three strategies: 1) [Benders + Pareto Cuts] described

in 4.4.2 , 2) [Multi-cuts] describe in 4.4.3 , and 3) [All cuts] (pareto + muticuts). Table

Table 2.4 and Table 2.5 report the performance of the proposed algorithms, and they shows

that the ”All cuts” and ”Multi-cuts” strategies substantially improve the performance of

the Benders decomposition algorithm. For instance, the average computational times for

All cuts and Multi-cuts decrease by 95% and 70% respectively. It is observed that all the

enhanced algorithms strategies solves problem instances in less 1% optimality gap within

the specified time limit. Furthermore, algorithm strategy [All Cuts] drops the average

optimality gap to 0.81% from 0.94% (T = 144) and to 0.78% from 0.92% (T = 288)

provided by the [Benders + Pareto] algorithm.

Conversely, both the tables show clearly the impact of the number of scenarios coupled

with the number of buildings. They lead to a significant increase in computational effort

as ω and i increase. Hence the problem becomes larger and more challenge to solve it

efficiently.

2.5.3.2 Enhancement Strategies for Sample Average Approximation (SAA) Algo-
rithm

Evaluating [CCHP-MP] by the Sample Average Approximation (SAA), as a two-stage

stochastic linear programming, the solution involves to define the number of scenarios Ω,

and it is crucial. The problem has to consider a fair large number of scenarios. However,

since the [CCHP-MP] problem considers to many components (i.e. battery, thermal stor-
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age, boiler) along with many constraints,the MILP problem becomes significant even by

considering a fewer number of scenarios.

Critical observation in the [CCHP-MP] problem is that the subproblem of the SAA is

amenable of being solved by an accelerated Benders decomposition algorithm. It achieves

its optimal solution if the subproblem iteratively. adjusts its values. SMILP has achieved

efficiency and robustness with large number of scenarios coupling SAA with Benders de-

composition algorithm [23] [91].

2.5.3.3 Performance of SAA with accelerated Benders technique:

A Comparative study on the computational time (CPU time) for solving SAA using

CPLEX MIP solver and the SAA with the accelerated Benders decomposition including

all cuts are depicted by line graphs in Figure 2.14. It shows clearly how the SAA with the

accelerated Benders outperforms consistently as the number of scenarios increase.

2.5.3.4 Quality of stochastic solutions

The difference between the stochastic programming model and a deterministic opti-

mization problem is assessed in this sub-section. The solutions obtained from two ap-

proaches (deterministic and stochastic) are reported in Table 5. It is evident that the

stochastic solution is more resilient to the variability of the problem parameters. It can

easily be seen from Table 2.6 that as compared to deterministic approach, the stochastic

approach finds much better or at least not worse solutions to the stochastic programming

model. Indeed, the results show that stochastic model gets better optimality gap comparing

to the deterministic approach.

55



5 10 20 30
0

1000

2000

3000

4000

5000

6000

7000

8000

Scenarios

C
P

U
 T

im
e 

(s
ec

)
Comparision of SAA versus SAA + All Cuts Benders

 

 

Figure 2.14

CPU seconds versus sample size

Table 2.6

Comparison Deterministic and Stochastic Approaches

I T Deterministic Solution Sample Averaged Algorithm
Gap (%) Total Cost ($) Gap (%) Total Cost ($)

5 288 1.07 3457.12 0.89 3458.12
10 288 1.59 4361.35 0.68 3460.24
20 288 1.72 6178.91 0.46 3463.46
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2.6 Conclusions:

CCHP technology is part of the new landscape of emerging techniques of energy gen-

eration to achieve significant saving in costs and sustainability in our competitive world.

CCHP provides an alternative path for decreasing the impact of power outages and also

provides power reliability. In order to make a robust model, uncertainty considering a

larger number of scenarios must be incorporated. However, to the best of our knowledge,

limited literature exists on CCHP operation with enhanced methodologies to reduce com-

putational complexity to solve large complex energy systems. In this paper, a two-stage

stochastic programming model is proposed as an operational decision model to study a

scalable stochastic decision model for a large scale micro-grid operation. In order to find

an optimal solution for larger instances efficiently, the enhanced algorithm strategies for

Benders decomposition are introduced. The experiments of operational strategy under dif-

ferent power grid capacities show a framework decision model for the decision-makers

considering power grid fluctuations even power outages. The model with dynamic pric-

ing mechanism with various levels of uncertainty can assist the decision makers to choose

the appropriate pricing mechanism (i.e. an optimal pricing plan) for different levels of

uncertainty. Assessment of the model under different sizes of the PGU (PGU capacities)

provides managerial insights to decision-makers regarding sizing purposes for PGU ca-

pacity. Future research might be carried out in investigating the performance of the CCHP

renewable energy technology, incorporating solar and wind energies to improve energy

savings, and add electrical vehicles as an important component of multiple buildings. We

intend to devote ourselves in this direction of future research.
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CHAPTER 3

A CHANCE-CONSTRAINED STOCHASTIC MODEL FOR MICROGRID

OPERATIONS UNDER UNCERTAINTY

3.1 Introduction

For several years, electricity has been produced and provided by a centralized power

grid system, with a well-developed and complex network of power plants, transmission

lines, big transformers, substations, and distribution lines. The U.S. Energy Informa-

tion Administration (EIA) estimated a trend of electricity demand that grows by 29%

(0.9%/year), from 3,826 billion kilowatt-hours (kWh) in 2012 to 4,954 billion kWh in

2040 [107]. Due to a number of recent incidents (e.g., 2003 U.S. Northeast blackout, 2005

Hurricane Katrina, 2008 China and 2009 Haiti Earthquakes) [75,82,110], it is evident that

the power grid is vulnerable to a number of natural or human-made disasters. Thus, an

alternative way to supply electricity has been a major concern for the last few decades.

Efficiency and reliability of any power generator and distribution network are crucial for

the energy industry. Further, ensuring that these networks are cost-efficient is a challeng-

ing task due to several factors. For instance, there is a significant long-term investment

in operations and equipment. Therefore, new technologies, such as photo-voltaic arrays,

micro-turbines, fuel cells, and combined heat and power (CHP), have created new forms

of energy sources and thus provided a new landscape for electricity generation and distri-
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bution network. Among them, microgrid is an excellent alternative to having local power

grid with control capability that can be disconnected from the traditional grid and operate

autonomously [54]. It also enables the integration of traditional generation sources, renew-

able sources of energy (e.g., solar or wind generation), distributed storage resources, and

demand response.

Although a microgrid provides several advantages, its operation is challenging due to

the interplay of multiple uncertainties (e.g., electricity demand and availability) and the un-

stable and uncertain renewable resource availability and its uncontrollable behavior. This

adds more complexity in modeling renewable resources in microgrid. Indeed, part of its

complexity is the fact that forcing to curtail renewable resources generation is becoming

more widespread as the penetration of solar and wind energy alternative is expanding in

the country [76]. This curtailment necessity generates two negative impacts. First, it af-

fects the long-term revenues expected, and second, it might be increasing the greenhouse

emission as results of compensating the curtailment with energy from fuel-based sources.

Therefore, developing robust and reliable decision support models that can help decision

makers of microgrid operators that deal with a broad range of scenarios, while considering

the variability of renewable energy of microgrid is needed.

3.2 Literature Review

Microgrids have unique characteristics. Current literature defines a microgrid as a small

cluster of distributed energy sources (close to the end users) such as distributed generators,

solar power, wind power, storage components, and loads within a defined boundaries [100],
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[48]. Microgrids operate controlled and coordinated fashion, either connected to the main

power grid or in an islanded way [47]. They further have the capability to export electricity

in the main grid. By having an on-site generation, microgrid operation mainly involves

making unit commitment and economic dispatch decisions [60].

In recent years, research in microgrid has focused on optimization through minimizing

the total system cost (economic and environmental) where the problem is formulated as a

mixed-integer linear program (MILP) [73], [86], [80], [52], [104], [24], [10]. Essentially,

focus is laid on three major categories: modeling, planning, and energy management. First,

for modeling purposes, studies emphasize primary movers (e.g., steam turbines, fuel cells,

combustion turbines), storage systems, renewable energy sources, and demand loads [21].

For instance, Buoro et al. [16] present a multi-objective optimization model considering a

complex energy system composed of CHP units, solar thermal modules, and heating net-

work. Second, for planning issues, studies focus on performance indicators such as energy

savings and environmental impact. As an illustration, Bracco et al. [15] propose a mixed-

integer linear programming model that focus on a system composed of buildings with dif-

ferent energy network configurations and aim to minimize a multi-objective function where

capital and operating costs [85], as well as CO2 emissions, are taken into consideration.

Furthermore, the authors emphasize robust techniques for sizing the components of the

microgrid. Finally, for energy management, studies include optimization techniques to op-

timally allocate the different energy resources to meet demand and operational objectives

such as cost, performance, and emissions [36], [72]. For instance, Deng et al. [26] develop

a 24-hour dispatching scheme for a microgrid as an off-line optimization model where the

60



objective is to minimize both economic and environmental costs. The model proposed by

the authors consider various distributed resources in the microgrid while meeting the elec-

tricity and heat load of the customers. A multi-objective optimization model is presented

where economic costs and emissions level are taken into consideration.

Due to the complexity in integrating renewable resources in microgrid operations (i.e.,

random and intermittent characteristics of renewable energies), researchers have assumed

that there exists perfect knowledge of the net energy profile (i.e., known loads) [88]. To

represent a more realistic case, stochastic nature of the renewable resources as well as their

systematic integration to the microgrids need to be captured via developing a robust opti-

mization model. Among many techniques, chance-constrained programming (CCP) can be

employed to serve this purpose. Chance-constrained programming has been applied to ap-

proach many power system problems [70], [101]. For instance, Ozturk et al. [81] introduce

chance-constrains to ensure that the load for an unit commitment problem is satisfied above

a threshold value. Zhu et al. [124] add chance-constraints in an economic dispatch model to

ensure that the utilization of wind power, which possess high variability, is utilized above

a threshold value. Different from these studies, Wang et al. [113] and Zhao et al. [121]

develop an optimization model that includes both the two-stage stochastic program and

the chance-constrained stochastic program features. More specifically, Wang et al. [113]

generate policies using two-stage chance-constraint to ensure reliable utilization of wind

power output in an unit commitment problem. Zhao et al. [121] propose an expected value

and chance-constrained stochastic optimization approach for the same unit commitment

problem under uncertain wind power output. Our work, although related, is different from
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the literatures discussed above in the sense that we develop a chance-constrained two-

stage stochastic programming model that ensures system reliability by utilizing renewable

resources above a threshold value while simultaneously minimizing microgrid operational

cost under electricity demand uncertainty.

3.2.1 Research scope and contributions

The major contributions of this study to the literature are summarized as follows:

1. Propose a scalable chance-constrained two-stage stochastic programming model to

ensure that, with high probability, a large portion of the renewable energy output at

each operating hour will be utilized while simultaneously minimize the microgrid

operational cost under electricity demand uncertainty. Three different policies are

integrated into the two-stage stochastic programming model formulation through

chance-constraints to ensure that the utilization of renewable energy (i.e., solar) is

high in the microgrid operations.

2. Develop a combined Sample Average Approximation algorithm to provide high

quality feasible solutions for solving the proposed chance-constrained two-stage

stochastic programming model formulation in a reasonable amount of time.

3. Develop a real life case study using data from a medium size medical college in San

Francisco. Investigate the impact of solar panels and the optimal energy sizing for

fuel based generators and distributed energy storage on microgrid under different

scenarios, including the failure of the main grid. Finally, the impact of different risk

level is quantified on microgrid system performance.
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The remainder of this paper is organized as follows. Section 3.3 describes the problem

and introduces the chance-constraint two-stage stochastic programming model formula-

tion. Section 3.4 introduces the combined Sample Average Approximation algorithm to

solve the chance-constraint two-stage stochastic programming model formulation. Section

3.5 provides a detailed case study and compares the numerical results under various oper-

ational conditions. It provides an analysis the performance of the algorithm. Section 3.6

concludes this paper and discusses future research directions.

3.3 Problem Description and Model Formulation

The following subsections will describe the microgrid system structure and the model

mathematical formulation.

3.3.1 Microgrid System Structure

We consider a microgrid that is composed of a set of conventional Fuel Based Gener-

ating (FBG) units (I), Distributed Energy Storage (DES) facilities (J ), renewable energy

resources (L), and buildings (K) with uncertain loads (see Figure 3.1). The microgrid is

assumed to be operated in the grid-connected mode i.e., the microgrid can purchase elec-

tricity from the external utility grid when needed and sell in case of an electricity surplus.

Let T be the set of time periods. We denote ψit and ζit be the startup and shutdown cost of

turning a generator on and off at time period t ∈ T . Furthermore, φit and ai are the sunk

cost of maintaining and running the generator i ∈ I at a minimum cost, respectively. For

each generator i ∈ I with capacity ccapit in time period t ∈ T , the maximum and minimum

electricity output is denoted by pi and p
i
, respectively.
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The energy storage feature enables microgrid to operate based on a non-carbon-emitting

resource and provide smooth intermittent power flow that allows distributed generation to

synchronize with or without the presence of the external electricity grid. Furthermore, the

integration of renewable energy resources not only provide an alternative energy sources

for the microgrid system but also allow significant cost savings for the facilities. The en-

ergy deficiency, as well as the excess amount of energy of the local load, can be accommo-

dated by trading with the main grid through the Point of Common Coupling (PCC) [106].

The microgrid is assumed to be a price-taker in the electricity market. During the time

slots when the local power generation is surplus, the microgrid would sell its power to the

main grid. We define c−t as the unit market selling price in time t ∈ T . In contrast, if the

local energy generation is not sufficient to meet its local load, the microgrid can import

electricity from outside of the power grid for the unmet demand by paying an unit penalty

cost πt. We denote c+
t as the unit electricity purchasing cost in a given time period t ∈ T .

The demand of the microgrid system is modeled as a random variable of which the

probability distribution may not be known in advance. Accurate prediction of small-scale

requirements is difficult to obtain due to the nature of the system components and the

availability of resources on hand. To handle this uncertainty, we consider a fixed number

of scenarios |Ω| where each scenario ω ∈ Ω is associated with a positive probability ρω (ρω

≥0). We then define dktω as the amount of electricity demand in building k ∈ K at time

t ∈ T under scenario ω ∈ Ω. The next section summarizes all the necessary notation and

our efforts in modeling a mathematical programming model for the microgrid operations

subject to uncertain electricity demand.

64



Figure 3.1

A network illustration of Microgrid system

3.3.2 Model Formulation

This section introduces a chance-constrained two-stage stochastic programming model

formulation for the MG operations under uncertain electricity demand. The model con-

siders an integrated scheduling scheme with multiple power supply sources a power grid,

a number of conventional FBG units, several DES units, and renewable energy resources

(i.e., solar PV panels) in order to satisfy the electricity demand. In order to discuss how

we handle the model components, the following notation is introduced in Table 3.1 and

Table 3.2:

We now introduce the following first and second-stage decision variables for our chance-

constrained two-stage stochastic programming model formulation. The first-stage decision

variables U := {Uit}i∈I,t∈T , Z := {Zit}i∈I,t∈T , and Y := {Yit}i∈I,t∈T determine timing
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Table 3.1

Description of the sets and parameters

Symbol Description
Sets
I set of fuel based generating (FBG) units
J set of distributed energy storage (DES) units
K set of facility locations
L set of renewable energy resources (e.g., solar, wind)
M set of segment in linearized functions
T set of time periods
Ω Set of scenarios
Parameters
ψit startup cost for FBG unit i ∈ I in time t ∈ T
ζit shutdown cost for FBG unit i ∈ I in time t ∈ T
ηim length of segment m ∈M for FBG unit i ∈ I
pi maximum power generated by FBG unit i ∈ I
p
i

minimum power generated by FBG unit i ∈ I
λimt unit cost for segment m ∈M of FBG unit i ∈ I in time t ∈ T
ccapit capacity of FBG unit i ∈ I in time t ∈ T
βit initial power generation state for FBG unit i ∈ I in time t ∈ T
φit not load cost (fixed cost) for FBG unit i ∈ I in time t ∈ T
αi cost of running at a minimum capacity of FBG unit i ∈ I
qb+ maximum DES charging rate
qb+ minimum DES charging rate
qb− maximum DES discharging rate
qb− minimum DES discharging rate
qb maximum DES stored energy
qb minimum DES stored energy
st availability of solar energy at time t ∈ T
ht power availability in grid at time t ∈ T
dktω load for facility k ∈ K in time period t ∈ T under scenario ω ∈ Ω
c+
t unit electricity purchasing cost at time t ∈ T
c−t unit electricity selling cost at time t ∈ T
πt penalty cost at time t ∈ T
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Table 3.2

Description of the Decision Variables

Symbol Description
Uit 1 if commitment of FBG unit i is operational at time t; 0 otherwise
Zit 1 if the startup state indicator for FBG unit i is on at time t; 0 otherwise
Yit 1 if the shutdown state indicator for FBG unit i is on at time t; 0 otherwise
S+
jt 0/1 denote the state of charging (on/off) for DES j in time t
S−jt 0/1 denote the state of discharging (on/off) for DES j time t
Pitω amount of electricity generated from FBG unit i time t scenario ω
∆imtω amount of output on segment m ∈M at FBG unit i time t scenario ω
E+
jtω amount of energy charged at DES j time t scenario ω

E−jtω amount of energy discharging at DES j time t scenario ω
X+
jtω amount of energy from power grid to DES j time t scenario ω

Xktω amount of energy from power grid to facilities k time t scenario ω
Xiktω amount of energy from FBG i to facility k time t ∈ T scenario ω
Xitω amount of energy from FBG i to power grid time t scenario ω
Xijtω amount of energy from FBG i to DES j time t scenario ω
X−jtω amount of energy from DES j to power grid in time t scenario ω
Xjktω amount of energy from DES j to facility k in time t ∈ T scenario ω
Xlktω amount of energy from renewable resources to facility k time t scenario ω
Xltω amount of energy from renewable resources to power grid time t scenario ω
Xljtω amount of energy from renewable resources to DES j time t scenario ω
Qjtω amount of energy stored at DES j time t scenario ω
Vktω amount of energy unmet at facility k time t ∈ T scenario ω
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for commitment of operational, startup and shutdown of FBG units in a given time period

t, i.e.,

Uit =


1 if commitment of FBG unit i is operational at time period t

0 otherwise;

Zit =


1 if the startup state indicator for FBG unit i is on at time period t

0 otherwise;

Yit =


1 if the shutdown state indicator for FBG unit i is on at time period t

0 otherwise;

The other first stage decision variables S := {S+
jt}j∈J ,t∈T and S := {S−jt}j∈J ,t∈T determine

timing for state of charging and discharging of DES units in a given time period t, i.e.,

S+
jt =


1 if the state of charging DES unit j is on at time period t

0 otherwise;

S−jt =


1 if the state of discharging DES unit j is on at time period t

0 otherwise;

The second-stage decision variables determine: Xitω the amount of power sold from FBG

to the power grid in time t ∈ T and under scenario ω ∈ Ω; X−jtω the amount of power

delivered from DES j ∈ J to power grid in time t ∈ T under scenario ω ∈ Ω; Xltω the

amount of renewable energy resource l ∈ L to power grid in time t ∈ T under scenario

ω ∈ Ω; Xktω the amount of electricity purchased from the power grid to facility k ∈ K
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in time t ∈ T under scenario ω ∈ Ω; and X+
jtω the amount of electricity purchased from

the power grid to the DES j ∈ J in time t ∈ T under scenario ω ∈ Ω. The amount

of electricity generation at FBG unit i ∈ I at time period t ∈ T is denoted as Pitω and

amount of output on segment m ∈ M at FBG unit i ∈ I at time t ∈ T under scenario

ω ∈ Ω is denoted as ∆imtω. The amount of energy charged at DES unit j ∈ J at time

t ∈ T denoted by E+
jtω and discharged at DES unit j ∈ J at time t ∈ T denoted by E−jtω.

We further denote Xiktω as the amount of energy from FBG i ∈ I to facility k ∈ K in

time period t ∈ T under scenario ω ∈ Ω; Xijtω as the amount of energy from FBG i ∈ I

to DES unit j ∈ J in time period t ∈ T under scenario ω ∈ Ω; Xjktω as the amount of

energy from DES j ∈ J to facility k ∈ K in time period t ∈ T under scenario ω ∈ Ω;

Xlktω as the amount of energy from renewable energy resources l ∈ L to facility k ∈ K in

time period t ∈ T under scenario ω ∈ Ω; Xljtω as the amount of energy from renewable

energy resources l ∈ L to DES j ∈ J in time period t ∈ T under scenario ω ∈ Ω; Qjtω

as the amount of energy stored at DES j ∈ J in time period t ∈ T under scenario ω ∈ Ω;

and finally, Vktω as the amount of energy shortage at facility k ∈ K in time period t ∈ T

under scenario ω ∈ Ω. For notational convenience, all the variables associated with X , E,

V , P , and Q are denoted by set X, E, V, P, and Q, respectively.

Given that the electricity demand is uncertain, the model adds chance-constraints that

force the usage of renewable energy resources to some extent. Furthermore, the variation

of solar energy generation is high which impacts the design and operation of microgrid

management. As discussed in Section 3.2, the amount of electricity can be adjusted without

a significant loss in FBG, but any curtailment of solar generation during the operation
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produce a great loss since its power generation cost is zero. This indicates that these

resources should be utilized with the probability of at least (1− ε) where ε is a confidence

parameter chosen by the decision maker, typically near zero e.g., ε=0.01 or 0.05.

The objective of our model is to minimize the first-stage and the expected value of

the random second-stage costs. The decisions taken at the first stage correspond to the

planning and scheduling time ahead of the energy generation from both the conventional

electricity (i.e., from the grid) and distributed energy resources (e.g., startup, shutdown,

and commitment statuses). These decisions must be made prior to the uncertainties, such

as demand load and renewable resources, are realized. The recourse decisions include the

power dispatch of all energy generating units, the real-time power delivery between the

microgrid and the main grid at the second-stage. These depend on the first-stage decisions,

and they are made after the uncertainties are unveiled and pertain to the real-time opera-

tion. With this, we are now ready to formulate the chance-constrained two-stage stochastic

programming model [MG] as follows:

[MG] MinimizeZ,Y,U,X,V
∑
t∈T

(∑
i∈I

(ψitZit + ζitYit + φitUit) +

∑
ω∈Ω

ρw∆t
( ∑
i∈I,m∈M

C (Pit) +
∑
j∈J

c+
t X

+
jtω +

∑
k∈K

c+
t Xktω

−
∑
i∈I

c−t Xitω −
∑
j∈J

c−t X
−
jtω −

∑
l∈L

c−t Xltω +
∑
k∈K

πtVktω

))
(3.1)

In [MG], the first three terms of the objective function minimizes the total startup, shut-

down, and no load cost of the FBG units. The fourth term represents the operation costs for

the FBG units. The fifth and sixth term of the objective function represent the cost of pur-
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chasing electricity from the external electricity grid. The following three terms represent

the revenue obtained by selling electricity to the external grid from FBG units, DES unit,

and renewable energy resources, respectively. The last term of the objective function is the

penalty cost of electricity demand shortage. This penalty cost implies that if the cost of

getting electricity from microgrid exceeds a threshold cost then the demand for electricity

will be satisfied from other external sources.

The operation cost function are usually expressed as quadratic cost curves (QCCs).

Thus, for each FBG unit i ∈ I and time period t ∈ T , the function can be expressed as

follows:

C (Pit) = aitUit + bitPit + citP2
it (3.2)

where ait, bit, and cit are the coefficients of the quadratic function. Equation (3.1) can be

accurately approximated by a set of piecewise blocksm ∈M. If large number of segments

|M| are used, then the nonlinear cost function (3.2) becomes equivalent to the following

piecewise linear function [74], [17]:

C (Pit) = αiUit +
∑
m∈M

λimt∆imtω ∀i ∈ I, t ∈ T , ω ∈ Ω (3.3)

where αi is the cost of running unit i ∈ I at its minimum power generation. With this, we

can linearize the objective function [MG] to the following [LMG]:

[LMG] Minimize
∑
t∈T

(∑
i∈I

(ψitZit + φitUit + ζitYit + αiUit) +

∑
ω∈Ω

ρw∆t
( ∑
i∈I,m∈M

λimt∆imtω +
∑
j∈J

c+
t X

+
jtω +

∑
k∈K

c+
t Xktω
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−
∑
i∈I

c−t Xitω −
∑
j∈J

c−t X
−
jtω −

∑
l∈L

c−t Xltω +
∑
k∈K

πtVktω

))

In addition to the objective function above, the following sets of constraints constitute

[LMG].

Constraints (3.4) indicate that the uncertain on-site electricity demand (dktω) for each build-

ing k ∈ K in time period t ∈ T must be satisfied either from the electricity generated from

FBG units, DES units, renewable energy resources, electricity purchased from the grid, or

from any external energy sources. Constraints (3.5) represent the capacity constraints for

the electricity grid.

Xktω +
∑
i∈I

Xiktω +
∑
l∈L

Xlktω +
∑
j∈J

Xjktω + Vktω = dktω∀k ∈ K, t ∈ T , ω ∈ Ω (3.4)

∑
j∈J

X+
jtω +

∑
k∈K

Xktω ≤ ht ∀t ∈ T , ω ∈ Ω (3.5)

Constraint (3.6) ensure electricity flow balance at each DES j ∈ J in time period t ∈ T

and under scenario ω ∈ Ω. Constraints (3.7-3.13) capture the limits on the charging and

discharging power as well as the level of energy stored in each DES unit j ∈ J . Constraint

(3.14) assure that the DES cannot be charged and discharged simultaneously in a given time

period t ∈ T .

∑
i∈I

Xijtω +
∑
l∈L

Xljtω +X+
jtω + E−jtω =

∑
k∈K

Xjktω +X−jtω + E+
jtω ∀j ∈ J ,

t ∈ T , ω ∈ Ω (3.6)

Qjtω = Qj,t−1,ω + E+
jtω − E−jtω ∀j ∈ J ,
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t ∈ T , ω ∈ Ω (3.7)

Qjtω ≤ qb ∀j ∈ J , t ∈ T , ω ∈ Ω (3.8)

qb ≤ Qjtω ∀j ∈ J , t ∈ T , ω ∈ Ω (3.9)

E+
jtω ≤ qb+S+

jt ∀j ∈ J , t ∈ T , ω ∈ Ω (3.10)

E+
jtω ≥ qb+S+

jt ∀j ∈ J , t ∈ T , ω ∈ Ω (3.11)

E−jtω ≤ qb−S−jt ∀j ∈ J , t ∈ T , ω ∈ Ω (3.12)

E−jtω ≥ qb−S−jt ∀j ∈ J , t ∈ T , ω ∈ Ω (3.13)

S+
jt + S−jt ≤ 1 ∀j ∈ J , t ∈ T (3.14)

Constraint (3.15) ensures that at each time slot t ∈ T , the amount of energy transmitted

from renewable energy resources must be limited by its available energy. Constraints (3.16)

indicate thatH(x, ξ) ≤ 0 should be satisfied with a probability of at least (1−ε). Constraint

(3.16) is described in detail in the following subsection.

∑
l∈L,k∈K

Xlktω +
∑

l∈L,j∈J
Xljtω +

∑
l∈L

Xltω ≤ st ∀t ∈ T , ω ∈ Ω (3.15)

Pr
(
H(x, ξ) ≤ 0

)
≥ 1− ε (3.16)

Constraint (3.17) limits the amount of electricity generated, and constraint (3.18) enforces

energy balance flow in each FBG unit. Constraints (3.19-3.22) limit the amount of output

power generation, and constraints (3.23-3.29) show the relationship between the startup,

shutdown, and unit commitment indicators (Zit, Yit and Uit) of the conventional FBG unit
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i [9], [55], [112], [74], [17]. We refer the reader to [17] for more details on how the

constraints are handled in FBG units.

∑
k∈K

Xiktω +
∑
j∈J

Xijtω +Xitω ≤ ccapit ∀i ∈ I, t ∈ T , ω ∈ Ω (3.17)

∑
k∈K

Xiktω +
∑
j∈J

Xijtω +Xitω = Pitω ∀i ∈ I, t ∈ T , ω ∈ Ω (3.18)

Pitω = p
i
Uit +

∑
m∈M

∆imtω ∀i ∈ I, t ∈ T , ω ∈ Ω(3.19)

p
i
Uit ≤ Pitω ∀i ∈ I, t ∈ T , ω ∈ Ω (3.20)

Pitω ≤ piUit ∀i ∈ I, t ∈ T , ω ∈ Ω (3.21)

∆imtω ≤ nim ∀i ∈ I,m ∈M, t ∈ T , ω ∈ Ω (3.22)

Uit − Uit−1 = Zit − Yit ∀i ∈ I, t ∈ T ≥ 2 (3.23)

Yit ≤ Uit−1 ∀i ∈ I, t ∈ T ≥ 2 (3.24)

Zit ≤ 1− Uit−1 ∀i ∈ I, t ∈ T ≥ 2 (3.25)

Zit + Yit ≤ 1 ∀i ∈ I, t ∈ T (3.26)

Yi1 ≤ βi1 ∀i ∈ I (3.27)

Zi1 ≤ 1− βi1 ∀i ∈ I (3.28)

Ui1 − βi1 = Zi1 − Yi1 ∀i ∈ I (3.29)

Constraints (3.30) are binary constraints and (3.31) are the non-negativity sign constraints

on decision variables.

Uit, Zit, Yit, S
+
jt, S

−
jt ∈ {0, 1} ∀i ∈ I, ∀j ∈ J ,∀t ∈ T (3.30)
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Pitω,∆imtω, E
+
jtω, E

−
jtω, X

+
jtω, (3.31)

Xktω, Xiktω, Xitω, Xijtω, X
−
jtω, Xjkt,

Xlktω, Xltω, Xljtω, Qjtω, Vktω ≥ 0 ∀i ∈ I, j ∈ J , l ∈ L,

k ∈ K,m ∈M, t ∈ T , ω ∈ Ω

3.3.3 Chance Constraint Representation

We use three different policies to ensure that the utilization of renewable energy (i.e.,

solar) is high in microgrid operations. Let T 1 ⊆ T be the set of time periods when the solar

energy is available (i.e., time periods from 9:00 A.M. to 5:00 P.M.). Since solar radiation is

available only during day time, these policies are assumed to be effective from 9:00 A.M.

to 5:00 P.M. Each policy corresponds to a type of chance-constraints where the restriction

mapping in these three approaches is labeled asH1, H2, andH3, respectively. We assume

that renewable energy sources will fulfill the γ% (0 ≤ γ ≤ 100%) of the total electricity

demand of facilities or larger with at least (1− ε) chances.

First policy, H1: Constraint mapping H1 is for the entire time period T 1 for which the

solar energy is available (starting at 9:00 A.M. and ending at 5:00 P.M.). This guarantees

that the utilization of renewable energy is larger than or equal to γ% of the total electricity

demand with at least (1− ε) chances.

Pr(γ
∑

k∈K,t∈{9..|T |−7}
dktω −

∑
k∈K,t∈{9..|T |−7}

Xlktω ≤ 0) ≥ 1− ε (3.32)
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Second policy, H2: Constraint mapping H2 is for each particular operating hour t ∈ T 1.

By this way, we assure that the utilization of renewable energy is larger than or equal to

γ% of the total electricity demand with at least (1− ε) chances.

Pr
(
γ
∑
k∈K

dktω −
∑
k∈K

Xlktω ≤ 0
)
≥ 1− ε ∀t ∈ {9..|T | − 7} (3.33)

Third policy, H3: Constraint mapping H3 ensures that the utilization of renewable energy

is larger than or equal to γ% of the total electricity demand with at least (1 − ε) chances

for every operating hour t ∈ T 1 in between 9:00 A.M. to 5:00 P.M.

Pr
(
γ
∑
k∈K

dkω −
∑
k∈K

Xlkω ≤ 0,
)
≥ 1− ε (3.34)

where dkω = [dk1ω, dk2ω, ..., dkT 1ω]T
1

, Xlkω = [Xlk1ω, Xlk2ω, ..., XlkT 1ω]T
1

, and 0 is a T

dimensional vector of zeros. From the above three policies it can be observed that the third

policy is more restrictive than the second, which is more restrictive than the first one. The

third policy implies that at least γ% of electricity demand is fulfilled during each of the

operating hours during the time period t ∈ T 1 from 9:00 A.M. to 5:00 P.M.

3.3.4 Sorting Approach

Constraint (3.32) can easily be represented as a deterministic constraint by sorting the

right-hand side values in descending order for each sample with size N and then locat-

ing the d(1-ε) ∗ Ne right-hand-side value. Similarly, we can simplify (3.33) after taking

samples, sorting the right-hand-side values in descending order of the constraints for each

sample (i.e., solar power in each hour) and picking the d(1-ε) ∗Ne right-hand-side values.

However, the sorting method does not work for constraint (3.34) since the sorting algorithm
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cannot handle the joint chance-constraint. Therefore, reformulating it as an Mixed-integer

Linear Programming (MILP) is required. In the next section, we convert (3.32) into an

MILP formulation to consistently produce a high-quality solution in a reasonable amount

of time.

3.4 Solution Approach

1 In this section, we develop a combined SAA algorithm to solve the chance-constrained

two-stage stochastic programming model for the MG scheduling problem. It is challenging

to solve two-stage stochastic program with chance-constraint because its feasibility region

defined by chance-constraint is generally non-convex and requires multi-dimensional in-

tegration. Sample average approximation (SAA) has proved to be an efficient method for

solving chance-constrained and two-stage stochastic problems. In SAA, the actual distri-

bution is replaced by an empirical distribution corresponding to a random sample [114],

[63], [83]. Conventional SAA is used in solving chance-constrained stochastic problems

(e.g., [63], [83]) and two-stage stochastic programming problems (e.g., [50], [4], [109],

[93], [92]). The concept behind the sample average approximation (SAA)is to generate

random samples with N < |Ω| of realizations, and the expected value function is estimated

(approximated) by the sample average function [50], [103]. A deterministic optimization

technique solves the resulting sample average problem. The process is repeated with dif-

ferent samples generated to produce high-quality candidate solutions and also a statistical

estimation of their optimality gaps [109]. Interested readers can find more details, where

Wang et al. [113] and Zhao et al. [121] use the SAA method in solving a unit commitment

77



problem that contains both chance-constrained and two-stage stochastic program features.

There are three major parts of our combined SAA framework: scenario generation, con-

vergence analysis, and solution validation. We solve the resulting mixed-integer linear

program (MILP) efficiently for each SAA problem. In the following sub-sections we will

discuss in detail the combined SAA framework.

3.4.1 Scenario Generation

Gamou et al. [120] support that energy demand obeys a normal probability distribution

in which 95% of the whole area is within the range of 20% of the average energy require-

ments. The authors worked with real data of more than 8,700 hours of operation. Based

on this finding, we assume that the energy demand for each facility k ∈ K in time period

t ∈ T follows a multivariate normal distribution N (µ,Σ), where vector µ is chosen as the

forecasted demand and matrix Σ describes its forecasting error. In the SAA framework, the

regular distribution of the energy demand of the facility is replaced by an empirical distri-

bution using computer simulation techniques. We use Monte Carlo simulation to generate

scenarios for the energy demand in our tested region. It produces a large number of scenar-

ios with equal probabilities 1/N . After making N scenarios, the expected value function

is estimated by a sample average function. The corresponding formulation is shown as

follows:

MinimizeZ,U,Y,X,V
∑
t∈T

(∑
i∈I

(ψitZit + φitUit + ζitYit + αiUit)

+
N∑
n=1

1

N

( ∑
i∈I,m∈M

λimt∆imtn +
∑
j∈J

c+
t X

+
jtn +

∑
k∈K

c+
t Xktn −

∑
i∈I

c−t Xitn
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−
∑
j∈J

c−t X
−
jtn −

∑
l∈L

c−t Xltn +
∑
k∈K

πtVktn

))
(3.35)

Subject to: (3.6-3.15), (3.17-3.32), and the chance constraint (3.32) can be estimated by

using the following indicator function:

1

N

N∑
n=1

I(0,∞)

(∑
k∈K

γdktn −
∑

l∈Ls
⋃
Lrk∈K

Xlktn ∀t ∈ {9..|T | − 7}
)
≥ 1− ε (3.36)

where I(0,∞)(.) is an indicator function. The value of the function is equal to one when(∑
k∈K γdktn−

∑
l∈L,k∈KXlktn ∀t ∈ T 1

)
∈ (0,∞) or zero when

(∑
k∈K γdktn−

∑
l∈L,k∈K

Xlktn ∀t ∈ T 1

)
≤ 0. Wang et at. [113] show that as the value of the sample size N

approaches infinity (i.e., N → ∞), the objective of the above formulation converges to

corresponding true problem. The following subsection explains the detail for linearizing

constraints (3.36).

3.4.2 Solution methods of the SAA Problem

Due to the presence of the non-convexity term in the constraint sets, the solution of

the resulting indicator function (3.36) is still considered challenging. Thus, it requires

using a mixed-integer linear program model to reformulate this sampled chance-constraint.

To do so, we introduce a binary variable R := {Fn}∀n∈N , where Fn = 0 guarantees

that the chance-constraint is satisfied in the corresponding scenario; otherwise, Fn = 1.

Additionally, a big “M” is introduced to the model for the case when the chance-constraint

is violated. The chance-constraint is equivalent to restrict the number of Fn, 1 ≤ n ≤ N ,

to be ones. Then, the chance-constraint can be represented as follows:
79



γ
∑
k∈K

dktn −
∑

l∈Ls
⋃
Lrk∈K

Xlktn ≤ M × Fn ∀t ∈ {9..|T | − 7}, n ∈ N (3.37)

N∑
n=1

µnFn ≤ ε (3.38)

Fn ∈ {0, 1} ∀n ∈ N (3.39)

where µn are the probabilities associated with each scenario n ∈ N . Constraints (3.38)

can be estimated by the following probabilistic constraint.

N∑
n=1

µn(1− Fn) ≥ 1− ε

We can set µn = 1/N ;∀n ∈ N in case of equal probabilities. Now, let r = max
{
k :

k∑
n=1

1/N ≤ ε
}

= bNεc and the knapsack constraint (3.38) becomes:

N∑
n=1

Fn ≤ N × ε (3.40)

3.4.3 Solution Validation

The basic idea for the validation process is to apply statistical techniques to approxi-

mate the upper and lower bounds of the optimal objective value of the SAA problem. The

optimality gap can be obtained through the validation process with a confidence level. We

refer to Pagnoncelli et al. [83], and Ahmed and A. Shapiro [4] as a methodology for solu-

tion validation for the two-stage and chance-constrained problems. We assume that z, u,

and y are an optimal solution for the SAA problem, and v is the corresponding objective
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value. For a given candidate solution for the SAA problem, solution validation provides a

scheme to validate its quality by obtaining upper and lower bounds for the corresponding

optimal objective value. We construct the upper and lower bounds as follows:

1. Upper bound:

Let {ω1, ω2, ..., ωN} be a sample of size N to generate an SAA problem. We start with

the feasibility of the solution y by estimating the true probability distribution of the chance-

constraint: q̂ (y) = Pr
(∑

k∈K γdkt(ω
n) −∑l∈L,k∈KXlkt(ω

n) ≥ 0 ∀t ∈ T 1, n ∈ N
)

. As

discussed in [3] and [83], the (1− τ) confidence interval on q (y) will be as follows:

U (y) = q̂N ′ (y) + zτ

√
q̂N ′ (y) (1− q̂N ′ (y))

N ′
(3.41)

where N ′ denotes the sample size for the validation of the chance-constraint, and q̂N ′ (y)

is the estimated value of q (y) for the given sample size N ′. If this upper bound of q (y) is

less than the risk level ε, then y is feasible with confidence level (1− τ). Thus, as studied

by Ahmed et al. [4], we can evaluate the upper bound of the optimal value for the second

stage in [MG] as follows:

U (v) = cTy +
1

N ′

N ′∑
n=1

Q(y, ωn) (3.42)

2. Lower bound:

Now we need to find the lower bound for the combined SAA algorithm. For getting

the lower bound of the objective value v, we take Ŝ iterations. We run the N scenario SAA

problemM times for each iteration 1 ≤ s ≤ Ŝ. For these M runs, we pick the Lth smallest
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optimal value denoted as vLs as described in [3] and [83]. This is the approximated lower

bound for the chance-constrained part with confidence level (1− τ), where L is calculated

as described in [83]. Finally, the average of
{

vLs , 1 ≤ s ≤ Ŝ
}

provides the lower bound

for our [MG].

3.4.4 Summary of the Combined SAA Algorithm

As inspired by Wang et al. [113], we developed the combined SAA algorithm to solve

model [MG]. The proposed combined SAA algorithm for solving [MG] is discussed as

follows:

1. Initialize: Υ, N , N ′, M , v̄← −∞, ŵ←∞

For s = 1, 2, ..., Ŝ, repeat the following steps:

(a) For m = 1, 2, ...,M , repeat the following steps:

i. Solve the associated SAA problem with N scenarios. Denote the solution
as z̄m, ūm, and ȳm and, the optimal value as v̄m

ii. Generate scenarios {ξ1, ξ1, ..., ξN
′}.

Estimate the q(z̄m, ūm, ȳm) by q̂N ′(z̄m, ūm, ȳm) and use (3.42)
to get U(z̄m, ūm, ȳm)

iii. If U(z̄m, ūm, ȳm) ≤ ε, go to Step (iv); else skip Step (iv) and go to the
next iteration

iv. Generate N ′ scenarios discussed in Step (ii) and estimate the correspond-
ing upper bound for model [MG] using (3.43)

(b) Pick the smallest upper bound obtained from Step (1) and denote ŵs as an
approximated upper bound for model [MG]

(c) Sort theM optimal values obtained from Step (1) in non-decreasing order, e.g.,
v̄1 ≤ v̄2 ≤ ... ≤ v̄m. Pick the Lth optimal value v̂L and denote it as v̂Ls

2. By taking the average of v̄L1 , v̄L2 ,..., v̄Ls , we can obtain the lower bound for model

[MG] as follows: v̄ = 1
Ŝ

Ŝ∑
s=1

v̂Ls
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3. By taking the minimum of ŵ1, ŵ2,...,ŵS , we can obtain the upper bound for model

[MG] as follows: ŵ = min1≤s≤S ŵs

4. Compute the optimality gap (Υ) as follows: Υ = (ŵ − v̄)/v̄ × 100%. If the gap Υ

falls below a pre-specified optimality gap, then STOP the algorithm. Otherwise, go

to Step (1) to continue the steps.

3.5 Computational study and managerial insights

This section summarizes our efforts in solving model [MG] using the combined SAA

approach and the managerial insights derived from a real life case study. Our algorithm is

coded in Python 3.4.4 and executed on a desktop computer with Intel Core i7-4790 3.60

GHz processor and 16.0 GB RAM. GUROBI 6.5.1 (http://www.gurobi.com/) is used as an

optimization solver.

We obtained the electricity price and plan information from Electricity Local, a public

resource to obtain electricity rates [28]. Other parameters such as unit electricity pur-

chasing (c+
t ) and selling price (c−t ) are set to be equal to $0.072/kWh and $0.0037/kWh,

respectively. Electricity demand load data belong to a Medium Size Medical College in San

Francisco. Solar energy data belong to Distributed Energy Resources Customer Adoption

Model (DER-CAM) developed by Berkeley Laboratory [13]. The model objective is to

minimize the cost of operating on-site generation and combined heat and power (CHP)

systems and provide historical load data, weather, and tariffs.
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3.5.1 Experiments under different power grid (ht), DES (qb), and FBG (ccapit ) capac-
ities:

The reliability of the proposed microgrid operational model depends on the capacity of

the power grid ht. Changes on it may lead to deviations from the desired operation quality

and therefore must be quantified and carefully evaluated. Figure 3.2 shows the relationship

between different capacity level of the power grid ht and the total cost during a typical

day in summer and winter. It is observed that the total cost increases significantly as the

capacity of the power grid decreases from 300 kW until the power grid is disconnected,

although the microgrid system still satisfies the electricity demand by other means (e.g.,

solar energy, DES, FBG). On the other hand, the numerical experiments show that the

change in total cost is minimal when the total capacity is between 300 kW and 500 kW.
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Figure 3.2

System cost under different capacities: ht
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We further assessed the impact of changes in total operational cost when the proposed

microgrid system is exposed to different DES capacities (qb). Figure Figure 3.3 demon-

strates the relationship between the operational cost of microgrid under different DES ca-

pacities. It is observed that the total operational cost of microgrid increases with a decrease

in the DES capacities and become stabilized after the capacities researches to 400 kW.
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Figure 3.3

System cost under different capacities: qb in a typical summer and winter day

Our final set of experiments illustrate the performance of the proposed microgrid op-

eration under different FBG capacities (ccapit ). Figure 3.4 shows how much the total cost

increases as we decrease the FBG capacities to zero. It is observed that the total cost for the

microgrid system operation remains almost steady after FBG capacities increases to 400

kW. We note that these observations can aid the decision makers to select capacity levels

(e.g., ht, qb, and ccapit ) for different components of the microgrid system.
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FBG capacity (kW)
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Figure 3.4

System cost under different capacities:ccapit in a typical summer and winter day

3.5.2 Allocation of Distributed Resources Generation

We note that the proposed chance-constrained model will allow the operator to request

a portion of the solar power output to be utilized at a certain probability, and then plan an

optimal dispatch. Furthermore, operators can adjust any curtailment. Figures Figure 3.5,

and Figure 3.6 shows that following the policyH3 explained in Section 3.3.3, the operator

can plan and allocate different power generator resources to meet the electricity demand.

It can be seen that for summer, there is more time for solar energy to be dispatched as

expected and the level of this type of energy need is quantified. Moreover, during a typical

summer and winter day between 10:00 AM and 2:00 P.M., the electricity from grid reaches

its minimum. Finally, there is more energy requested from FBG when the time is in be-

tween 4:00 AM and 8:00 AM in winter compared to the same period in summer which can

be explained due to the nature of dark mornings in the winter. Our model does not only
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assist the microgrid systems operator to set a service level but also serves as a planning

tool to get the minimum cost operation and the best allocation of available resources.

Time (h)
2 4 6 8 10 12 14 16 18 20 22 24

P
o

w
er

 (
kW

)

0

50

100

150

200

250
Electricity grid
FBG unit
DES unit
Solar panel

Figure 3.5

Sources for a summer typical day

3.5.3 Experimenting with FBG/DES units and solar panels under power outages

The power grid disruption database shows a noticeable increase in power outages from

2000 through the first half of 2014 [42]. Weather-related events (e.g., storms and severe

weather, cold weather, ice storms, hurricanes and tropical storms, tornadoes, and com-

bination of extreme heat events and wildfires) are the key reasons behind these power

outages [22]. Therefore, we now experimenting with the performance of the microgrid

under the case when a power outage is occurred. More specifically, we will emphasize any

potential benefits of having solar panels under different FBG/DES units on fulfilling the

required energy load during a power outage.
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Sources for a winter typical day

The first set of experiment conducts sensitivity analysis on enabling and not enabling

solar panels in the microgrid while varying the number of FBG units installed in the micro-

grid to compute the total cost of the operation under power outages (shown in Figure 3.7).

We assume that the power outages occur in the California Medical College area [13] where

the chance-constraint ensures that a certain percentage of the total electricity demand of

load will be fulfilled from the solar panels with a predetermined probability. Figure 3.7

demonstrates the potential that exists to make use of FBG unit along with solar panels. It

is evident from the results that having four FBG units with capacity 400 kWh provides the

lowest total cost for both sets of experiments. Furthermore, it is important to note that the

leftmost points in the two curves in Figure 3.7 denote the case where microgrid only uses

external electricity with a penalty (without FBG units and solar panels) and thus, the total

operation cost of the microgrid is very high. Our results show that FBG can bring a saving
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of 8.74% to the system. Moreover, by comparing the two curves, we find out that the cost

reduction achieved by solar panels is more than 7.51%. In summary, it is observed that the

FBG units and renewable energy sources play a significant role in the microgrid system

performance.
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Figure 3.7

Cost reduction for different number of FBG units with and without solar panels

The second set of experiment conducts sensitivity analysis on enabling and not en-

abling solar panels in the microgrid while varying the number of DES units installed in

the microgrid to compute the total cost of the operation under power outages (shown in

Figure Figure 3.8). Similar to the first set of experiments, the chance-constraint ensures

that a significant portion of solar power will be utilized at each operating hour with a high

probability. Figure 3.8 demonstrates the potential that exists to make use of DES units

along with solar panels. It is observed that having four DES with the full capacity of 400
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kWh is sufficient to obtain the lowest total cost of the microgrid system. From Figure 3.8,

it is seen that total cost of the microgrid system goes higher when microgrid only uses ex-

ternal electricity (without FBG units and solar panels). It is possible to reduce total cost by

9.49% to the system by using FBG. Furthermore, it is observed that by comparing the two

curves a significant amount of cost reduction is achieved by solar panels (approximately

6.58%). These results are an indication of the prospective investment for microgrid system

on satisfying the electricity demand on extreme events.
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Figure 3.8

Cost reduction for different number of DES units with and without solar panels

3.5.4 Impact of different risk level ε on system performance

To understand the impact of risk level on MG system, we generate 200 scenarios to

run a series of experiments on different risk levels. We investigate the impact of risk levels

on the three policies discussed in Section 2.3. Table Table 3.3, Table 3.4, and Table 3.5
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demonstrate the total cost, utilization and CPU times for various risk levels when the first,

second and third policy is employed, respectively. In general, we conclude that the total

cost is increased as the risk level increases from 10% to 100%. It is well expected since the

increased utilization of solar energy sources decreases the total cost of the MG system. An

extreme case is ε=100% when the chance constraint is neglected. In such a case, the opti-

mal cost is higher than that at any other risk level. It implies that if the MG does not bound

with the chance constraint then the total costs increase for all policies. Meanwhile, the so-

lar energy utilization is at its lowest value as well (below 10%) for 100% risk level. More

specifically, from the table Table 3.3- Table 3.5, we observe that third policy is the most

restrictive among all policies. For the same given risk level and under same experimental

setting, the solar utilization is the highest among all three policies.

Table 3.3

Computational results of the First policy for the MG system considering different risk
levels

Risk Level ε Total cost ($) Utilization CPU Time (sec)
10% 235 19.54% 212
20% 238 19.02% 210
40% 245 15.12% 190
80% 253 10.43% 225

100% 274 7.38% 160
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Table 3.4

Computational results of the Second policy for the MG system considering different risk
levels

Risk Level ε Total cost ($) Utilization CPU Time (sec)
10% 232 21.27% 125
20% 231 20.19% 142
40% 241 17.46% 161
80% 249 11.29% 164

100% 274 7.38% 160

Table 3.5

Computational results of the Third policy for the MG system considering different risk
levels

Risk Level ε Total cost ($) Utilization CPU Time (sec)
10% 224 25.73% 285
20% 228 25.14% 309
40% 235 23.63% 328
80% 238 21.47% 357

100% 274 7.38% 160
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3.5.5 Analyzing the performance of solution algorithms

This section presents our computational experience in solving model [MG] using a

combined sample average approximation (SAA) algorithm proposed in Section 3.4. The

algorithm is terminated when at least one of the following criteria is met: (a) the optimality

gap (i.e., Υ = |UB−LB|/UB) falls below a threshold value Υ = 0.01; or (b) the maximum

time limit timemax = 3,600.0 (in CPU seconds) is reached; or (c) the maximum number

of iteration itermax = 100 is reached. The size of the deterministic equivalent problem of

model [MG] for different input parameters is presented in Table 3.6.

Table 3.7 presents the computational performance of solving model [MG] using a com-

bined SAA algorithm. We set N ′ = 200, N = 20,M = 5 to obtain the experimental

results. The first column reports different problem sizes which are considered in the ex-

periments. The risk level is given in the second column. The third and fourth column

represent the Lower Bound (LB) and the Upper Bound (UB). The gap is expressed in the

fifth column which is calculated by the |UB−LB|/UB× 100% and finally the CPU time

which is represented in the sixth column.

Results indicate that the combined SAA solves 20 out of 20 problem instances by

obeying the termination criteria in a reasonable amount of time. The overall average of

optimality gap for the combined SAA is reported as 0.65%. Moreover, it is observed that

the optimality gap provided by combined SAA algorithm for case 5 is relatively high. It

mandates developing additional techniques for solving the subproblems of the combined

SAA algorithm efficiently.
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Table 3.7

Computational performance of combined SAA algorithm

Case Risk Level
ε (%) UB LB Gap

(%)
CPU
(sec)

4*1 (Base) 10 235 234 0.37 285.05
25 240 239 0.45 311.24
50 249 247 0.57 338.46

100 274 273 0.39 160.69
4*2 10 1,179 1,173 0.52 521.37

25 1,203 1,195 0.68 583.74
50 1,241 1,233 0.59 648.63

100 1,351 1,345 0.41 374.49
4*3 10 2,345 2,328 0.72 764.27

25 2,436 2,418 0.74 857.58
50 2,507 2,489 0.69 892.82

100 2,857 2,839 0.61 415.64
4*4 10 4,721 4,690 0.66 805.17

25 4,841 4,805 0.74 868.06
50 4,956 4,912 0.88 985.34

100 5,521 5,490 0.56 548.93
4*5 10 9,514 9,425 0.93 1,387.47

25 9,625 9,539 0.89 1,436.13
50 9,974 9,878 0.96 1,545.81

100 10,854 10,781 0.67 889.24
Average 3,806 3,776 0.65 728.51
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3.6 Conclusions

In this research, we propose a scalable quantitative modeling framework to evaluate the

impacts of the variability on renewable resources in the microgrid operation. The energy

and reserve dispatch decisions are obtained from a chance-constrained stochastic mixed

integer linear programming model. We use three different policies to ensure that the uti-

lization of renewable energy (i.e., solar) is high in microgrid operations. We observe that

the third policy is more restrictive than the other two policies. A Sample Average Ap-

proximation algorithm is applied to provide high quality feasible solution for our proposed

model in a reasonable amount of time. For the given data and parameter settings used

in this research, the numerical analysis demonstrates the following conclusions: First, the

measures at the system level, total system cost is mostly impacted by the distributed gen-

eration technologies (i.e., fuel-based generators, distributed energy storage, and renewable

resources). Second, the chance-constrained model provides an efficient planning tool to

allocate and dispatch solar-generation power efficiently. Third, the chance-constraints re-

duce the risk to curtail during the microgrid operation.

For future study, we will investigate the performance of the proposed approach consid-

ering solar and wind power generation and additional uncertainties in the load profile. To

continue testing scalability of the proposed approach, a large scale power system which

contains more types of storage systems, renewable energy sources, and heating/cooling

demand load should be studied.
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