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Abstract

Visible-light communication (VLC) is an enabling technology that exploits the light-
ing infrastructure to provide ubiquitous indoor broadband coverage via high-speed
short-range wireless communication links. On the other hand, physical-layer security
has the potential to supplement conventional encryption methods with an additional
secrecy measure that is provably unbreakable regardless of the computational power
of the eavesdropper.

The lack of wave-guiding transmission media in VLC channels makes the commu-
nication link inherently susceptible to eavesdropping by unauthorized users existing
in areas illuminated by the data transmitters. In this thesis, we study transmission
techniques that enhance the secrecy of VLC links within the framework of physical-
layer security.

Due to linearity limitations of typical light-emitting diodes (LEDs), the VLC
channel is more accurately modelled with amplitude constraints on the channel input,
rather than the conventional average power constraint. Such amplitude constraints
render the prevalent Gaussian input distribution infeasible for VLC channels, making
it difficult to obtain closed-form secrecy capacity expressions. Thus, we begin with
deriving lower bounds on the secrecy capacity of the Gaussian wiretap channel subject
to amplitude constraints.

We then consider the design of optimal beamformers for secrecy rate maximiza-

tion in the multiple-input single-output (MISO) wiretap channel under amplitude
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constraints. We show that the design problem is nonconvex and difficult to solve,
however it can be recast as a solvable quasiconvex line search problem. We also
consider the design of robust beamformers for worst-case secrecy rate maximization
when channel uncertainty is taken into account.

Finally, we study the design of linear precoders for the two-user MISO broadcast
channel with confidential messages. We consider not only amplitude constraints, but
also total and per-antenna average power constraints. We formulate the design prob-
lem as a nonconvex weighted secrecy sum rate maximization problem, and provide
an efficient search algorithm to obtain a solution for such a nonconvex problem. We
extend our approach to handle uncertainty in channel information.

The design techniques developed throughout the thesis provide valuable tools for
tackling real-world problems in which channel uncertainty is almost always inevitable
and amplitude constraints are often necessary to accurately model hardware limita-

tions.
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Chapter 1

Introduction

1.1 Background

1.1.1 Visible-Light Communication

Visible-light communication (VLC) is an enabling technology that exploits illumina-
tion devices, mostly high-brightness light-emitting diodes (LEDs), to establish high-
speed short-range wireless communication links [1, 2, 3, 4, 5, 6, 7]. In typical VLC
systems, information is relayed by the means of modulating the output intensity of
the LEDs, whereas at the receiver side, the data signal is recovered using simple
photodiodes (PDs). The use of laser diodes (LDs), rather than LEDs, can result
in higher data rates [8], however LDs are not popular for illumination purposes as
they are more expensive and have the potential to cause eye or skin injuries. Data
rates can also be improved by using imaging receivers [8, 9], however this comes with
increased complexity and cost.

VLC systems take advantage of the license-free light spectrum and immunity to
radio frequency (RF) interference. In addition, VLC transmitters can exploit the
existing lighting infrastructure where legacy incandescent and fluorescent lamps are
being replaced with LED-based luminaires that have longer lifespan, smaller size,
lower power consumption, higher energy-conversion efficiency, and improved color

rendering without using toxic chemicals [2, 5, 10]. Thus, the integration between
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power-line communication (PLC) and VLC systems has the potential to provide
ubiquitous indoor broadband coverage with seamless handover [11, 12|. Furthermore,
since typical lighting systems utilize multiple luminaires that are sufficiently separated
to provide uniform illumination, VLC systems can readily benefit from multiple-
antenna techniques to achieve higher data rates [9] and enhance the reliability [13]
and security [14] of VLC networks. Moreover, due to line-of-sight (LoS) propagation
and confinement of light waves by opaque surfaces, VLC links cause limited inter-
cell interference. Such advantages qualify VLC systems for realizing small-size cells,
termed as “LiFi attocells” [15], in fifth generation (5G) networks featuring cells with
coverage ranges on the order of a few meters [16].

The IEEE 802.15.7 standard [17], released in 2011, was a big step towards the
commercialization and widespread deployment of VLC networks [18, 19]. It defines
three physical layer modes, with the second and third modes, PHY II and PHY III,
respectively, supporting data rates up to 96 Mbit/sec |20, 21]. In fact, much higher
data rates have already been demonstrated in laboratory conditions. A prototype
VLC system utilizing high-power LEDs to achieve bidirectional real-time transmission
with a total rate of 500 Mbit/sec over a 2 m distance was implemented in [22]. In [23],
the authors demonstrated a 16-user multi-carrier code-division multiple access (MC-
CDMA) VLC system that achieves 750 Mbit/sec sum rate over a 1.5 m distance
using off-the-shelf LEDs. Furthermore, the use of pLEDs with smaller size (e.g.,
on the order of 50 pum) and lower junction capacitance allows higher modulation
bandwidth. The authors in [24] utilized a single gallium nitride (GaN) puLED to

establish a 3 Gbit/sec VLC link over a 5 cm distance.
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1.1.2 Physical-Layer Security

With the unprecedented increase in traffic volumes over wireless networks, data pri-
vacy and secrecy are becoming a major concern for users, as well as for network
administrators. Conventional security schemes are typically implemented at upper
layers of the network stack via access control, password protection, and end-to-end
encryption. Such schemes are deemed secure as long as the computational power of
potential eavesdroppers remains below certain limits. For example, the eavesdrop-
pers do not have sufficient computational power to perform an exhaustive search for
the password, or determine the prime factors of a large integer (to obtain the secret
key and decrypt the encrypted message), within a reasonable amount of time. Dur-
ing the past few years, however, physical-layer security has emerged as a promising
technique that can complement conventional encryption methods with an additional
secrecy layer that is provably unbreakable regardless of the computational power of
the eavesdroppers [25, 26, 27, 28, 29, 30, 31]. Moreover, physical-layer security has the
potential to provide lightweight standalone secrecy solutions in communication sys-
tems functioning under severe hardware or energy constraints such as machine-type
communication (MTC) devices in the Internet of Things (IoT) [32].

Physical-layer security refers to transmission schemes that exploit dissimilarities
among the channels of different receivers in order to hide information from unautho-
rized receivers, without reliance on upper-layer encryption techniques. The underly-
ing idea behind such a secrecy scheme is to sacrifice a portion of the communication
rate, that otherwise would be used for useful data transmission, in order to confuse
potential eavesdroppers and diminish their capability to infer information at any
positive rate, via carefully-designed signaling and coding schemes.

The innovative idea of quantifying secrecy via information-theoretic measures can
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be traced back to Shannon [33] who proposed equivocation® as a quantitative measure
of the secrecy level of encrypted messages 26, Section 3.1]. Almost three decades
later, the foundations of information-theoretic security were laid down by Wyner in
his seminal paper [34| that studied the problem of secret communication over the
degraded broadcast channel. In that paper, Wyner introduced the so-called wiretap
channel model to describe the scenario in which the transmitter has one secret mes-
sage intended for one receiver, while the other receiver, whose channel is degraded,
acts as an eavesdropper. Wyner also introduced the notion of secrecy capacity as
a performance measure that specifies the maximum communication rate that guar-
antees reliable reception of the secret message by the intended receiver and entire
hiddenness from the eavesdropper. The work of Wyner motivated the characteriza-
tion of the secrecy capacity of the scalar, i.e., the single-input single-output (SISO),
Gaussian wiretap channel® [36]. Wyner’s model was then extended to the (nonde-
graded) wiretap channel [37], where the eavesdropper’s channel need not be degraded.
Such an extension has ultimately led to the characterization of the secrecy capacity of
the multiple-input single-output (MISO) [38, 39] and multiple-input multiple-output
(MIMO) Gaussian wiretap channels [40, 41, 42, 43|. Furthermore, when the eaves-
dropper’s channel is not accurately known or entirely unknown to the transmitter,
the works in [44, 45, 46| proposed the transmission of jamming signals, i.e., artificial
noise, in conjunction with the information-bearing signal, in order to increase the
interference seen by the eavesdropper and diminish its capability to decode the secret
message.

The wiretap channel model was further extended to the two-user broadcast chan-

nel with confidential messages (BC-CM) [47]. Such a model studies the scenario in

1 As defined in his paper [33, Section 11|, equivocation is the conditional entropy of the trans-
mitted message after knowing the received signal.
2Recall that the scalar Gaussian broadcast channel is a degraded channel |35, Section 15.1.3].
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which the transmitter has two independent secret messages, one intended for each
receiver, and each message should be kept confidential from the other receiver. The
secrecy capacity regions of the two-user MISO BC-CM and the two-user MIMO BC-

CM were characterized in [48] and [49], respectively.

1.2 Motivation

1.2.1 Are VLC Links Secure?

VLC links are often deemed eavesdropping-proof, however this is not necessarily true,
especially in public areas or in multi-user scenarios. With the lack of optical fibers,
or any sort of wave-guiding transmission media, the VLC channel has a broadcast
nature. This makes VLC links inherently susceptible to eavesdropping by unintended
or unauthorized users having access to areas illuminated by the data transmitters.
Typical scenarios include public spaces such as classrooms, meeting rooms, libraries,
shopping centers, and aircrafts, to name a few.

Accordingly, our research efforts in this thesis are directed towards enhancing the
secrecy of VLC networks within the framework of physical-layer security.

Figure 1.1 depicts a typical VLC scenario in which physical-layer security is appli-
cable. The figure shows, for example, a governmental office utilizing a VL.C network.
The shaded area (at the bottom of the figure) is open to the public, making sensitive
information vulnerable to overhearing by potential eavesdroppers. An interesting
design problem is to devise a physical-layer security scheme that maintains reliable
communication among the office personnel and prevents users located in the shaded

area from reliably decoding the transmitted messages.
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Figure 1.1: An example VLC scenario in which physical-layer security is applicable.

1.2.2 Amplitude Constraints

Typical VLC systems utilize LEDs for data transmission whereby the input current
signal modulates the output intensity of the LEDs. Typical LEDs, however, have
limited linear operation region beyond which electro-optical conversion becomes non-
linear (see, e.g., Figure 1.3). Such a nonlinearity can be partially compensated via
predistortion of the input current signal [50]|. However, predistortion can be effec-
tive only within certain operation limits beyond which the output intensity saturates,
leading to clipping distortion of the transmitted signal. Thus, the modulating current
signal must satisfy certain amplitude constraints in order to maintain linear electro-
optical conversion and avoid undesirable nonlinear effects. As a consequence, inten-
sity modulation (IM) channels are typically modelled with amplitude constraints on
the channel input, rather than the conventional average power constraint [51, 52, 53].

In fact, all modern digital transmitters experience amplitude constraints because
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of the digital-to-analog converters (DACs) incorporated at the transmitter front-end.
Clearly, these DACs have finite ranges, and thus the transmitted signals are subject
to amplitude constraints. Therefore, taking amplitude constraints into account can
be crucial to model hardware limitations, not only in IM systems, but in fact in all
practical communication systems.

Now, an amplitude constraint on the channel input will render the prevalent Gaus-
sian input distribution infeasible. Unfortunately, this makes amplitude constraints
difficult to handle (in terms of obtaining analytic capacity expressions), and therefore
they are often overlooked in favor of the more convenient average power constraint.
Compared to the massive body of literature on the Gaussian wiretap channel un-
der the average power constraint, works that considered the amplitude-constrained
Gaussian wiretap channel are quite rare. Even in the absence of secrecy constraints,
characterization of the capacity of amplitude-constrained Gaussian channels is quite
challenging. In his seminal paper [54, Section 26|, Shannon referred to the difficulty
of obtaining an analytic expression for the capacity of the peak-limited, i.e., the
amplitude-constrained, Gaussian channel. Instead, he derived a lower bound and an
asymptotic upper bound that is valid at high peak signal-to-noise ratio (SNR). Out
of his Ph.D. work [55, 51|, Smith came up with the rather surprising result that the
capacity-achieving input distribution for the amplitude-constrained Gaussian chan-
nel is discrete with finite support, i.e., it has a finite number of mass points. Closed-
form lower and upper bounds on the capacity of the amplitude-constrained Gaussian
channel were derived in [53]. For the Gaussian wiretap channel, the authors in [56]
followed the approach devised in [51| and proved that the secrecy capacity-achieving
distribution under the amplitude constraint is also discrete with finite support.

In this thesis, we shall characterize the performance of amplitude-constrained
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Gaussian wiretap channels via closed-form secrecy rate expressions. We will also con-
sider the design of beamformers for the MISO wiretap channel and linear precoders
for the two-user MISO BC-CM when the beamformers or precoders are subject to am-
plitude constraints. In fact, it is fair to say that the novelty of many of the problems

considered in this thesis comes from taking amplitude constraints into account.

1.2.3 Uncertain Channel Information

Compared to conventional encryption techniques, the performance of physical-layer
security schemes is inherently sensitive to channel conditions, that is the secrecy
performance can be severely degraded if the designed scheme is based on inaccurate
channel information. In fact, this is a major drawback that may hinder any effort
to deploy practical physical-layer security systems as it is almost always unrealistic,
in real-world scenarios, to assume that the channel gain of the intended receiver or
the eavesdropper is accurately known to the transmitter. On one hand, information
regarding the intended receiver’s channel may suffer from estimation errors, aside
from inevitable quantization errors imposed by the finite rate of the feedback channel.
On the other hand, there is probably no feedback from the eavesdropper if it is an
unregistered user and shall remain silent to hide its presence. In such a case, the
transmitter may resort to less reliable information sources, such as possible locations
of the eavesdropper, in order to obtain an estimate of its channel gain. In all cases,
channel information available to the transmitter will never be accurate, and adopting
a physical-layer security scheme based on such inaccurate information may lead to a
secrecy outage with catastrophic consequences.

Based on the above discussion, it becomes clear that any practical physical-layer

security system must take channel uncertainty into account. In other words, we
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have to adopt the so-called robust transmission schemes. Among various possible
approaches to achieve robust secure transmission, we shall consider worst-case op-
timization. In such an approach, one chooses some uncertainty sets that are be-
lieved to contain all possible realizations of the channel gains for the receiver and
the eavesdropper. Then, the design problem is formulated to optimize the perfor-
mance measure, i.e., the secrecy rate, corresponding to the worst-case realization of
the uncertain channel gains. Now we have to face the question of how to choose rea-
sonable uncertainty sets. In fact, the validity of the worst-case optimization approach
depends mostly on such a choice. On one hand, unreasonably large (i.e., too con-
servative) uncertainty sets may render the design problem infeasible. On the other
hand, small uncertainty sets can lead to an overestimate of the achievable secrecy
rate and, consequently, secrecy outage may occur.

Typical works in the physical-layer security literature assume spherical uncertainty
sets for both the receiver’s and eavesdropper’s channels. For example, uncertainty in

the eavesdropper’s channel is typically modelled by
hy € { he +e: el ge},

where hg is the transmitter’s erroneous estimate of the eavesdropper’s channel hg,
e is an unknown (but norm-bounded) error vector, and € is some known constant
that quantifies the amount of uncertainty. This error model is well accepted to take
into account channel uncertainty caused by limited, i.e., finite-rate, feedback from the
receiver |57, Lemma 1]. In wiretap scenarios, however, such an uncertainty model
may become inapplicable if the eavesdropper is a passive receiver that remains silent
to hide its presence from the transmitter, i.e., there is no feedback, flE, regarding the

eavesdropper’s channel. Fortunately, in indoor VLC scenarios, it is often reasonable
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to assume that the transmitter has some uncertain information regarding the location
and /or orientation of the eavesdropper (recall, for example, the scenario in Figure 1.1,
wherein potential eavesdroppers can only exist within areas of the room that are open
to the public). Furthermore, the LoS path is typically dominant in VLC scenarios,
and thus the channel gain can be accurately approximated by a deterministic function
of the location and orientation of the receiver, as well as the emission pattern of the
LEDs (see Eq. (1.4) in Section 1.3.2). This is unlike the case of RF channels wherein
rich scattering environments typically give rise to significant multipath components,
which are usually unpredictable.

Therefore, in this thesis we develop the idea of choosing uncertainty sets for the
eavesdropper’s channel based on the uncertain parameters in the LoS channel gain
equation, i.e., based on uncertain information regarding the location and orientation
of the eavesdropper. Then, we use such uncertainty sets, along with spherical uncer-
tainty sets for the intended receiver’s channel, in order to formulate the worst-case

secrecy rate maximization problem and obtain a robust transmission scheme.

1.3 Preliminaries and Definitions

In this section, we present some of the key concepts and definitions used throughout
the entire thesis. We begin with describing the VLC channel model and the mod-
ulation scheme that we adopt. We then recall the generalized Lambert’s cosine law
used to model the emission pattern of typical LEDs. We also explain how transmit
beamforming can be implemented in IM channels. Furthermore, we review two fun-
damental constructs in physical-layer security, namely, the wiretap channel and the
two-user BC-CM, and recall the relevant definitions of achievable secrecy rates and

secrecy rate regions. Finally, we clarify what the term “secure transmission” precisely
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Figure 1.2: Simplified block diagram of a SISO PAM VLC system.

means in the context of physical-layer security.

1.3.1 The VLC Channel Model and Modulation Scheme

Typical VLC systems utilize illumination LEDs for data transmission. Such LEDs
are incoherent light sources®, and thus IM is the only feasible transmission scheme.
As a consequence, direct detection (DD) at the receiver using simple PDs is sufficient
for demodulation [5, 6, 58, 59].

In this thesis, we adopt the DC-biased pulse-amplitude modulation (PAM) scheme?
illustrated in Figure 1.2. The transmit element is an illumination LED driven by a
fixed bias current Inc € R, that sets the average radiated optical power Fye = nlpc,
where 7 (mW/mA) is the electro-optical conversion efficiency of the LED. The
current-power response of a typical LED is depicted in Figure 1.3.

The PAM scheme is described as follows. Information symbols from a single-

stream data source are stochastically encoded® into a zero-mean current signal z(¢),

3Unlike LDs, LEDs emit photons with random phases.

“Note that PHY I and PHY II in the IEEE 802.15.7 standard use the OOK and (binary) VPPM
schemes [20, Tables I and II]. However, restricting the transmitted signal to such binary schemes
would not allow much room for optimization and performance enhancement, especially when secrecy
constraints are taken into account.

®Stochastic encoding adds randomization to confuse the eavesdropper. See, e.g., 26, Chapter 3].

11
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Figure 1.3: Current-power response of a typical LED.

t = 1,2,.... The codewords are chosen such that E{X} = 0 and |z(t)] < A V&,
where X is the random variable counterpart of x(t), A £ pmiIpc, and pyg € [0, 1] is
termed as the modulation index. The modulation index, in turn, is chosen such that
the LED maintains linear electro-optical conversion over the input current range
[Ipc — A, Ipc + A], as illustrated in Figure 1.3. If nonlinearity is severe, digital
predistortion of the input current signal z(¢) may become necessary to linearize the
LED response around the DC bias point [50]. The codewords are then superimposed
on the DC bias, via a bias-T circuit, to imperceptibly modulate the output intensity
of the LED. Thus, the instantaneous emitted optical power Prx(t) can be expressed

as

Prx(t) = n(Inc + z(t)). (1.1)

Since E{X} = 0, the data® signal x(¢) does not alter the average radiated optical

6With slight abuse of notation, we shall use the term “data” to refer to the “codewords corre-
sponding to the secret message”. However, it is essential to keep in mind that z(¢) is a sequence of
secrecy codewords rather than uncoded data symbols.

12
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power and, consequently, it has no effect on the illumination level.

We shall assume narrow-band transmission, that is the bandwidth of the trans-
mitted signal is well below the modulation bandwidth (or the cutoff frequency) of
the LED, and is also smaller than the inverse of the maximum excess delay of the
VLC channel. In other words, we shall ignore possible low-pass filtering caused by
the LED characteristics or multipath propagation. Consider, for example, a VLC
system in which phosphorus-coated blue LEDs are utilized for transmission, and blue
filtering is applied at the receiver. This setup allows 3-dB modulation bandwidth of
about 20 MHz [60, Figure 3|, and the excess delay in a medium-sized room is about
10-20 nsec [61]. Thus, a transmitted signal whose bandwidth is limited to 10 MHz,
for example, should not suffer noticeable distortion from the frequency response of
the LEDs or the channel.

Thus, under the assumption of narrow-band transmission, the frequency response
of the VLC channel is almost flat near DC [58], and it is sufficient to characterize the
optical channel by its DC gain given by the ratio of transmitted to received optical

powers. From (1.1), the instantaneous received optical power is

Prx(t) = hopt Prx(t)

= hopi(Inc + 2(1)), (1.2)

where hope € Ry is the DC optical channel gain that shall be specified in the next
subsection. The received optical power, in turn, is converted by a PD into a propor-
tional photocurrent RppPrx(t), where Rpp (A/mW) is the responsivity of the PD.
Then, the DC term RpphoptnIpc is blocked, and the resulting signal is amplified by a
transimpedance amplifier with gain 7, (mV /pA) to produce a voltage signal y(t) € R

that is a scaled, but noisy, version of the input signal z(¢). Dominant noise sources in

13
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VLC channels are the thermal noise in the receiver electronic circuits, i.e., the ampli-
fier noise, and the shot noise caused by ambient illumination from sunlight or other
light sources. Both noise processes are well modelled as signal-independent additive
white Gaussian noise [52, 59]. Thus, the discrete-time VLC channel in Figure 1.2 can
be modelled by

y(t) = ha(t) + n(t), t=1,2,..., (1.3)

where h £ nhopt RppTy is the DC channel gain, and n(t) denotes independent and
identically-distributed (i.i.d.) zero-mean Gaussian noise samples with variance o2,
i.e., N ~ N(0,0%), where N is the random variable counterpart of n(t). The chan-

nel model in (1.3) is a scalar Gaussian channel whose input z(¢) is subject to the

amplitude constraint |z(t)| < AVt =1,2,....

1.3.2 The Optical Channel Gain

Figure 1.4 illustrates the geometry of an LoS VLC link. The receiver is pointing
towards an arbitrary direction specified by the unit vector
u=[sinfcos¢ sinfsing cosb] ,
where 6 € [0, 7] is the zenith (or polar) angle, and ¢ € [0, 27] is the azimuth angle.
We shall refer to u as the orientation vector.
We assume that the LED has an azimuth-symmetric generalized” Lambertian

emission pattern. We also assume that the LoS path is dominant over multipath com-

ponents caused by diffuse reflections from nearby surfaces®. Under these assumptions,

"In the case of (non-generalized) Lambertian emission pattern, the Lambertian order m is equal
to 1, which corresponds to a half-intensity angle (398 = 60°.

8This assumption will be relaxed in Section 3.4.4 wherein non-line-of-sight (NLoS) components
are taken into account.

14
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Figure 1.4: Geometry of an LoS VLC link with arbitrary receiver orientation.

the DC optical channel gain hop can be accurately approximated by [58, Eq. (10)]

(m + 1)APD m
hopt = ~—(——05— (COS C) T Ge COSwI\I/<¢) (14&)
P 2nd)3
(TTL -+ 1)APD T ( 1 dTLI)
=-————=d, Tyg.d uly| cos , (1.4b)
2r||d|5 d[2

where m is the Lambertian order, App is the area of the PD, d = [d, d, dZ]T is the
displacement vector between the PD and the LED, ( is the angle of irradiance from
the LED (measured w.r.t. the LED axis), T is the gain of the optical filter, g. is
the gain of the optical concentrator within its field-of-view (FoV), v is the angle of
incidence from the LED (measured w.r.t. the receiver axis), and Iy(-) is an indicator

function defined as

NENCES:
[\Il(w) = )
0 |[¢]>w
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Figure 1.5: Beamforming in conjunction with PAM for the MISO VLC Channel.

where U is the semi-angle FoV of the concentrator. Assuming an idealized non-

imaging concentrator, the gain g. can be approximated by [58, Eq. (8)]

2
U

. )
sin? ¥

where n, is the refractive index of the concentrator material. Furthermore, the Lam-

bertian order m is determined by

—1

" Tomes ) i

where (9B is the half-intensity angle of the LED.

1.3.3 Beamforming for the MISO VLC Channel

When the transmitter has N > 1 LEDs that are sufficiently separated and can be
modulated independently of each other using separate drivers, we end up with a

MISO channel having N transmit elements. Figure 1.5 illustrates a MISO VLC

16



Chapter 1. Introduction

system utilizing transmit beamforming along with PAM. Similar to the SISO case,
information symbols are stochastically encoded into codewords S such that E{S} =0
and |s(t)] < A Vt. Then, the codewords are multiplied by a fixed vector w € RY,

IW]|s < 1, termed as the beamformer, resulting in the modulation current vector
x(t) = ws(t). (1.7)

Thus, after adding the DC bias to each LED, the vector of instantaneous optical

powers transmitted from the LEDs can be expressed as

Prx(t) = n(Ipcly + x(t))

=n(Ipcly + ws(t)). (1.8)

With multiple-LED transmission, the total received optical power, Prx(t), is the sum

of optical powers collected from individual LEDs, i.e., Prx(t) is given by

Prx(t) = hOTptPTX(t)

= nhgy (Incly + ws(t)), (1.9)

where h,,, € RY is the DC optical channel gain vector. Then, after removing the
DC component from the output of the PD, the received signal y(t) can be expressed
as

y(t) = hTws(t) +n(t), t=1,2,..., (1.10)

where h £ nhopt RppT, is the DC channel gain vector, and n(t) denotes i.i.d. Gaus-
sian noise samples with variance 0. Equation (1.10) specifies a Gaussian MISO

channel with transmit beamforming, and the transmitted signal vector is subject to

17
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Figure 1.6: A general wiretap channel.

the amplitude constraint

Wil <1, (1.11a)

Is(t)| < AVE=1,2,.... (1.11Db)

1.3.4 The Wiretap Channel and the Secrecy Capacity

The wiretap channel is a broadcast channel model that was originally proposed by
Wyner [34], and later extended by Csiszar and Korner [37], to study the following
communication problem: The transmitter (Alice) aims to send a confidential mes-
sage M € {1,2,--- 2%} to the receiver (Bob) and keep the message entirely secret
from the eavesdropper (Eve) without using secret-key encryption. Figure 1.6 illus-
trates such a scenario, and the individual channels to Bob and Eve are specified by
the marginal transition probability density functions (PDFs) p(yg|z) and p(yg|z),
respectively.

In order to send the secret message M, Alice will stochastically encode M into a
codeword X (™ that is transmitted over the broadcast channel in n channel uses. Thus,
the information rate is %logQ(Q”RS) = R, bits/channel use. Both Bob and Eve will
attempt decoding their received signals. Let M denote the message decoded by Bob,
where M € {1,2,---,2"%}. Then, decoding error happens when M # M. Let p™
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denote the average probability of decoding error at Bob, then the communication
rate R, is said to be achievable and secure, i.e., R, is an achievable secrecy rate, if

there exists a sequence of (2", n) codes such that

lim P™ =0, (1.12a)
n—oo

Lo )y

7}1—{20 EH(M’ Yz ) =0. (1.12b)

The condition in (1.12a) requires the transmission rate R to be reliable, i.e., can be
reliably decoded by Bob. On the other hand, (1.12b) is the weak secrecy constraint
which requires the rate of information leaked to Eve to vanish |26, Section 3.3].

The secrecy capacity is defined as the maximum achievable secrecy rate. By
definition, any achievable secrecy rate is a lower bound on the secrecy capacity”.
Csiszar and Korner [37] have shown that the secrecy capacity of the (nondegraded)

wiretap channel illustrated in Figure 1.6 is [26, Corollary 3.4]

O, = max (I(U; Yp) — I(U; V), (1.13)

p(u,x)

where U is an auxiliary random variable that satisfies the Markov chain U — X —
(Yg, Yg). Except for a few specials cases, the optimization problem in (1.13) is typi-
cally difficult to solve, and usually it is unclear how to choose the auxiliary variable U
in an optimal way. For the special case of the degraded wiretap channel, i.e., when
X — Y — Yg forms a Markov chain, it can be shown that the choice U = X is

optimal (see [26, Corollary 3.5]), and thus (1.13) simplifies to

Cs = max (I(X;Yg) — I(X; Yg)). (1.14)

p(z)

9Therefore, we use the terms “achievable secrecy rate” and “lower bound on the secrecy capacity”
interchangeably.
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Figure 1.7: A general two-user broadcast channel with confidential messages (BC-

CM).

1.3.5 The Two-User Broadcast Channel with Confidential
Messages (BC-CM)

The wiretap channel model was extended by Liu et al. [47] to the two-user BC-CM
illustrated in Figure 1.7. In such a model, the transmitter has two independent
confidential messages: M; € {1,2,---,2"%1} is intended for User 1 and should be
kept secret from User 2, and M, € {1,2,---,2"%} is intended for User 2 and should
be kept secret from User 1.

The transmitter encodes the pair (M, M,) into a codeword X that is trans-
mitted in n channel uses. Similar to the wiretap channel, let Pe(ﬁ) denote the average
probability of decoding error at User 1, i.e., the average probability that M, #+ My,
where M is the decoded message, and Pe(’g) denote the average probability of decod-
ing error at User 2. Then, the rate pair (R, Rz) is said to be achievable and secure

if there exists a sequence of (2% 2n%2 n) codes such that

lim P =0, lim P =0, (1.15a)
n—o00 ’ n—o00 ’

. 1 n . 1 n

lim Z1(M35") =0, Jim S1(My; V™) = 0, (1.15b)

where (1.15a) specifies the reliability requirements for both users, and (1.15b) is the

mutual confidentiality constraint using the weak secrecy measure.
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Compared to the wiretap channel, evaluating the secrecy performance of the two-
user BC-CM is obviously more challenging as it requires the characterization of a
secrecy capacity region rather than the secrecy capacity (which is just a scalar). Let
U; and U; be auxiliary random variables such that (Uy,Us) — X — (Y1, Ys) forms
a Markov chain. Then, it was shown in [47, Theorem 4| that the secrecy rate pair

(R1, Ry) satisfying

0 < Ry <I(U; Y1) = I(Uy; Ya|Us) — I(Uy; Uy), (1.16a)

is achievable for the general two-user BC-CM illustrated in Figure 1.7.

1.3.6 What Does “Secure Transmission’” Mean?

The term “secure transmission scheme” can be ambiguous to a reader not familiar
with the terminology used in the physical-layer security literature. Thus, it may be
useful to clarify what “secure transmission” literally means.

In the context of physical-layer security, transmission schemes, such as the beam-
formers proposed in Chapter 3 and precoders proposed in Chapter 4, are said to be
“secure” when they lead to positive secrecy rates. Thus, a typical problem of inter-
est is to find transmission schemes that maximize the achievable secrecy rate. Note,
however, that having a positive secrecy rate is a necessary but not sufficient condition
to achieve secure transmission. In other words, applying a transmission scheme that
leads to a positive secrecy rate does not immediately render the communication link
secure. Instead, it makes secure transmission possible provided that an appropriate

secrecy codebook is constructed and used to encode the transmitted messages. The
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secrecy codebook, which is revealed to all parties, should ensure reliable reception by
the receiver (like regular channel codes), and also have sufficient randomization to al-
low stochastic encoding and confuse the eavesdropper. In other words, the codebook
should satisfy the reliability and secrecy constraints in (1.12) for the wiretap chan-
nel, or the corresponding constraints in (1.15) for the two-user BC-CM. The design
of secrecy codebooks is an involved subject that is beyond the scope of this thesis.
The interested reader, however, can refer to [26, Chapter 6| or |31, Section VII| and

the references therein.

1.4 Contributions of the Thesis

We claim that this thesis is the first to consider enhancing the secrecy of VLC systems
within the framework of physical-layer security. By taking amplitude constraints
into account, we encounter a novel category of design problems in which closed-form
solutions usually cease to be possible. Furthermore, by taking channel uncertainty
into account, we help make physical-layer security schemes more applicable to real-
world scenarios in which the assumption of perfect channel information is almost

always impractical. Our contributions in the entire thesis are summarized as follows.

1. Achievable Secrecy Rates subject to Amplitude Constraints: With the
lack of analytic expressions for the secrecy capacity of amplitude-constrained
Gaussian wiretap channels, we resort to closed-form bounds. In Chapter 2,
we begin with deriving lower and upper bounds on the secrecy capacity of the
scalar channel under the amplitude constraint. We derive the lower bounds
using the uniform input distribution in conjunction with the entropy power
inequality. For the upper bound, we devise an approach to obtain upper bounds

on the secrecy capacity of degraded wiretap channels, and apply the devised
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approach to the scalar Gaussian wiretap channel. We then exploit the lower
bound along with transmit beamforming in order to obtain an achievable secrecy
rate for the MISO wiretap channel. This achievable rate will serve as the
design equation, i.e., the objective function, in all the optimization problems
encountered in Chapter 3 wherein the design of the beamformer is studied in
detail. We also consider in Chapter 2 the scenario in which the scalar channel
between the transmitter and intended receiver is aided by a friendly jammer
capable of sending jamming signals using multiple transmit elements. We derive
a closed-form secrecy rate expression when both the data and jamming signals
are subject to amplitude constraints. Our contributions in Chapter 2 were

published in [62, 14, 63, 64].

. Optimal and Robust Beamforming for the MISO VLC Wiretap Chan-
nel: In Chapter 3, we focus on the MISO VLC wiretap channel. In particular,
we study the design of transmit beamformers that maximize the achievable
secrecy rate, subject to amplitude constraints. Such constraints render the de-
sign problem nonconvex and difficult to solve. We show, however, that this
nonconvex problem can be transformed into a solvable quasiconvex line search
problem. Our approach to solve the optimization problem is generic in the sense
that it can handle general [,-norm constraints on the beamforming vector, i.e.,
for any p > 1. We also consider the more realistic case of imperfect chan-
nel information regarding the receiver’s and eavesdropper’s links. We tackle
the worst-case secrecy rate maximization problem, again subject to amplitude
constraints. In our treatment, uncertainty in the receiver’s channel is due to
limited feedback, and is modelled by spherical uncertainty sets. On the other

hand, there is no feedback from the eavesdropper, and the transmitter shall uti-
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lize the LoS channel gain equation to map the eavesdropper’s nominal location
and orientation into an estimate of the channel gain. Thus, we derive channel
uncertainty sets based on inaccurate information regarding the eavesdropper’s
location and orientation, as well as the emission pattern of the LEDs. We also
consider channel mismatches caused by the uncertain NLoS components. The

work in Chapter 3 was published in |65, 66].

3. Linear Precoding for the Two-User MISO BC-CM: In Chapter 4, we
turn our focus to the more general two-user MISO BC-CM communication
model. We study the design of linear precoders for secure transmission on such

Y average power constraints, and also

a channel subject to total and per-antenna'
subject to amplitude constraints. In both cases, we tackle the design problem
by formulating a weighted secrecy sum rate maximization problem. The for-
mulated problem involves a fractional objective function, making it nonconvex
and difficult to solve. Nevertheless, we show that this nonconvex problem can
be transformed into an equivalent, but more tractable, problem. We propose a
subgradient-based search algorithm to obtain a solution, and characterize the
condition under which the obtained solution is guaranteed to be globally opti-
mal. Furthermore, we show that our problem formulation and solution approach
can be easily extended to handle the robust version of the design problem with

uncertain channel information regarding both receivers. Our work in Chapter 4

was submitted for possible publication [67].

10Tn Chapter 4, we generalize the channel model by considering different types of constraints
on the channel input. Accordingly, in that chapter, we use the general term “antenna” to denote
general transmit and receive elements. In a VLC system, for example, the transmit antenna would
be an LED and the receive antenna would be a PD.
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1.5 Organization of the Thesis

The structure of the thesis reflects the list of contributions in the previous section,
and is as follows.

In Chapter 2, we derive closed-form secrecy rate expressions for the Gaussian
wiretap channel subject to amplitude constraints. Three cases are considered, namely,
the scalar wiretap channel, the MISO wiretap channel, and the scalar channel aided by
a friendly jammer having multiple transmit elements. We provide numerical examples
from typical VLC scenarios in order to get insight into the secrecy performance of
VLC wiretap channels.

In Chapter 3, we consider the design of beamformers for the MISO VLC wire-
tap channel. The design equation is the secrecy rate expression derived in Chapter 2,
and the design parameter is the beamformer subject to amplitude constraints. Under
the premise of perfect channel information, we show that the nonconvex secrecy rate
maximization problem can be optimally solved using a simple line search algorithm.
We then extend our approach to the design of robust beamformers that maximize
the worst-case secrecy rate with imperfect channel information. In order to obtain
reasonable uncertainty models for the eavesdropper’s channel, we derive uncertainty
sets based on the uncertain parameters in the VLC channel gain equation. We use
numerical examples to compare the performance of the optimal and robust beam-
formers with conventional beamforming schemes, and also to illustrate the secrecy
performance in typical VLC scenarios.

In Chapter 4, we consider linear precoding for the two-user MISO BC-CM subject
to total and per-antenna average power constraints, and also subject to amplitude
constraints. We begin with deriving closed-form secrecy rate pair expressions. Then,

we provide a unified framework to tackle the design problem via weighted secrecy sum
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rate maximization. We also extend our approach to take channel uncertainty into
account. We use numerical examples to validate the solution method and compare the
performance of the proposed linear precoder with conventional precoding schemes.
Finally, in Chapter 5, we summarize our contributions and findings in the thesis,
and outline some topics for future research.
Appendices A, B, and C contain proofs and derivations relevant to Chapters 2,

3, and 4, respectively.
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Chapter 2

Achievable Secrecy Rates for VLC

Wiretap Channels

2.1 Introduction

Intensity modulation (IM) is the only feasible transmission scheme for VLC systems
that utilize LEDs. Due to linearity limitations of typical LEDs, the input current sig-
nal, i.e., the intensity-modulating signal, must satisfy certain amplitude constraints
in order to maintain linear electro-optical conversion and avoid nonlinear or clipping
distortion (see Figure 1.3). Therefore, IM channels are typically modelled with am-
plitude constraints on the channel input, rather than the conventional average power
constraint [52, 53|. Consequently, a proper characterization of the secrecy perfor-
mance of VLC links should involve the secrecy capacity of amplitude-constrained
Gaussian wiretap channels. In [56], it was shown that the secrecy capacity of the
scalar wiretap channel under the amplitude constraint is achieved by a discrete input
distribution having a finite number of mass points. For sufficiently-small amplitude
constraints, the symmetric binary input distribution has been shown to be opti-
mal [56, Section IV]. For the general case, however, it is difficult to explicitly solve
for the maximizing distribution, and thus the secrecy capacity can be only found via
numerical methods. Since closed-form expressions are typically crucial for system

design purposes, one might resort to lower bounds on the secrecy capacity.

27
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Accordingly, in this chapter, we derive closed-form secrecy rate expressions for
the wiretap channel subject to amplitude constraints. Three scenarios are considered,
namely, the scalar wiretap channel, the MISO wiretap channel, and the scalar wiretap
channel aided by a friendly jammer. In all scenarios, the data and jamming signals
(when applicable) are subject to amplitude constraints. For the scalar channel, we use
the uniform input distribution in conjunction with the entropy power inequality to
obtain lower bounds on the secrecy capacity. We also devise a technique to derive an
upper bound. Next, we leverage beamforming to obtain a lower bound on the secrecy
capacity of the MISO channel. We characterize the secrecy performance when simple
zero-forcing (ZF) beamforming is applied. Finally, we consider the scalar channel
when it is aided by a friendly jammer having multiple transmit elements, but does
not know the message that is being transmitted. We derive a closed-form secrecy rate
expression after restricting the jamming signal such that it causes no interference to
the intended receiver.

The remainder of this chapter is divided into three main sections, corresponding
to the three scenarios we consider, besides the conclusions section. The scalar and
MISO wiretap channels are considered in Sections 2.2 and 2.3, respectively, whereas
the scalar channel aided by a friendly jammer is considered in Section 2.4. In each
section, we begin with describing the problem scenario and system model, then we
derive closed-form secrecy rate expressions followed by a numerical example. We

conclude the chapter in Section 2.5.

2.2 The Scalar VLC Wiretap Channel

In this section, we consider the scalar VLC wiretap channel, i.e., the amplitude-

constrained scalar Gaussian wiretap channel. Because of the amplitude constraint,
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Figure 2.1: Problem scenario for the SISO case.

there is no analytic expression for the secrecy capacity, and thus we derive closed-form

lower and upper bounds.

2.2.1 System Model

We consider the simple VLC scenario illustrated in Figure 2.1. The service area, or
simply the room, is illuminated by a single light fixture that is also utilized by Alice
for data transmission. The fixture may have one LED, or multiple LEDs modulated
by the same current signal, e.g., all the LEDs are connected in series. The intended
receiver (Bob) and the eavesdropper (Eve) have a single photodiode (PD), each.
Utilizing the Gaussian channel model in (1.3), the signals received by Bob and

Eve, respectively, are given by

yB(t) = hBI(t) + nB(t), (21&)

where x(t) € [—A, A] is the transmitted signal, hg € R, and hg € R, are Bob’s
and Eve’s channel gains, respectively, and ng(t) and ng(t) are i.i.d. Gaussian noise

samples with variances 03 and o3, respectively. For simplicity, and without loss of
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generality, we assume that 03 = 0% = 0. Such an assumption can be simply fulfilled

by properly scaling yg or yg.

2.2.2 Achievable Secrecy Rates

Assuming hg > hg, the secrecy capacity of the scalar wiretap channel in (2.1) is [36]

C180 = m(aic (I(X;Ys) — I(X; YR)) (2.2a)
p(x
st | X| < A, (2.2b)

where maximization is performed over all the input distributions p(z) that satisfy the
amplitude constraint | X| < A. Now, because of the amplitude constraint, obtaining a
closed-form solution for (2.2) is a formidable task, if not unfeasible [56]. Nevertheless,
it was shown that the maximization problem in (2.2) is convex [56, Eq. (9)], and
the optimal distribution p*(z) that maximizes the difference I(X;Yg) — I(X; Yg) is
discrete with a finite number of mass points. Thus, the problem in (2.2) can be
efficiently solved via numerical methods. Nevertheless, closed-form expressions are
typically of great interest for system design purposes. Therefore, we provide closed-

form lower bounds on the secrecy capacity of the wiretap channel in (2.1), as follows.

Proposition 2.1. (Lower Bound on the Secrecy Capacity)
The secrecy capacity of the scalar Gaussian wiretap channel in (2.1) subject to the

amplitude constraint |x(t)| < A Vt is lower-bounded as

1 24212 5 + Ahg 2(Ahg + 6)
oSISO>_1n(1+ B)—<1—QQ(—>)1n
R T o)) Ve (-2 (D)

) 1) 52 1
_ i 2527 4 — 2.
Q(U) \/27Ta2€ +2’ (2:3)
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where § > 0 is a free parameter, and Q(-) is the Q-function.

Proof: The secrecy capacity in (2.2) can be lower-bounded by the difference between

the capacities of Alice-Bob and Alice-Eve channels, as follows.

p(z)

> max [(X;Yg) — max I[(X; Yg)

p(z) p(x)

= (Cp — Cp, (2.4)
where the inequality follows from the fact that

mase (i) = fo(w)) > max fi(w) — max fo(u)

for arbitrary functions f; and f;. Then, Cg and Cg, respectively, can be lower- and
upper-bounded as [53, Theorem 5|

27,2
In (1 + 24 hB) : (2.5a)

Teo?

1

2

d+ Ahg 2(Ahg +0) (5) b5 21
Ce<|1-2 —_— 1 — 202 — —
E_( Q< - >)DW(1—2Q(§))+Q ) e

(2.5b)

where 0 > 0 is a free parameter. Replacing Cp and Cg in (2.4) with the lower and

upper bounds in (2.5a) and (2.5b), respectively, yields the lower bound in (2.3). W

Proposition 2.2. (Lower Bound on the Secrecy Capacity)

The secrecy capacity of the scalar Gaussian wiretap channel in (2.1) subject to the
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amplitude constraint |x(t)| < A Vt is lower-bounded as

(5180 lln 6AhE + 3meo? .
2 meA?h? + 3meo?

(2.6)

Proof: The secrecy capacity in (2.2) can be lower-bounded using the entropy-

maximizing uniform input distribution as follows.

08150 21X, ¥i) — 1(X; Vi)
=h(Yg) — h(Y|X) — h(Ys) + h(Yg|X)
— (Yp) — h(Y)
— h(hpX + Ng) — h(Ys)

®1 1
> §1n (62]h(hBX) + e21}1(1\/13)) — Eln (2revar{Yg})

1 4A%h}
In(4A%h3 + 2mea®) — 3 In (271'6 ( 12hE + 02))

6A%hE + 3meo?
meA%h?, + 3mec?’

(©)

In

(2.7)

1
2
1
2
where (a) follows from dropping the maximization over p(x), (b) from lower-bounding
h(hgX + Ng) using the entropy power inequality [35, Theorem 17.7.3] and upper-
bounding h(Yg) by the differential entropy of a Gaussian random variable having
variance var{Yg}, and (c) from choosing X ~ U[—A, A], i.e., p(z) is the uniform

distribution over the interval [— A, A], and substituting with

]h(hBX) = 1D(2AhB),

(2Ahg)? 5
19 +o°.

var{Yg} = var{hg X} + var{Ng} =
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Note that the uniform distribution p(z) = U[—A, A] is the maximum-entropy
distribution over the input range [—A, A] subject to the constraint E{X} = 0. Such
a constraint is necessary to ensure that the average radiated optical power, and
consequently the illumination level, is not altered by E{X} (recall the modulation

scheme described in Section 1.3.1).

2.2.3 Upper Bound on the Secrecy Capacity

In [68, 69, 53|, the authors used the dual channel capacity expression in [70, The-
orem 8.4| to obtain upper bounds on the capacity of the Gaussian channel under
amplitude constraints. Here, we follow a similar approach in order to derive an up-
per bound on the secrecy capacity of the scalar Gaussian wiretap channel. First, we
note that, for the case hg > hg, the wiretap channel in (2.1) has the same secrecy
performance as that of the physically degraded wiretap channel characterized by |26,

Section 5.1]

yg(t) = =(t) + np(t), (2.8a)

ye(t) = ys(t) + nu(t), (2.8b)

2

with Ng ~ N( ,Z—j) and Ng ~ N(0, % — % ). Note from (2.8) that X — Y5 — Y
B

g T

forms a Markov chain. Next, we introduce the following theorem.

Theorem 2.1. (Upper Bound on Conditional Mutual Information)
Let X, Yg, and Y be three random variables with a joint distribution p(z,ys, yr) that

factors as p(x)p(ys|x)p(ye|ys), i.e. X — Y — Yg forms a Markov chain. Then, the
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conditional mutual information 1(X; Yg|Yg) is upper-bounded as

I(X; Ye|YE) < Ep@ {D(p(ys] X, ye)llq(yslye))} (2.9)

p(yslz)p(yelys)
p(ye|r)

where D(-||-) denotes the relative entropy, p(ys|z, yg) = , and q(ys|yr)

15 an arbitrary conditional distribution.

Proof: We begin with [71, Eq. (2.4.20)]

(yB|yE)

We also have [35, Eq. (2.65)]

yB YE
( (?JB|?/E ||q yB|?JE // p\ysB, yE | )d?JB dyg
yB\yE)

/// z,yp, ¥r) In EzBIBEg dz dyg dys. (2.11)

Adding (2.10) to (2.11) yields

I(X; Yi|Ye) + D(p(yslye)|lq(yslye))
/// x yBayE (yB\x yE) dx dyg dyg
(yB’yE)

— Epa) {// (ys,ys|X) In (y(By’ |y7y)E> g deE}

= Ey@){D(p(ys| X, yr)llq(yslyr))} - (2.12)

Then, the inequality in (2.9) follows since the relative entropy D(p(ys|yr)|l¢(ys|yr))
is always nonnegative [35, Theorem 2.6.3]. |

Note from (2.12) that equality holds in (2.9) when D(p(ys|yr)|l¢(yslye)) = 0, i.e.,
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when p(ys|ye) = ¢(ys|ye) Vys, ye. Note also that the inequality in (2.9) holds for any
input distribution p(z). Now, consider the specific distribution p*(x) that achieves

the secrecy capacity, i.e.,

p*(z) £ argmax I(X; Y| Yz), (2.13)
p(z)

where maximization is over all the distributions that satisfy the constraints on the
channel input X. Using p*(x) in (2.9) results in the following upper bound on the

secrecy capacity.

Corollary 2.1. (Upper Bound on The Secrecy Capacity of the Degraded Wiretap
Channel)

An upper bound on the secrecy capacity of the degraded wiretap channel X — Yg — Yg
15 given by

Cs < Epe@){D(p(ys| X, ye)lla(yslye))} (2.14)

where p*(x) is as defined in (2.13), and q(ys|yr) is an arbitrary conditional distribu-

tion.

Now, we are ready to derive an upper bound on the secrecy capacity of the wiretap

channel in (2.1), as follows.

Proposition 2.3. (Upper Bound on the Secrecy Capacity of the Scalar Gaussian
Wiretap Channel)
The secrecy capacity of the scalar Gaussian wiretap channel in (2.1) subject to the

amplitude constraint |z(t)| < A Vt is upper-bounded as

SIS0 lln A’hg + o

—_— 2.1
— 2 AR + o2 (2.15)
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Proof: Substituting for D(-||-) in (2.14) yields

Oy < By {// (v, e ) In X ’yE)ddeyE}
(yB\yE)

= Ep*(x){//p(yB>yE’X> Inp(ys|X, ye) dys dZ/E}

I
—Ep*@{ / / Py, 951 X) n q(yslys) dys dyE} |
}; /

Now, we have to calculate the terms I; and Is.

The first term [; can be written as

I = Ep*<z>{//p(yg7yE|X) Inp(ys|X, ye) dys dyE}

= Ep oy {=h(Ys|X = z,Y)}

—h(Ys|X, Yg).

Recall that for a Markov chain X — Yz — Y%, we have

h(X,Yg, Yg) = h(X) + h(Ys[X) + h(Yg|YB).

In addition, for any random variables X, Yy, and Yg, we have

h(X,Yg, Yg) = h(X) + h(Ys|X) + h(Ys|X, Y&).

From (2.17)-(2.19), we can see that

I = — (h(Yp|X) + h(Yg|Ys) — h(Yg|X)).

(2.16)

(2.17)

(2.18)

(2.19)

(2.20)
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For notational convenience, define ¥4 and 3, respectively, as

2 2

N2 A g N2 A g
B — ) E — :
hi hi
Thus, we have
1 20,2 _ A2
L =—-Ih (%eMQ”B)) . (2.21)
2 TE

In order to calculate I in (2.16), we choose the conditional distribution ¢(yg|yg) as

1 (vg—nyp)>

Q(yB|yE> = \/We_ 287 ) (222>

where p and s* are constants to be determined in (2.25). Again, for a Markov chain

X — Y — Yg, we have

p(ys. yelz) = p(yslr) p(yelys)

1 _ (yB—;c)2 1 _ (yE2—y132)2
= e b e 0B8R, (2.23)

V21V 27 (g — 78)

Using (2.22) and (2.23), we get

I, = _Ep*(x){//p(y37yE|X) Inq(yslye) dys dyE}

_ (wg-vp)?
2("/]23*7]23) X

T wp-x? 1
= —Ep*(x) /6 / €
V27T V2 (i = )

1 2y (s — 1ye)®
(—5 111(271'8 ) - 2—52 dyB dyE

1 2 1 _(yB_ZX)2 1 2 2 2 2 92
= 5 1n(27rs ) + ]Ep*(x) / e B 2_82 (,u ('YE - 'YB) + (H - 1) yB) dys
2

In(275%) + 5 (1 (v — ) + (1 — 1 (A2 +3)) (2.24)
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where the inequality follows from E,.,){X?} < A?. In order to minimize the expres-
sion in (2.24), we differentiate w.r.t. u and s. After setting the resulting partial

derivatives to zero, we obtain the minimizers

A2 2 A2 2 2 A2
A2 + ’YE A2 _'_ ny

Substituting from (2.25) back into (2.24) and adding the result to (2.21), we get

1. (A2 + 32

Cs<-Iln+——2+=
=2 (A g0
1. h3A%+0?
=-Ihh 2> —— 2.26
o hi A2 + 0%’ (2.26)
which is the upper bound in (2.15). [

It is worth mentioning that the upper bound in (2.26) can be simply obtained
by relaxing the amplitude constraint |[X| < A into the average power constraint
E{X?} < A? and noting that (2.26) is the secrecy capacity of the Gaussian channel
under the average power constraint. Nevertheless, the framework we proposed via
Theorem 2.1 and Corollary 2.1 can be used to derive upper bounds on the secrecy
capacity of degraded wiretap channels with arbitrary conditional distributions p(yg|x)

and p(yg|ys), i.e., the main and degraded channels need not be Gaussian.

2.2.4 Numerical Example

Figure 2.2 depicts the bounds in (2.3), (2.6), and (2.15). Three groups of these
bounds are shown using 20log,, (hg/hg) = 10,20, and 30 dB. The lower bound
in (2.3) is calculated using § = oln (1 + 2Ahg/0) as proposed in [53]. As can be
seen, both (2.3) and (2.6) along with (2.15) tightly bound the secrecy capacity at

asymptotically low and high SNRgp, where SNRg = h3A%/0%. Note that the lower
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4 T T T T
— Lower bound (Prob. 2.1)
| |— Lower bound (Prob. 2.2)

3.5 -

é\ — Upper bound (Prob. 2.3)
o
o 3r —
0
~
n
2z
<
E 25r i
>
s
E
o, 2r i
@
©
& K2 = 10213
o 15f .
Q
% a
= T
) 1 =
o
3
4 2 _ 10-1p2 J
< 05 h% = 1071h,
3
S
as)

0 .|

'0.5 1 1 1 1 1 1 1 1 1
-20 -10 0 10 20 30 40 50 60 70 80

201logo (hgA/o) (dB)

Figure 2.2: Lower and upper bounds on the secrecy capacity of the scalar Gaussian
wiretap channel.

bound in (2.6) incurs a fixed gap In \/7e/6 = 0.1765 nats/sec/Hz at asymptotically
high SNRg. Nevertheless, since typical VLC links operate at SNR values below
40 dB (see, e.g., Figure 2.5), the lower bound in (2.6) is more appropriate for VLC
scenarios. Furthermore, (2.6) is more analytically-tractable, and therefore it will be

used to obtain secrecy rate expressions for the MISO wiretap channel.

2.3 The MISO VLC Wiretap Channel

In this section, we utilize one of the lower bounds we derived in the previous section
along with beamforming to obtain a secrecy rate expression for the MISO wiretap

channel subject to amplitude constraints on the channel input vector.
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Figure 2.3: Problem scenario for the MISO case.

2.3.1 System Model

We consider the MISO scenario illustrated in Figure 2.3. The room is illuminated by
N identical light fixtures utilized for data transmission. Using the vectorized version

of the channel model in (1.3), the signals observed by Bob and Eve, respectively, are

yn(t) = hgx(t) +ns(t), (2.27a)

ye(t) = hix(t) + ng(t), (2.27b)

where x(t) € R” is the transmitted signal vector subject to the amplitude constraint
[x(t)|loo < AV, hp € RY and hy € RY are fixed channel gain vectors, and ng(t) and
ng(t) are i.i.d. Gaussian noise samples with variance o?. Unlike the scalar wiretap
channel in (2.1), the MISO wiretap channel in (2.27) is nondegraded, provided that

hg and hg are linearly independent.
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2.3.2 Achievable Secrecy Rates

A single-letter characterization of the secrecy capacity of the nondegraded wiretap

channel in (2.27) was derived by Csiszar and Korner as [37]

CMISO — max (I(U;Y) — I(U; Yg)), (2.28)

p(u,x)

where U is an auxiliary random vector that satisfies the Markov chain

U—-X— (YB,YE)

Unlike the scalar case, the optimization problem in (2.28) is nonconvex, in general.
Furthermore, it is unclear how to choose U. For the Gaussian MISO channel under
total average power constraint, it was shown in [39] that the secrecy capacity is
achieved via beamforming, i.e., the choice U = X = w.S is optimum, where w is the
beamformer, i.e., a fixed vector, and S is a Gaussian random variable. Accordingly,
we propose the use of beamforming to obtain a lower bound on the secrecy capacity

of the MISO wiretap channel in (2.27) under the amplitude constraint, as follows.

Proposition 2.4. (Lower Bound on the Secrecy Capacity)
The secrecy capacity of the MISO wiretap channel in (2.27) subject to the amplitude

constraint [|x(t)|| < A Vt is lower-bounded as

(MISO <, lln 6A%(hiw)? + 3meo?

2.2
— 2 meA?(hiw)? + 3mec?’ (229)

where w € RY is any beamforming vector that satisfies the constraint |w||s < 1.

Proof: The proof follows directly from combining beamforming and the lower bound
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in (2.6), as follows.

CMISO — max (I(U;Ys) — I(U; Yy))

p(u,x)

(a)
> I(X;Y) —I(X;YE)

> I(wsS;Yp) — I(wS; Ye)

1.~ 6A4%(hgw)? + 3meo?
2 meA?(hiw)? + 3rec?’

(2.30)

where (a) follows from dropping the maximization and setting U = X, (b) from
choosing X = wS such that ||w||w < 1and |S| < A, i.e., restricting the transmission
scheme to beamforming, and (c) from choosing p(s) = U[—A, A] and utilizing the
lower bound in (2.6). [

Although suboptimal, beamforming is preferable as it is a linear scheme with low
implementation complexity. Furthermore, beamforming reduces the vector channel
into a scalar version which enables the use of scalar channel codes. Note that the

secrecy rate expression in (2.30) provides a design equation for the beamformer w.

2.3.2.1 Optimal Beamforming

The optimal beamformer w* that maximizes the secrecy rate in (2.30) is

. L 6A%(hiw)? + 3meo?
W — argmax —1n .
HWgHooSl 2 WGAQ(hEW)2 + 3meo?

(2.31)

The optimization problem in (2.31) is nonconvex and difficult to solve, mainly because
of the amplitude constraint |[w||,, < 1. In fact, we shall devote a considerable portion

of Chapter 3 to solving (2.31).
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2.3.2.2 Zero-Forcing Beamforming

The secrecy rate expression in (2.30) can be simplified by restricting the beam-

former w to Eve’s null space. Then, the best ZF beamformer wyp is obtained by

wyp = argmax hpw (2.32a)
[[wlloo<1
st. hgw =0, (2.32b)

which yields the ZF secrecy rate

| 242 (hlwyp)?
R = _In (1 + M) . (2.33)

2 Teo?

Unlike (2.31), the problem in (2.32) is a linear program, and thus can be solved with
lower computational complexity. Furthermore, the ZF beamformer wzr makes it
unnecessary to use secrecy codebooks, i.e., secure transmission can be achieved with

regular channel codes.

2.3.3 Numerical Example from a VLC Scenario

Here we provide some numerical results to get insight into the secrecy performance
of the ZF beamformer in a typical indoor VLC scenario. The problem geometry is
illustrated in Figure 2.4, and the simulation parameters are provided in Table 2.1.
There exist 16 down-facing light fixtures attached to the ceiling. Each fixture encloses
4 LEDs, and each LED radiates 1 W optical power. The half-intensity angle is 60°,
and the modulation index is set to 10%. Bob and Eve are located at height 0.85 m
above the floor level, e.g., on desks, and their receivers have a 60° FoV (semi-angle).

We use a Cartesian coordinate system (x,y) at the receivers height to specify their
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Figure 2.4: Layout of the LEDs for the MISO case.

locations. The origin (0,0) corresponds to the room center, and all distances are
specified in meters. Noise power is calculated using [9, Eq. (6) and Table I] with
70 MHz receiver bandwidth, and the result is averaged over the entire room area.
The average electric noise power is —98.82 dBm.

Figure 2.5 shows the spatial distribution of the SNR at the receivers height without
beamforming, i.e., w = 1. As can be seen, the SNR reaches its maximum value,
39.40 dB, at the room center, and decays to 24.97 dB at the corners.

Figure 2.6 shows the achievable communication rate Rg, between Alice and Bob,
as a function of Bob’s location, without secrecy constraints. This rate is obtained
using (2.33) after replacing wzp with w = 1y.

In Figure 2.7, Bob’s location is fixed at (—0.9, —2.0) and the secrecy rate (2.33) is
depicted as a function of Eve’s location within the entire room area. As expected, the
secrecy rate significantly decreases when Eve is close to Bob. Once Eve is relatively
faraway, e.g., more than about 2.5 m apart, the secrecy rate is almost independent of

Eve’s exact location. It is also interesting to characterize the loss in communication
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Table 2.1: Simulation parameters for the MISO wiretap channel.
Problem geometry

Room dimensions (W x L x H) 5x5x3m?

Light fixtures height (Alice) 3m

Receivers height (Bob and Eve) 0.85 m

Number of light fixtures N 16
Transmitter characteristics

Number of LEDs per fixture 4

Average optical power per LED Py 1W

Modulation index gy 10%

LEDs half-intensity angle ¢3B 60°

Receiver characteristics

Receiver FoV ¥ 60°

Refractive index of the concentrator n, | 1.5

PD responsivity Rpp 0.54 (A/W)

PD surface area App 1 cm?

Average noise power o —98.82 dBm
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Figure 2.5: Spatial distribution of the SNR at the receivers height (0.85 m above the
floor level) without beamforming.
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Figure 2.6: Achievable communication rate between Alice and Bob as a function of
Bob’s location without secrecy constraints.

rate caused by the secrecy constraint, i.e., Rg — Ry, by comparing the secrecy rates
in Figure 2.7 with Rg(—0.9,—2.0) = 3.2256 nats/sec/Hz from Figure 2.6.

Finally, in Figure 2.8, Eve’s location is fixed at (1.6, —0.7) and the secrecy rate
(2.33) is shown as a function of Bob’s location. As can be seen, even when Bob is
relatively faraway from Eve, the secrecy rate R, still depends on Bob’s location, i.e.,

R, exhibits stronger dependence on hg than hg.

2.4 The Scalar VLC Wiretap Channel Aided by a
Friendly Jammer

In this section, we study the secrecy performance of the scalar VLC wiretap channel

when it is aided by a friendly jammer having multiple transmit LEDs. A jamming
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Figure 2.8: Secrecy rate obtained with the ZF beamformer (2.32) as a function of
Bob’s location when Eve is located at (1.6, —0.7).
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Figure 2.9: Problem scenario for the scalar channel aided by a friendly jammer.

signal is transmitted to degrade Eve’s reception while causing no interference to Bob,
which leads to an increase in the achievable secrecy rate between Alice and Bob.
Both the data and jamming signals are subject to amplitude constraints.

After a formal description of the system model, we derive a closed-form expression
for the achievable secrecy rate. Then, we provide a numerical example to illustrate

the performance in a typical VLC scenario.

2.4.1 System Model

We consider the VLC scenario illustrated in Figure 2.9. The room is illuminated by
Nj + 1 identical light fixtures. Each fixture consists of a group of LEDs modulated
by the same current signal. Alice, the transmitter, sends her data via a single fixture.
On the other hand, the jammer utilizes the remaining Nj fixtures, but it does not
know the data transmitted by Alice. Bob and Eve have a single PD, each.

Without help from the jammer, securing the connection between Alice and Bob
is not possible unless Bob is closer to Alice than Eve. On the other hand, a jammer
equipped with multiple transmit elements, and without having access to the trans-
mitted data, can help secure the connection by transmitting a carefully-designed
jamming signal that increases the interference seen by Eve, i.e., degrades her signal-

to-interference-plus-noise ratio (SINR), while causing no interference to Bob.
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Utilizing the channel model in (1.3), the signals received by Bob and Eve, respec-

tively, are

yB(t) = hABZ‘(t> + h}BXJ(t) + nB(t), (234&)
ye(t) = hapr(t) + higx;(t) + np(t), (2.34b)

where hag € R, and hag € R, are the channel gains from Alice to Bob and Eve,
respectively, hjg € RJIJ and hyg € Rf‘] are the channel gain vectors from the jammer
to Bob and Eve, respectively, z(t) € R is the data signal, x;(t) € R™ is the jamming
signal, and ng(t) and ng(t) are i.i.d. Gaussian noise samples with variance . The
data and jamming signals are subject to the amplitude constraints |z(t)| < A Vit
and ||x;(t)|lcc < A Vt, respectively. Furthermore, both x(t) and x;(t) are designed
such that E{X} = 0 and E{X ;} = 0. Thus, neither z(¢) nor x;(¢) has an effect on
illumination. Finally, we assume that hjg and hjg are linearly independent, and all
the channel gains are accurately known to all the terminals.

In order to derive a secrecy rate expression for the wiretap channel in (2.34), we
have to simplify the expressions in (2.34) by imposing the following restrictions. First,
the jamming signal x;(¢) shall cause no interference to Bob, i.e., higx;(t) = 0 Vt.
Such a restriction is not necessarily optimal as it might well be the case that allowing
nonzero interference at Bob would permit higher interference at Eve and probably
higher achievable secrecy rate. Second, the jammer shall adopt a beamforming strat-
egy, i.e., the jamming signal is constructed as x;(t) = wyj(t), where wy € R,
IWilloo < 1, is the jamming beamformer, and j(t) € [-A, A] is a zero-mean ran-
dom jamming symbol. Beamforming is preferred as it allows simple implementation,
however it might be an inappropriate jamming strategy if there are many eavesdrop-

pers with probably orthogonal or near-orthogonal channels. Finally, to simplify the

49



Chapter 2. Achievable Secrecy Rates for VLC Wiretap Channels

derivation of a closed-form secrecy rate expression, we assume that both X and J
have uniform distributions over the interval [— A, A]. After applying such restrictions,

the wiretap channel in (2.34) simplifies to

ys(t) = hapz(t) +np(t), (2.35a)

yu(t) = hapz(t) + hygwyj(t) + ne(t). (2.35b)

We are now ready to derive an achievable secrecy rate expression for (2.35), which

will also be achievable for (2.34).

2.4.2 Achievable Secrecy Rate

Proposition 2.5. (Achievable Secrecy Rate)
An achievable secrecy rate, in (nats/sec/Hz), for the wiretap channel in (2.35) is

[R,]*, where Ry is given by

hag ’h}EWJ|
Ro— tn (14 250e) ) Wewsl T 2hae ypwol < e
2 Teo? e '
2|hT—W| otherwise
JEWJ
1 2A2h> hAE |hT WJ| hAE
“anl > ) —ming o 2.36
2 n( " Theo? ) mm{ n|hrJF1~:WJ| T g 2lhlwyl (2.36)

where wy € RN is any jamming vector that satisfies the constraints hlzwy = 0 and

[Willeo < 1.

Proof: Without loss of generality, we assume in the following that hjzw; is non-
negative. If hlow; < 0, then wy can be replaced with —wj without violating the
amplitude constraint or changing the secrecy rate results.

First, we recall our assumption in the previous subsection that X ~ U[—A, 4]
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and J ~ U[—A, A]. Thus, we have

lh(hABX) = ln(QAhAB), (237&)
h(hapX) = In(2AhR), (2.37h)
h(hjyw;J) = In(2Ahj w;). (2.37c)

Next, let the random variable Vg be defined as
Vi 2 hapX + hjgw;J. (2.38)

Then, Vi has a trapezoidal distribution (see Appendix A), and its differential entropy

18

T

h(Vg) = min {ln(QAhAE) + oh

hag
., In(2AhT,.wy) + } 2.39
- In(2ARfw) + (2.39)

Furthermore, it is clear from (2.35b) and (2.38) that X — Vg — Y forms a Markov
chain. Now, the secrecy capacity of the wiretap channel in (2.35) can be lower-

bounded as follows.

Cs > I(X; Yp) — I(X; Yi)

(a)
> I(X;Yg) — I(X; Vi)

I
=

(Yp) — h(Ys|X) — h(Vg) + h(Ve|X)

\VCS

In (e22(hanX) 4 e2h(N8)) _ h(Np) — h(Vi) + h(hipwyJ)

—
g}
~

N = N o -

1
In(4A2h% , + 2wec?) — = In(2mec?) — h(Ve) + In(2AhT. w;
AB 5 JE

2A2h2 hag hl w; hag
In(1+22"AB ) mindl JE 2.40
n( R ) mm{“h}EwJ " hap  Tyw, J (2:40)

—
o,
Nawg

o1



Chapter 2. Achievable Secrecy Rates for VLC Wiretap Channels

where (a) follows from the data-processing inequality [35, Theorem 2.8.1], (b) from
lower-bounding h(Y3) using the entropy power inequality [35, Theorem 17.7.3|, (c) by
substituting from (2.37a) and (2.37¢) for h(hapX) and h(hjzw;J), respectively, and
(d) by substituting from (2.39) for h(Vg). |

Figure 2.10 depicts R, in (2.36) as a function of hjyw; for different values of hag.
2A%h3 4
meo?

Note that Ry is upper-bounded by %ln (1 + ), which is the achievable rate
between Alice and Bob, without secrecy constraints, subject to |z(t)] < A Vt [53,
Theorem 5|. Note also that R is a nondecreasing function of hjzwjy for hjpwy > 0,
and a nonincreasing function of hag. Thus, under the assumption that hjg and h;g

are perfectly known to the jammer, the optimal jamming beamformer that maximizes

R, while causing no interference to Bob is obtained by

maximize hjyw; (2.41a)
[willoo<1
s.t. hjgwy =0, (2.41b)

which is a simple linear program and can be efficiently solved.

2.4.3 Numerical Example from a VLC Scenario

In this subsection, we provide a numerical example by simulating a typical indoor
VLC scenario. The problem geometry is illustrated in Figure 2.11, and the simulation
parameters are provided in Table 2.2. The room has a size of 5 x 5 x 3 m?, and is
illuminated by 9 identical light fixtures. Each fixture has 7 LEDs, and each LED
radiates 1 W optical power. The fixture at the center is used by Alice for data trans-
mission, while the remaining 8 fixtures are exploited for jamming. The modulation

index for all the LEDs is 10%. Bob and Eve are located at height 0.85 m above the
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Figure 2.10: Achievable secrecy rates (2.36) for the scalar channel aided by a friendly
jammer.

floor level, and their receivers have a 70° FoV and a single PD, each. We use a two-
dimensional coordinate system (z,y) to identify the receivers locations. The origin
(0,0) corresponds to the room center at the receivers level. Noise power is calculated
using [9, Eq. (6) and Table I| with a receiver bandwidth of 70 MHz, and the result is
averaged over the entire room area. The average noise power is —98.39 dBm.

In Figure 2.12, we plot the secrecy rate (2.36) as a function of Eve’s location
when Bob is located at (—0.7,—0.9), while in Figure 2.13, we fix Eve’s location at
(0.3, —1.5) and plot (2.36) as a function of Bob’s location.

In both figures, the jamming beamformer w; is obtained with (2.41). We note
that, when Eve is sufficiently close to Bob, jamming is restrained by the null space
of Bob, resulting in considerably reduced secrecy rates. On the other hand, when

Bob and Eve are faraway, the jammer is able to significantly degrade Eve’s reception,

93



Chapter 2. Achievable Secrecy Rates for VLC Wiretap Channels

A
6 7
y
A
|
|
5m 4 Alice -——-%» X
1% m
1 2
2,
v 1% m
5m

Figure 2.11: Layout of the LEDs for the scalar channel aided by a friendly jammer.

Table 2.2: Simulation parameters for the scalar channel aided by a friendly jammer.

Problem geometry

Room dimensions (W x L x H)

Light fixtures height (Alice and the jammer)
Receivers height (Bob and Eve)

Total number of light fixtures Ny + 1

5x5x3m’
3m
0.85 m

9

Transmitter characteristics

Number of LEDs per fixture
Average optical power per LED Pyt

Modulation index gt
LEDs half-intensity angle ¢3-4B

7
1W
10%
60°

Receiver characteristics

Receiver FoV ¥

Refractive index of the concentrator n,
PD responsivity Rpp

PD surface area App

Average noise power o>

70°

1.5

0.54 A/W

1 cm?
—98.39 dBm
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Figure 2.12: Secrecy rate obtained with the jamming beamformer (2.41) as a function
of Eve’s location when Bob is located at (—0.7,—0.9).
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Figure 2.13: Secrecy rate obtained with the jamming beamformer (2.41) as a function
of Bob’s location when Eve is located at (0.3, —1.5).
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and the resulting secrecy rate is almost independent of Eve’s channel, but is upper-

bounded by the achievable rate between Alice and Bob.

2.5 Conclusions

Unlike RF channels, the VLC channel is more accurately modelled with amplitude
constraints on the channel input, making it difficult to obtain analytic secrecy ca-
pacity expressions even for the simple SISO case. Therefore, we derived closed-form
lower and upper bounds on the secrecy capacity of the amplitude-constrained scalar
wiretap channel. Then, we utilized beamforming to obtain an achievable secrecy rate
for the MISO channel. The numerical results revealed that ZF is an appropriate
strategy for secure transmission in VLC scenarios, provided that the transmitter has
accurate channel information. When feasible, ZF is a favorable transmission scheme
as it eliminates the need to use secrecy codebooks.

We also derived a closed-form secrecy rate expression for the scalar wiretap
channel when the signal received by the eavesdropper is degraded by amplitude-
constrained jamming signals transmitted from a helper node. In addition, we formu-
lated a simple linear program to optimize the jamming beamformer, assuming perfect
channel information.

In the next chapter, we will focus on the MISO channel and study the design of

beamformers for secrecy rate maximization subject to amplitude constraints.
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Chapter 3

Optimal and Robust Beamforming

for Secure MISO VLC Links

3.1 Introduction

In the previous chapter, we utilized the uniform input distribution to derive closed-
form secrecy rate expressions for the scalar wiretap channel under the amplitude
constraint. Then, we leveraged beamforming to obtain a closed-form secrecy rate
expression for the MISO wiretap channel. In this chapter, we focus on the design of
the beamformer itself. In particular, we study the design of transmit beamformers for
secure downlink transmission in indoor MISO VLC links in the presence of a passive
eavesdropper (Eve) attempting to overhear the message conveyed by light waves to
the intended receiver (Bob). Assuming uniform input distribution, our performance
measure is the secrecy rate expression (2.29) derived in the previous chapter for the
amplitude-constrained MISO wiretap channel.

Under the premise of perfect channel information, we first consider the design
of optimal beamformers that maximize the achievable secrecy rate subject to ampli-
tude constraints. Such constraints render the optimization problem nonconvex and
difficult to solve. Nevertheless, we show that this nonconvex problem can be recast
as a solvable quasiconvex line search problem. We then consider the more general

and more realistic case in which the transmitter (Alice) has uncertain information
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regarding Bob’s and Eve’s channels. We study the design of robust beamformers that
maximize the worst-case secrecy rate, again subject to amplitude constraints. The
resulting max-min optimization problem is more complex than its non-robust counter-
part, but still can be reformulated as a quasiconvex line search problem. Tractability
of the reformulated problem, however, depends on the geometries of the uncertainty
sets. For Bob’s channel, we consider uncertainty arising from quantization errors
imposed by the finite rate of the feedback channel. Such uncertainty is well mod-
elled with N-dimensional spherical sets centered at the nominal estimate available
to Alice, where N is the number of transmit elements. For Eve’s channel, however,
we do not assume any feedback because Eve is a passive eavesdropper. Instead, we
take advantage of the fact that the line-of-sight (LoS) path is typically dominant
in VLC channels. Moreover, the LoS channel gain can be accurately approximated
by a deterministic function of the receiver’s location and orientation, along with the
emission pattern of the LEDs (recall the LoS channel gain expression in (1.4)). In
typical VLC scenarios, it is sensible to assume that Alice has some knowledge of
Eve’s location and orientation (recall, for example, the scenario in Figure 1.1). Thus,
a reasonable estimate of Eve’s channel can be obtained from such information. Ac-
cordingly, we derive uncertainty sets that reflect Alice’s imprecise knowledge of Eve’s
location and orientation, as well as the emission pattern of the LEDs. We also con-
sider possible channel mismatches caused by non-line-of-sight (NLoS) components.
Such components are due to diffuse reflections from nearby surfaces, and they are not
taken into account by the channel gain equation in (1.4). All the derived uncertainty
sets are well structured in the sense that they lead to solvable worst-case secrecy rate
maximization problems.

The secrecy performance of the Gaussian MISO wiretap channel with perfect
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channel information, subject to a total average power constraint, was studied in [72,
38, 39, 43]. Lower bounds on the secrecy capacity were obtained in [72] and [38]. In
addition, it was shown in [38] that beamforming is the optimal transmission strategy
if the channel inputs are Gaussian. These results were generalized in [39] and [43]
where it was shown that Gaussian signaling, along with beamforming, is in fact
optimal, and closed-form secrecy capacity expressions were derived.

The design of robust transmission schemes with imperfect channel information,
based on worst-case secrecy rate maximization, was considered in |73, 74, 75, 76, 77,
78]. In 73], the authors observed similarities between the cognitive radio and wiretap
channel models, and considered the design of robust beamformers in conjunction with
spherical uncertainty sets for Eve’s channel. The authors in [74] studied robust beam-
forming along with discrete uncertainty sets corresponding to inaccurate information
regarding Eve’s location, under the assumption of LoS propagation for RF channels.
Worst-case secrecy rate maximization for the MISO channel wiretapped by multi-
ple eavesdroppers having multiple antennas was considered in [75] using spherical
uncertainty sets for the receiver’s and eavesdroppers’ channels. In [76], the authors
considered the use of artificial noise generated by a friendly jammer and studied the
design of robust data and jamming covariance matrices, under both individual and
global power constraints. The work in [77] considered the design of robust transmit
covariance matrices for the MIMO wiretap channel in the low SNR regime using a
linearized secrecy rate expression, i.e., the secrecy rate is approximated by a linear
function of the covariance matrix. A similar approach was utilized in [78] where
the data and jamming covariance matrices are alternatively optimized after lineariz-
ing the nonconcave term in the secrecy rate expression based on Taylor’s first-order

approximation.
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Compared to the previously mentioned works, our work in this chapter has the

following two key differences:

1)

We design the beamformer w subject to a per-transmit-element amplitude
constraint, i.e., [|[W|loc < 1. As mentioned in Section 1.2.2, amplitude con-
straints explicitly arise in VLC systems because of limitations on the linear
operation region of the LEDs. Furthermore, as a side advantage, our ap-
proach to solve the design problem is in fact applicable to general [,-norm
constraints, i.e., |w|l, < 1, for any p > 1. On the other hand, the works
in |72, 38, 39, 43, 73, 74, 75, 76, 77, 78| consider a total power constraint Proy
on the transmitted signal vector, that is ||[wl|s < /P, or, more generally,

Tr(E{X X™}) < Py, where E{X X"} is the transmit covariance matrix.

We do not assume feedback from Eve regarding her channel information. In-
stead, we exploit Alice’s imprecise knowledge of Eve’s location and orientation
to obtain an estimate of Eve’s channel gain. Specifically, we derive uncertainty
sets for Eve’s channel based on the uncertain parameters in the LoS channel
gain equation in (1.4). We also consider uncertainty caused by the NLoS com-
ponents. On the other hand, the works in [73, 75, 76, 77, 78| assume spherical
uncertainty sets for Eve’s channel, that is ||hg — flEHQ < €ny, Where hg is Alice’s
erroneous estimate of hy, and €y, is some known constant. This model is well
accepted to take into account channel uncertainty caused by limited feedback
from the receiver [57, Lemma 1|. In wiretap scenarios, however, the spherical
uncertainty model becomes inapplicable if Eve is a passive eavesdropper and

not part of the communication network.

The remainder of this chapter is organized as follows. The system model is de-

scribed in Section 3.2. In Section 3.3, we consider the design of optimal and robust
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beamformers under the assumptions of perfect and imperfect channel information,
respectively. In Section 3.4, we derive uncertainty sets for Eve’s channel based on
the uncertain parameters in the LoS channel gain equation. In Section 3.5, we pro-
vide numerical examples to compare the performance of the proposed beamformers
with conventional schemes, and evaluate the worst-case secrecy rate performance in

a typical VLC scenario. We conclude the chapter in Section 3.6.

3.2 System Model

We consider secure downlink transmission from Alice to Bob over an indoor VLC link
in the presence of a passive eavesdropper, Eve (recall the scenario in Figure 2.3). The
service area is illuminated by Ngi, light fixtures attached to the ceiling. Each fixture
encloses Npgp high-brightness LEDs that can be modulated independently of each
other using separate drivers. Thus, the total number of LEDs is N = Ngijx X NpgD.
Next, we recall the beamforming scheme described in Section 1.3.3 whereby the

transmitted signal vector x(t) € RY is constructed as
x(t) = ws(t), (3.1)

where w € R is the beamformer and s(t) € R is the data symbol. Due to linearity
limitations of the LEDs, the transmitted signal vector x(¢) must satisfy the amplitude
constraint

(1)l < A V. (3.2)

In order to satisfy (3.2), we let S ~ U[—A, A], where S is the random variable

counterpart of the data symbol s(t), and choose the beamformer w such that it

61



Chapter 3. Optimal and Robust Beamforming for Secure MISO VLC Links

satisfies the constraint

[Wlloo < 1. (3.3)
Thus, utilizing the MISO channel model in (1.10), the signals received by Bob and

Eve, respectively, are

ys(t) = hgws(t) + ng(t), (3.4a)

ye(t) = hgws(t) + ng(t), (3.4b)

where hg € RY and hg € RY are Bob’s and Eve’s channel gain vectors, respectively,

and ng(t) and ng(t) are i.i.d. Gaussian noise samples with variance 0.

3.3 Optimal and Robust Beamformer Design

3.3.1 Problem Formulation

Utilizing the result of Proposition 2.4, an achievable secrecy rate, in (bits/sec/Hz),

for the MISO wiretap channel in (3.4) is

R — llogQ 6A%(hgw)? + 3mea?

3.5
2 meA?(hfw)? + 3meo? (3:5)

where the beamformer w is subject to the amplitude constraint |[w||. < 1. A typ-
ical problem of interest is to find the optimal beamformer w* that maximizes the
achievable secrecy rate, i.e.,

w”* = argmax Rj. (3.6)

[Wlloo<1
In fact, our main goal in this chapter is to solve the design problem in (3.6). To this

end, we have to overcome two major difficulties. Firstly, the optimization problem
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in (3.6) is clearly nonconvex, and the amplitude constraint |[wl|l,, < 1 makes it
different from the well-known Rayleigh quotient maximization problem. In the next
subsection, we introduce Proposition 3.1 to transform this nonconvex problem into a
solvable quasiconvex line search problem. Secondly, it is unrealistic to assume that
the channel gain vectors hg and hg are precisely known to Alice. Therefore, a more
appropriate design approach is to devise reasonable uncertainty sets, Hg and Hg,
that enclose all possible realizations of hg and hg, respectively, and solve the robust
counterpart |79] of (3.6) to maximize the secrecy rate corresponding to the worst-case

realization of (hg, hg) € Hp x Hg. That is to solve

m”a:ﬁiniilze R, V(hp,hg) € Hp x Hg, (3.7a)
or, equivalently,
maximize min Rj. (3.7b)
[Wlleo<1 hp€&Hsp,
hgpeHp

We will tackle the robust design problem (3.7) in Section 3.3.3 via Proposition 3.2,
whereas in Section 3.4, we shall discuss methods to model uncertainty in Eve’s chan-

nel, in VLC scenarios, without feedback from Eve.

3.3.2 Optimal Beamforming with Perfect Channel
Information

Our focus in this subsection is on solving the design problem in (3.6) under the

premise of perfect channel information. Although the constraint on the beamformer

is specified by |[|[w||s < 1, i.e., an amplitude or [,-norm constraint, we shall in fact

solve the problem subject to a general /,-norm constraint, i.e., for any p > 1.
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Proposition 3.1. (Certain hg and hg) Let ||w||,, p > 1, denote the l,-norm of w,

then the maximization problem

.. 6A%(hiw)? + 3mec?
maximize
Iwip,<t  meA2(hfw)? + 3mec?

(3.8)

is equivalent to the quasiconvex optimization problem (or quasiconcave mazximization

problem)
6A%(hiw,)% + 3 2
maximize 5 (2 B‘Z ) i_ Teo 5 (3.9)
€ [minin/6/me] TEAZA (hgw,)? + 3meo
where i, the lower bound on «, is
Qpin = Min  « (3.10a)
st. hgw =1, (3.10b)
lhgw| < a, (3.10c)
and, for each a € [amin, \/6/me], W, is obtained by
w, = argmax hpw (3.11a)
Iwllp<1
st. |hpw| < ahgjw. (3.11Db)

Proof: Our goal is to prove that the problem in (3.8) is equivalent to the line search
problem in (3.9), and the objective function in (3.9) is quasiconcave w.r.t. the search

variable a.. The latter part, in particular, is not straightforward.
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Using the auxiliary variable 7 > 3weo?, the problem in (3.8) can be expressed as

6A%(hgw)? + 3mec?

maximize (3.12a)
[wllp<1,7 T
st. meA*(hgw)? + 3mea? < 7, (3.12Db)
or, equivalently,
maximize —f(T), (3.13)
T T

where f(7) is defined as

f(r) & max 6A*(hgw)® + 3meo” (3.14a)

lwllp<1
— 3mec?
t. |hT < T— 3.14b
st ] < [T (3.140)

Note that the constraints in (3.12b) and (3.14b) are equivalent. In the following, we
show that the objective function in (3.13) is quasiconcave w.r.t. 7 by establishing the

concavity of f(7). For notational convenience, we introduce a new variable € > 0,

[T — 3meo?

Then, we define the perturbation function p(e) as

defined as

o(e) £ ”rrha><<1 hiw (3.16a)
st. |hpw| <e. (3.16b)

It is clear that () is nonnegative and nondecreasing for all € > 0. Furthermore, the

perturbed problem in (3.16) is convex, and thus ¢(e) is concave [80, Section 5.6.1].

65



Chapter 3. Optimal and Robust Beamforming for Secure MISO VLC Links

As a consequence, ¢(¢) is continuous and its right and left derivatives'!, ¢/, (¢) and
¢ (e), exist for all € > 0. These derivatives are nonincreasing in the sense that, for

any €9 > 1 > 0, we have 81, Theorem 1.6]

@' (e1) > ¢ (e1) > ¢ (e2) > ¢\ (e2) >0, (3.17)

where the last inequality holds since ¢(¢) is nondecreasing. Moreover, for any gy > 0
and any € € {€ : ¢ > 0,¢/ (¢) = ¢__(€)}, i.e., any € at which p(¢) is differentiable, we
have [80, Section 3.1.3]

p(e0) < @(e) + ¢ (€) (g0 — €). (3.18)

Substituting with 9 = 0 into (3.18), we get

p(e) =2 ¢(0) +e¢'(e) = e/ (e), (3.19)

where the second inequality holds since ¢(0) is nonnegative. We are now ready to
prove that f(7) = 6A2%(p(e))*+3meo? is concave w.r.t. 7 = meA%c?+3meo?. The right

and left derivatives of f(7) can be written in terms of ¢/, (¢) and ¢’ (¢), respectively,

as
6 6
) =22 0, iy = 28 (o) (3.20)
From (3.17) and (3.20), it is clear that
fL(r) > fi(r) for any T > 3mec”. (3.21)

'We resort to one-sided derivatives, rather than the ordinary two-sided derivative ¢’ (¢), because
©(€) is not necessarily smooth or differentiable over the whole interior of its domain. Particularly,
there exist, in general, some € > 0 at which ¢/ (¢) # ¢’ (). These are the points where ¢/, (¢) and
¢’_(e) have jump discontinuities. Nevertheless, since ¢(¢) is concave, there are only countably many
such jumps, i.e., the set {e: € >0, ¢, (¢) # ¢’ ()} has zero Lebesgue measure [81, Section 1.8].
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Furthermore, when ¢(¢) is twice differentiable (and consequently f(7) is twice differ-

entiable), we have

mee? €

rn=-—((vo- D vereere) o )

where the inequality holds since ¢'(¢) < p(e)/e, ¢'() > 0, p(e) > 0, and ¢"(e) <0
(the last inequality follows from (3.17) or the second-order condition of concavity [80,

Section 3.1.4]). Combining (3.21) and (3.22) yields

fo(m) = fi(n) =2 fL(72) 2 fi(72), (3.23)

for any 75 > 71 > 3mes?. Hence, f(7) is concave [82, Theorem 24.2]. Then, it
is straightforward to verify that f(7)/7 is quasiconcave by noting that all the (-
superlevel sets {7 : 7 > 3mec?, f(7)/7 > B}, for all 3 € R, are convex, i.e., intervals,
including the empty set and infinite intervals [80, Section 3.4.1].

Next, we define the new variable o > 0 as

ey o0 ou

Alternatively, for some given o > 0, 7 can be expressed in terms of a as

7 = g(a) £ mea’A*(hyw,)? + 3meo?, (3.25)
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where w,, is defined as

W, = argmax hiw (3.26a)
wllp<1
s.t. |hgw| < ahgw. (3.26b)

The problem in (3.26) is clearly equivalent to the perturbed problem in (3.16) when «
and ¢ satisfy (3.24), or, equivalently, when « and 7 satisfy (3.25). Thus, hiw, = ¢(e).
Furthermore, we note from (3.26) that hiw, is nondecreasing w.r.t. a (since increas-
ing « relaxes the constraint in (3.26b)). Thus, g(«), as defined in (3.25), is a strictly
increasing function of . Substituting with 7 = g(«) back into (3.13) and changing

the optimization variable into «, the problem in (3.13) can be written as

maximize

or, equivalently,
. 6A%(hgw,)? + 3meo?
maximize ,
a mea?A%2(hiw,)? + 3rec?

(3.27)

where w,, is as defined in (3.26). Since f(7)/7 is quasiconcave w.r.t. 7, and 7 = g(«)
is strictly increasing w.r.t. «, we conclude that f(g(«))/g(a) is quasiconcave w.r.t. a,
and hence the problem in (3.27) is quasiconvex, i.e., a quasiconcave maximization
problem.

Finally, the search interval for optimal a can be lower-bounded by the smallest
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feasible «, given by

Oin = MiN (3.28a)
st. hgw =1, (3.28b)
lhiw| < a, (3.28c¢)

and the upper bound ap,.x = /6/me is simply obtained by noting that f(g(a)) >
g(a), and thus Ry > 0, only if @ < /6/me, which completes the proof. [ |

Remarks:

e Proposition 3.1 has a practical interpretation. It states that the achievable
secrecy rate is a quasiconcave function of the parameter «, which is the ratio
of the signal level at Eve to the signal level at Bob. This is provably true for

an arbitrary /,-norm constraint on the beamformer w.
e Setting a = 0in (3.11) corresponds to ZF, i.e., W, is the best ZF beamformer.

e If N > 2, and hg and hg are linearly independent, then oy, = 0 and ZF is

feasible.

e The case of K > 1 colluding eavesdroppers, or, equivalently, a single eavesdrop-
per having K receiving elements, can be also handled using Proposition 3.1
after replacing the inequalities in (3.10c) and (3.11b) with |HEw|, < o and
|HEw]|2 < ahfw, respectively, where Hg 2 [hg, ... hg,Jandhg, , k=1,... K,

is the channel gain vector of the kth eavesdropper.

Proposition 3.1 involves two optimization problems; the outer problem (3.9) and
the inner problem (3.11). The outer problem is a quasiconvex line search problem

whose globally optimal solution can be found by performing a bisection search on
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a € [min, \/%], on a logarithmic scale. In the next subsection, we propose Algo-
rithm 3.1 to solve (3.9), as well as the corresponding problem in the more general
case of uncertain channel information. In each iteration of the bisection search, the
inner problem (3.11) should be solved to obtain w,, and calculate the objective func-
tion in (3.9). The inner problem is clearly convex for any p > 1, and thus it can be
efficiently solved.

Using (3.9), the achievable secrecy rate, as a function of «, is

1 6A%(hEw,)? + 3mec? 17
= =1 L : 2
Bi(a) 5 082 mea?A%(hiw,)? + 3mec? (3.29)

Let a* denote the global maximizer of (3.9), then the optimal beamformer w* is

*

the solution of (3.11) corresponding to o = a*, i.e., w* = w,+, and the maximum

achievable secrecy rate is Rg(a*).

3.3.3 Robust Beamforming with Imperfect Channel

Information

In this subsection, we extend Proposition 3.1 to take into account uncertainty in

channel information for both Bob and Eve.

Proposition 3.2. (Uncertain hg and hg)  Given a conver set Hg and an arbitrary

set Hg, the maz-min problem

- . 6A%(hiw)? + 3meo?
maximize min
Iwlp<t hpern, meA2(hiw)? + 3mec?’
hpeHg

(3.30)
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for any p > 1, is equivalent to the quasiconvex problem

6A%*2 + 3rec?

imi 3.31
A o TALE + Smea? (3.31)
where oy 1S
Opin = MIN @ (3.32a)
st. hfw>1  Vhg € Hg, (3.32b)
lhiw| <a Vhg e Hg, (3.32¢)
and, for each a € [amin, \/6/me€], to is obtained from
(Wa, ta) = argmax t (3.33a)
l[wllp<1,
st. hgw >t  Vhg € Hg, (3.33b)
lhiw| < at  Vhg € Hg. (3.33¢)

Proof: The proof is mostly along the same line as that of Proposition 3.1. The

max-min problem in (3.30) can be expressed as

maximize @, (3.34)
T T
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where f(7) is defined as

A : 21 T2 2
= 6A%(h +3 3.35
f(7) max | min (hgw)? + 3meo (3.35a)
T T — 3meo?
Next, we define the perturbation function ¢(e) as
A
€)= max ¢ 3.36a
()0( ) lwllp<1, ( )
s.t. |hgw| >t Vhg € Hg, (3.36b)
lhgw| <& Vhg € Hg, (3.36¢)

where ¢ is defined as in (3.15). Note from (3.35) and (3.36) that f(7) = 6A4%(p(e))*+
3mec?. Note also that, unlike (3.16), the perturbed problem in (3.36) is not convex
because of the constraint in (3.36b). This nonconvexity can be eliminated by imposing

the additional constraint

hiw >0 Vhg € Hg, (3.37)

or, equivalently, replacing (3.36b) with

hiw >t Vhg € Hp. (3.38)

The additional constraint, however, may render the solution suboptimal. Let ¢(e)
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be defined as

N
o(e) = H‘gllfﬁ}(li t (3.39a)
st. hyw >t  Vhg € Hg, (3.39b)

Then, ¢(e) < ¢(e), i.e., a nonzero gap may exist between the two optimal values. In
the sequel, we show that this gap actually disappears with an additional technical

assumption on Hg.

Lemma 3.1. If Hgp is a convex set, then p(e) = p(c), i.e., the problems in (3.36)

and (3.39) are equivalent.

Proof: The proof is provided in Appendix B.1.

Following the same approach from the proof of Proposition 3.1, it can be shown
that f(7) = 6A%(p(e))? + 3meo? is concave w.r.t. 7, and thus f(7)/7 is quasiconcave.

Next, we introduce the variable o > 0 via the substitution

T = mea A*t2 + 3meo?, (3.40)
where t, is obtained from
(Wa,ta) = argmax t (3.41a)
[wllp<1,
st. hiw>t  Vhg € Hg, (3.41Db)
|hEW| < at Vhg € Hg. (3.41C)
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Note from (3.39) and (3.41) that t, = ¢(¢) whenever a and 7 satisfy (3.40). Substi-
tuting (3.40) back into (3.34), the latter can be rewritten as

. 6A2%t2 + 3meo?
maximize 1952 5
a mea? A2 + 3meo

(3.42)

Similar to (3.27) in the proof of Proposition 3.1, we note from (3.40) and (3.41) that 7
is strictly increasing w.r.t. . Thus, the objective function in (3.42) is quasiconcave

w.r.t. . Finally, ap;, can be obtained by modifying the problem in (3.28) to

minimize « (3.43a)

st. hgw>1  Vhg € Hg, (3.43b)

lhgw| < a Vhg € Hg, (3.43¢)

which completes the proof. [ |

Remarks:

® (i, > 0 implies that ZF is not feasible.

® (in > +/6/me implies that the max-min problem is not feasible and the worst-

case secrecy rate is zero (e.g., when Hp N Hg # ().

Similar to (3.9) in Proposition 3.1, the outer problem (3.31) is quasiconvex, and
thus it can be efficiently solved by performing a bisection search on . We propose
Algorithm 3.1, provided in Table 3.1, to obtain a solution o* with accuracy €, (dB).

Assuming €, = 0.2 dB, Algorithm 3.1 shall converge in at most [80, Section 4.2.5|

\/6/me

{10852 (20 logyg W) — log, ea—‘ = 10 iterations.
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Table 3.1: Bisection search to solve the maximization problem in (3.31).

Algorithm 3.1 Bisection search to solve (3.31) in Proposition 3.2

o

10:

11:
12:
13:

Solve (3.32) to obtain ayy

if apin < 10719 then oy, := 10710

Initialize @ = 20log;, \/6/me and o = 2010g; Amin

given the required accuracy e, (dB), set the positive constant A, such that
0 < 20log;y An < €n

while @ — a > ¢, do
a+ o

2
Solve (3.33) with « to obtain ¢, where a = 10

6A%t2 + 3reo?
Solve (3.33) with a + A, to obtain t,4a,

6A%*2, A + 3meo®
Calculate f(a+ A,) = rela+ AP A, 4 Bred?
if fla+Ay)— f(a) >0, then o :=a@gp) else @ := agp)
end while
return o = «

Oz(dB) =

*(dB)
20
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Note, however, that the inner problem (3.33) should be solved twice in each iteration.
Thus, although Proposition 3.2 is valid in principle for any convex set Hg and an
arbitrary set Hg, it is practically useful only when (3.33) is tractable, i.e., can be effi-
ciently solved. The inner problem (3.33) is a robust convex program whose tractability
depends solely on the geometries of Hg and Hg [79, 83, 84]. In Section 3.4, we use
a spherical set Hg to accommodate quantization errors caused by limited feedback
from Bob. For Eve’s channel, we use discrete, interval, and ellipsoidal sets to model
different uncertainty sources that cause inaccurate estimates of hg in VLC scenarios.
Using a spherical set Hp, and discrete, interval, or ellipsoidal sets Hg, and assuming
that'?> p € {1,2,00}, the inner problem (3.33) can be expressed as a second-order
cone program, which can be efficiently solved.

From (3.31), the worst-case secrecy rate, as a function of «, is

1 6A%2 + 3mea? 7"
RWC — _1 e
(@) 082 mea?A?t? 4 3mwec?

5 (3.44)

The best worst-case secrecy rate is equal to RY°(«*), and is achieved by the robust

beamformer w .

3.4 Uncertainty Sets for the Eavesdropper’s
Channel in VLC Scenarios

Recall from Sections 1.3.1 and 1.3.2 that the LoS DC channel gain from the ith

transmit LED can be accurately approximated by

12We need the assumption p € {1,2,00} merely to state that the resulting problem is a second-
order cone program. However, the problem is still convex and equally solvable, e.g., via the CVX
toolbox [85], for any p > 1.
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1A
h; = nRPDTa—(m +1) ZPD (cos ;)™ Ty ge cos v Ty (1;) (3.45a)
2r||dil3
(m + 1>APD T _1 dTu
=nRppT,————75 d.' Ty g.d;july | cos L , (3.45b)
2| dyf[5+ [di]2

where all the terms in (3.45) are defined in Sections 1.3.1 and 1.3.2. Note that we
assume equal heights for all the LEDs, i.e., the vertical distance between the PD at
the receiver and each LED is d, regardless of the LED index (d, is independent of 7).

Now, our focus in this section is on deriving uncertainty sets for Eve’s channel
based on the uncertain parameters in (3.45). Our motivation towards this approach
is the lack of feedback from Eve regarding her channel when Eve is a passive or
non-cooperative receiver. In particular, we take advantage of the fact that hg can be
predicted from Eve’s location and orientation using (3.45) if the LoS path is dominant
and the emission pattern of the LEDs is known. Such information can be mapped
into an estimate of hy surrounded by a reasonable uncertainty set Hg. Unfortunately,
the channel gain expression in (3.45) is quite complex, and mapping such uncertain
parameters altogether into a useful Hg that makes the inner problem (3.33) solvable
is quite difficult. Thus, we begin with studying uncertainty sets corresponding to one
uncertain parameter at a time. We also consider uncertainty caused by the NLoS
components in hg. Cases involving more than one uncertainty source will also be
briefly discussed.

Throughout the entire section, we assume an amplitude constraint on w, i.e.,
IW]l < 1. Furthermore, we assume a spherical uncertainty set for Bob’s channel,
ie., hg € Hpg,

His = { B+ en  leny 2 < eny } (3.46)
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where the nominal vector hg is known to Alice via limited feedback from Bob, and
the bounded error term ey, is due to quantization errors. Substituting (3.46) back

into (3.33b), the latter can be expressed as

~

hTw — en,||wll2 > t. (3.47)

3.4.1 Uncertain Eavesdropper’s Location

In this subsection, we consider uncertainty caused by inaccurate information regard-
ing Eve’s location. We assume that Eve is located inside a three-dimensional rectan-
gular region (or box) B with dimensions (21, 2l,,2(,). We also assume, without loss

of generality, that B is centered at the origin, i.e.,

B={Lv:veR vl <1}, (3.48)

where L £ Diag(l,, ly,1.). Furthermore, we choose the origin (or the center of B) as
the nominal location of Eve.

Let 6 = [0, 0, 4.]", 8 € B, denote the deviation of the actual location of Eve from
the origin. Using (3.45b), the channel gain h;, i = 1,..., N, anywhere inside B, as a

function of 4, is

(m +1)App T ( 1 (di — 5)Tu>
h;(8) = nRppT, d,—6,)"Tsg.(d; — ) ul —_— ],
(O) = ity a, — s (7 0 He o (= 0w (o,
(3.49)
and the set of all possible channel realizations inside B can be written as
HE = {h(d):6 € B}. (3.50)
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If we substitute with Hg = HE back into (3.33c), we will end up with an intractable
semi-infinite optimization problem. Therefore, we shall discuss methods to approxi-

mate HE, based on the volume of B, in order to make (3.33) solvable.

3.4.1.1 Small Uncertainty Region

For sufficiently-small B, e.g., max{2l,,2[,,2(,} < 0.5 m, we can assume that the
subset of LEDs seen by Eve’s receiver at a particular location 4,

L T
I,;:{i:f%(cos—1H> :1,i€{1,...,N}},

is identical for all § € B. In other words, the output of the indicator function in
(3.49) is independent of § for all the LEDs and is solely determined by the nominal

location of Eve. Under this assumption, the channel gain in (3.49) can be written as

(d. - 6.)™(d; — §)"u
hi(d) = ¢ R (3.51)

where
(m + 1 ) APD
T

¢ = nRppT,

drf
T, ge Iy, ( cos™ i) (3.52)
[1dill2

Furthermore, with sufficiently-small B, h(d) can be well approximated by its first-

order approximation around the center of B, that is
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where hg = h(0), J € R¥*3 is the Jacobian matriz (or matrix of partial derivatives),

defined as
[ Oh1(8)  Ohi(8)  Ohi(d)]
00, 04, 09,
J= : : : : (3.54)
Ohn(8) Ohy(d) Ohn(9d)
00, 04, 09,

and Jo = J(0). The entries of hg and Jg are provided in Appendix B.2. Using
the linearized channel gain expression in (3.53), the uncertainty set in (3.50) can be

approximated by
HE = {ho + JoLv : v € R?,||v| < 1}. (3.55)

Substituting with 5 back into (3.33c), the inner problem (3.33) can be expressed as

nﬁv%ﬂ(:g}zte t (3.56a)
s.t. hiw — en,||w|l2 > ¢, (3.56b)
lhgw + v 'LIgw| < at Vo : |v]|e <1, (3.56¢)
or, equivalently,
n‘r‘l‘%ﬂ(:org}zte t (3.57a)
st. hiw — en,||w|l2 > ¢, (3.57Db)
how + [|[LIgw|, < ot, (3.57¢c)
hyw — | LIgw|; > —at, (3.57d)
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which is a second-order cone problem. Similarly, the problem in (3.32) can be ex-

pressed as

minimize o (3.58a)
st. hiw —en ||wl > 1, (3.58h)

how + |[LIgw|; < a, (3.58c¢)

hyw — | LIgw|; > —a. (3.58d)

3.4.1.2 Large Uncertainty Region

If the uncertainty region B is relatively large, the first-order approximation in (3.53)
may become poor. Nevertheless, B can first be divided into K non-overlapping boxes,
B, k = 1,..., K, such that Ule B, = B. Then, the first-order approximation is
applied inside each box, around its center, and (3.56) is solved with the corresponding
K constraints.

Alternatively, the region B can be discretized using a three-dimensional fine

grid B, and the inner problem (3.33) is approximated by

maximize ¢ (3.59a)
[wlloo <1,

s.t. hiw — eny ||l > ¢, (3.59b)

Wt (o) w|<at VécB, (3.59¢)

where the entries of h(d) are obtained with (3.49). Although discretization is a
straightforward approach that leads to linear constraints, the number of constraints

may grow up very quickly with large uncertainty regions.
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3.4.2 Uncertain Eavesdropper’s Orientation

In this subsection, we assume that Eve has the freedom to adjust the direction of
her receiver, (0g, ¢), Og € [Omin, Omax); PE € [Pmin, Pmax|, t0 her advantage. In other
words, the exact direction of Eve’s receiver is unknown to Alice. The uncertainty set U
containing all possible realizations of Eve’s orientation vector u (refer to Figure 1.4)

can be written as

U= {u = [sinfcos¢ sinfsing cosb” : 0 € [Dumin, Omax), @ € [Gumin, ¢max]}, (3.60)

and the channel gain h;, i = 1,..., N, as a function of u, is given by
hi(u) = ci—% Ty (3.61)
i(a m i W :
“layT

where ¢; is as defined in (3.52). For notational convenience, let D € RV*3 be defined

as
Cldl CNdN T
D2 J" e .62
z Hd Hm—i—S HdN||m+3 (3 6 )
Then, h(u) can be expressed as
h(u) = Du. (3.63)

Note from (3.52) and (3.62) that D depends on u via the indicator function in the
definition of ¢;, i = 1,..., N. Thus, the mapping from u to h in (3.63) is not linear,

in general. The set of all possible channel gains for Eve is given by

Y—={Du:ucl}. (3.64)
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Substituting with HY back into (3.33c), the inner problem (3.33) can be written as

maximize ¢ (3.65a)
||WH<><>§1,t
s.t. hiw — eny ||l > ¢, (3.65b)
max W'D w| < at. (3.65¢)
ue

In order to efficiently solve (3.65), we shall differentiate between two cases, as follows.

3.4.2.1 Small Angle Variations

In this case, we assume that Eve’s freedom to adjust her receiver’s orientation is lim-

ited in the sense that the subset of LEDs inside Eve’s FoV at a particular direction u,

dar
T = {i:f% <cos_1’—u> —1,i¢ {1,...,N}},
l[di2

remains unchanged for all u € U. Perhaps the most practical case in which the above
assumption may hold is when the permissible variations of the zenith angle 6 is
relatively small and close to zero, i.e., O € [0, Opnax], Where O« is relatively small
(e.g., Omax < 30°). If Z, is fixed for all u € U, then D is independent of u, and h,
as given in (3.63), is a linear function of u. In this case, the left-hand side of the
inequality in (3.65¢) can be upper-bounded as

max [u'D*w| < max u'D'w = |[DTw|s. (3.66)
uel [[u]l2<1
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Then, the problem in (3.65) is replaced by

maximize ¢ (3.67a)

||WH<><>§1,t
s.t. hiw — eny ||l > ¢, (3.67b)
IDTwl|; < at, (3.67c)

which is a second-order cone problem.

3.4.2.2 Large Angle Variations

With arbitrary zenith and /or azimuth angle variations for Eve’s receiver, D becomes
dependent on u, and linearity between h and u no longer holds. In this case, it
becomes difficult to obtain a mathematically-convenient uncertainty set H% over the
continuum of fg and ¢g. Thus, we resort to sampling h(u) over U, and the inner

problem (3.33) is approximated by

maximize ¢ (3.68a)
Wl <1t

st hiw — en,||wll2 > ¢, (3.68D)

W (0, ¢)w| < at VY(0,0) €O x P, (3.68¢)

where the components of h(f, ¢) are obtained with (3.45b), and © and ¢ are fine

grids on the intervals [iin, Omax] a0d [Gmin, Pmax), respectively.
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3.4.3 Uncertain LEDs Half-Intensity Angle

Assuming generalized Lambertian emission, the emission pattern of the LEDs is fully

determined by the Lambertian order

m = —1/log,(cos (*B), (3.69)

where (*98 is the half-intensity angle of the LEDs. This angle is typically spec-
ified by the LED manufacturer as a nominal value in the datasheet. In practice,
however, the actual angle of each LED will deviate from the nominal value. In this
subsection, we study channel uncertainty caused by this deviation. In particular, we

assume an interval uncertainty model in which ¢34B € [¢(3dB (3-dB] and allow inde-

min ’ Smax

pendent realizations of (*98 for each LED. Then, we map the interval [¢*dB, ¢3-4B]

into independent interval uncertainties for each entry of hg.

We begin with rewriting the channel gain from (3.45a) as

hi(m;) = ki(m; + 1)(cos ()™, i=1,...,N, (3.70a)
where
m; = —1/logy(cos (%), P e [¢hP, il (3.70D)
and
ki = R TﬂT cos ; Ty, (1) (3.70¢)
i nitpp a27THdZH% s Yc i 4Ug i) .

Next, we define my,;, and my.y, respectively, as

Mnin = —1/logy (cos (47), (3.71a)
Mumax = —1/log,(cos (39B). (3.71b)
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Then, in order to map the interval [Muyin, Mmay] into [AMR AMPX] 4 = 1,... N, we

first show that h; is a quasiconcave function of m;. Differentiating h; w.r.t. m; yields
hi(m;) = ki(cos )™ (1 + (m; + 1) In(cos ¢;)). (3.72)
From (3.72), for k; 20 and i = 1,..., N, we note that

hi(m;) >0  for m; < mf,

hg(ml) <0 for m; > mf,

where m} £ —(1+1/1In(cos (;)). Thus, h;(m;) is a quasiconcave function with global

-dB
maximizer m;. Consequently, the uncertainty set ’H]%S corresponding to the interval

[C3—dB 3-dB

min ’ Smax

] can be written as

C3—dB

Hy  ={[h ... hn]" thi € [R™ R i=1,...,N}, (3.73a)

where, fort=1,..., N,

hi(Mumin) if m¥ > mupax,

B = min{hy (main ), B (M)} 11 € [Miiny M, (3.73b)
\hz(mmax) if mf < muyn,
’hz(mmax) if m > Mmuyax,

hi™ = hi(m}) if mF € [Mumin, Mmax), (3.73c)
hi(Mmin) if m < Muyin.
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Define h € Rﬁ and H € Rf *N respectively, as

h £ (AP 4 R R B (8.742)

1
2
A 1 . .
H= §Diag(hr1nax — A R — AT, (3.74b)
¢3-dB .
Then, Hp ~ can be written as

1§ = {ﬁ+ Ho:veRY, o] < 1}. (3.75)

.. . . . ¢3dB . .
Similar to (3.55)—(3.57), substituting with H,  into (3.33c), the inner problem (3.33)

can be expressed as

Hlllv%‘)‘(olongl}zte t (3.76a)
sit. hiw — en, ||wl2 > ¢, (3.76b)

h'w + |[Hw|; < o, (3.76¢)

h'w — |[Hw]|; > —ot. (3.76d)

3.4.4 Uncertain NLoS Components

In this subsection, we consider channel uncertainty arising from the NLoS compo-
nents caused by diffuse reflections from nearby surfaces. Taking into account signal
contributions from both the LoS and NLoS paths, the channel gain can be written
as

hi = hioS 4 pNS i =1 N, (3.77)
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where hF°S is the LoS component obtained with (3.45), and AN°% is the unknown
NLoS component. We shall consider a simple multiplicative uncertainty model in

which A8 is an uncertain fraction, v;, of hk°S that is
hi-\ILOS = ’Yih%os, 0< Vi < Ymax; 1= 17 s 7N7 (378)

where Yimax £ miax v;. The actual value of 7., depends mostly on the problem
geometry as well as the diffuse reflectivity of nearby surfaces. In practice, ymax can
be measured or predicted using numerical simulations. Simulation results reported
in [59] show Ymax of about 12% (see the discussion after Figure 6 in [59]). Note,
however, that the multiplicative model in (3.78) is applicable only when the LoS
path between the ith LED and the PD exists, i.e., h°S # 0, and is dominant. In
other words, (3.78) does not take into account the case in which the received signal
consists entirely of NLoS components, e.g., when the LoS path is blocked or outside
the receiver FoV.

From (3.77) and (3.78), the set of all possible channel gain vectors can be written

as
Hy™ = {[hl hN]T thi € [h%osa (1+ ’YmaX)h%OS]vi =1.. ’N} ’ (3.79)

which is similar to ’Hg)_dB in (3.73a), and thus we can proceed with the same steps

from the previous subsection.

3.4.5 Combined Uncertainties

So far we have derived separate sets corresponding to uncertainties in location, ori-

entation, half-intensity angle, and NLoS components. In practice, however, these
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uncertainties will mostly happen in combination with each other. Thus, more inclu-
sive sets that take into account the aggregate uncertainty are required. Unfortunately,
it is difficult, in general, to derive such sets or provide a unified treatment for differ-
ent combinations of uncertainties because, as we mentioned earlier, the channel gain
expression in (3.45) is a complex function of the uncertainty sources. Nevertheless,
one intuitive approach to circumvent such a difficulty is to sample the channel gain
vector over the variables with lower dimension or smaller uncertainty size. Consider,

for example, the case of uncertain location and LEDs half-intensity angle, that is

3-dB 3-dB
HECT = HE 1S

— {h(5,¢*®) : 6 € B, ¢HP € [(3IB, (2N Y

min ’ Smax

where ¢*9B = [¢FB .. (3BT If N > 3, ie., the dimension of ¢*P is bigger than
the dimension of 4, then B can be discretized using a three-dimensional K-point grid,
B ={di,...,0k}, and the problem in (3.76) is modified to
Seig !
s.t. hiw — en, ||w2 > ¢,
hw+ |Hw| <at, k=1,... K,

hiw — |[Hyw|, > —at, k=1,... K,

where h; and Hj, are obtained as in (3.74) using the components of h™"(§;) and
h™®*(§y), for k = 1,..., K. The same idea can be applied to other combinations of
uncertainty sources.

Furthermore, there exist specific cases of combined uncertainties in which dis-
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cretization may not be necessary. Consider, for example, the special, but practically
relevant, case of small location and angle uncertainties. With such a combination,
the linear channel gain models considered in Sections 3.4.1.1 and 3.4.2.1 are both
applicable, and an explicit formulation of the optimization problem can be obtained

as follows. First, we rewrite the linearized channel gain expression from (3.53) as

h(d,u) =ho + Jod
=Du+ Go(I; ®u)d

= Du+ Go(6 ® I3, (3.80)

where D is as defined in (3.62), and the entires of Gg, Gg € RY*? can be in-
ferred from (B.2b)-(B.2d) in Appendix B.2. Then, the inner problem (3.33) can be

expressed as

maximize ¢ (3.81a)
st hiw — en, ||w]2 > ¢, (3.81Db)
max [u"DTw + u (6T @ I;)Giw| < at. (3.81c)
€bB,
[ullo<1

The constraint in (3.81c) can be replaced by a set of second-order cone constraints,

given by
ID"w + (viy ©I3)Gowlls < at, k=1,...,8, (3.82)
where v, € R3 k=1,...,8, are the vertices (or corners) of B.
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3.5 Numerical Examples

In this section, we provide numerical examples to verify the performance gains of
the beamformers proposed in Section 3.3 compared to conventional beamforming
schemes. We also demonstrate the design of robust beamformers in a typical VL.C
scenario and investigate the resulting worst-case secrecy rate performance in conjunc-

tion with the uncertainty models devised in Section 3.4.

3.5.1 Performance Comparisons

All the results presented in this subsection are obtained under the following assump-
tions. The number of transmit elements is N = 4. The entries of hg and hg are
generated i.i.d. according to the uniform distribution over the interval [0, 1], and the
results are averaged over 1000 independent trials. The optimal and robust beam-
formers are obtained via Algorithm 3.1, where the outer maximization problem is
solved with accuracy €, = 0.2 dB and the inner problem is solved using the CVX
toolbox [85] along with the MOSEK solver [86].

3.5.1.1 Optimal versus Suboptimal Beamformers under Different

l,-norm Constraints

In this example, we compare the secrecy rate performance of the optimal beamformer
with the generalized eigenvalue (GEV) and ZF beamformers, under the premise of
perfect channel information.

Figure 3.1(a) depicts the secrecy rates (3.5) versus A/o. These secrecy rates are
obtained with wu«, Wggy, and w,—g, corresponding to the optimal, GEV, and ZF
beamformers, respectively, subject to the constraint ||w||, <1, for p = 1,2,00. The

optimal beamformer w+ is obtained with Proposition 3.1, and the corresponding a*
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Figure 3.1: (a) Secrecy rates (3.5) obtained with the optimal, GEV, and ZF beam-
formers versus A/o, subject to the constraint |w|, <1, for p=1,2,00. (b) o*
corresponding to the optimal beamformer w .

is shown in Figure 3.1(b). The beamformer wggy is the generalized eigenvector of the
matrix pair (6A%hgh + 3mec?Iy, re A*hghf + 3mea?Iy) corresponding to its largest
generalized eigenvalue, where wggy is scaled such that |[wegv||, = 1, for p = 1,2, 00.
The ZF beamformer w,— is obtained by solving (3.11) with a = 0.

As expected, we note from Figure 3.1(a) that the optimal beamformer provides the
best performance for all p = 1,2, oo, however at the cost of increased computational
complexity. We also note that the secrecy rates of the optimal and GEV beamformers
coincide when p = 2. This is because GEV beamforming is optimal under the ls-norm
constraint [39]. Furthermore, we note that the ZF beamformer outperforms its GEV

counterpart under the [,,-norm constraint, and it approaches the performance of the
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Figure 3.2: Secrecy rates (3.83) of the optimal, GEV, and ZF beamformers under dif-
ferent /,-norm constraints, versus the number of eavesdroppers when 201log,,(A/0) =
20 dB.

optimal beamformer as A/c increases. Figure 3.1(b) shows that a* is nonincreasing
w.r.t. Afo for all p = 1,2,00. Thus, the ZF beamformer is in fact asymptotically
optimal at high A/o for all p. Moreover, it can be observed that o* decreases rapidly
as p increases. This reveals that the performance gap between the ZF and optimal
beamformers narrows quickly with increasing p at high A/o.

Figure 3.2 shows the secrecy rate performance versus the number of eavesdrop-
pers K when 201log,,(A/c) = 20 dB. Each eavesdropper has a single receive element,
and there is no collaboration among the eavesdroppers, i.e., centralized processing of

the received signals is not permitted. The secrecy rates are obtained with

1 A2(hTw)2 2 1t
Ruw) = | L log 6A°(hgw)* + 3meo

3.83
2 2% reA2|HL w2, + 3mea?| (383)
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where Hg = [hg, ... hg,]. The GEV beamformer is the generalized eigenvector of
the matrix pair (6A%hghy + 3meo?ly, me A’HgHL + 3meo?Iy) corresponding to the
largest generalized eigenvalue. The optimal beamformer is obtained with Proposi-
tion 3.1 after replacing the constraint in (3.11b) with ||[Hiw]||. < ahfw, and the ZF
beamformer is obtained by setting a = 0.

We note that the GEV beamformer is optimal when K =1 and p = 2. We also
note that, as K increases, the GEV beamformer outperforms the ZF scheme even

when p # 2. Obviously, ZF becomes infeasible once K > N.

3.5.1.2 Robust versus Non-Robust Schemes

In this example, we compare the worst-case secrecy rate performance of the robust
beamformer with non-robust schemes. We assume that the uncertainty sets for Bob’s

and Eve’s channels, respectively, are

His = { B+ en  leny 2 < eny } (3.84a)

Hy = {BE Fen, : [len|le < ehE} . (3.84b)

The entries of the nominal vectors le and ﬁE are generated at random, and the
results are averaged over 1000 trials.

In Figure 3.3, we plot the worst-case secrecy rate

min 6A%(hiw)? + 3reo?

1 hgeHy
R =|=1 3.8
s (w) 2 %52 Tnax meA?(hfw)? + 3meo? (3.85)
hgceHg

Versus €y, for ep, = 0,0.2,0.4, and 20log,,(A/0) = 20 dB. We compare the perfor-
mance of the robust beamformer from Proposition 3.2 with its non-robust counterpart

from Proposition 3.1, as well as the GEV and ZF beamformers. All the beamformers
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Figure 3.3: Worst-case secrecy rates (3.85) of the robust, non-robust, GEV, and ZF
beamformers versus e, with ey, = 0,0.2,0.4. All the beamformers are subject to
the amplitude constraint |w||. < 1, and 20log,,(A/o) = 20 dB.

are subject to the amplitude constraint |[w||o < 1. Substituting from (3.84a) and

(3.84b) into (3.33b) and (3.33c), respectively, the inner problem (3.33) is expressed

as

nlfllv%‘)‘(:orgzte t (3.86a)
s.t. hiw — en, [[wl2 > t, (3.86h)

hiw + en, W < o, (3.86¢)

hiw — en, W] > —ot. (3.86d)

Then, the robust beamformer is obtained via Algorithm 3.1. On the other hand, the

non-robust, GEV, and ZF beamformers are obtained using the nominal vectors hp

95



Chapter 3. Optimal and Robust Beamforming for Secure MISO VLC Links

and flE
As expected, we note from Figure 3.3 that the robust beamformer outperforms
its non-robust counterparts, and the performance gain becomes more evident with

increasing ep, and ey, .

3.5.2 Worst-Case Secrecy Rate Performance in VLC

Scenarios

In this subsection, we investigate the worst-case secrecy rate performance in a typical
VLC scenario using the robust beamformer from Proposition 3.2 along with the
uncertainty sets derived in Section 3.4.

We consider a room of size 5 x 5 x 3 m? illuminated by 25 square-shaped
light fixtures uniformly distributed over 4 x 4 m? of the ceiling area, as depicted in
Figure 3.4. Each fixture occupies 10 x 10 cm? and encloses 4 high-brightness 2.5-W
LEDs located at the corners of the fixture. Each LED radiates 570 mW optical power
(or radiant flux). Emitted light is “warm-white” (i.e., color temperature is between
2700 and 3000 K) with luminous efficiency 284 Im/W [10, Table 3.2|. The resulting
luminous flux is 0.570 x 284 ~ 162 lm per LED. The nominal half-intensity angle
(measured from the center) is 60°, and the peak (or center) luminous intensity is
51 cd. The resulting illuminance, averaged over a horizontal 4 x 4 m? illumination
grid at height 0.85 m above the floor level, is 339 Lux. For convenience, all simulation
parameters are provided in Table 3.2.

All the following results are generated with Bob and Eve having PDs of area
App = 1 em? and responsivity Rpp = 100 pA/mW /cm?. The modulation index juyg
is set at 10%. The noise power is assumed to be equal everywhere with 20log, 0 =

—114 dBm. This value is obtained with [9, Eq. (6)] using the average received DC
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Figure 3.4: Layout of the LEDs on the ceiling. There exist 25 light fixtures. Each
fixture has 10 x 10 ¢cm? surface area and encloses 4 LEDs located at the corners of
the fixture.

Table 3.2: Simulation parameters for the VLC scenario.

Simulation setup

Room size

Number of fixtures Npix

Fixture size

Number of LEDs per fixture Ni,gp
Total number of LEDs N

5x5x3m?
25

10 x 10 cm?
4

100

LED electrical and optical characteristics

Forward voltage 3.6V
Forward current Ipc 700 mA
Input electric power 2.52 W
Optical power / electric current n 813.6 uW/mA
Output optical power (or radiant flux) Pope | 569.52 mW
Luminous efficiency (warm-white color) 284 lm/W
Luminous flux 161.74 Im
Luminous efficacy 64.18 Im/W
Nominal half-intensity angle ¢3-4B 60°
Peak (or center) luminous intensity 51.48 cd
Modulation index gy 10%

Optical receiver characteristics
Gain of the optical filter T 1
Lens refractive index n, 1.5
PD responsivity Rpp 100 pA/mW /cm?
PD surface area App 1 cm?
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optical power (averaged over the horizontal plane at height 0.85 m) with FoV ¥ = 70°
and receiver bandwidth of 10 MHz. All location coordinates are specified in meters
w.r.t. the room center at the floor level.

In all scenarios, we assume that Bob is located at (xp, yg, 28) = (1.7173,0.7496, 0.85)
with orientation (fg, ¢p) = (15°,240°) and FoV g = 70°. Furthermore, we use the
spherical set in (3.46) to model uncertainty in Bob’s channel, where the entries of hy
are obtained with (3.45), i.e., hg = h(zg, yg, 28,05, ¢B, V), and e, = O.1||le||2.
The nominal estimate hg is fixed and assumed to be known to Alice via feedback
from Bob. Parameters relevant to Eve are provided in the caption of each figure.
In all cases, for the sake of illustration, we plot the worst-case secrecy rate versus «
using (3.44), where 20log;,a = —50,—49,...,0 dB. We also include the case of
certain Eve’s channel for comparison purposes. For each a, we use the CVX tool-
box [85], in conjunction with the MOSEK solver [86], to solve (3.33) using the relevant

uncertainty set Hg from Section 3.4.

3.5.2.1 Uncertain Eavesdropper’s Location

Figure 3.5 shows the worst-case secrecy rate performance with uncertain Eve’s lo-
cation. We include three groups of curves corresponding to three uncertainty re-
gions, B, of different volumes. All the regions are rectangular and centered at
(x,y,2) = (—1.25,0,0.85). Four curves are generated for each B corresponding to
the combinations of two methods to approximate H5 and two methods to modulate
the LEDs. We refer to the case in which the affine approximation (3.53) is used
as “Linearized”, and to the case in which B is discretized as “Discretized”. For the
“Linearized” case, B is divided into identical boxes, each of volume 2[, x 2[, x 2l, =
0.5x0.5% 0.25 m?, then (3.53) is applied to each box and w,, is obtained with (3.57).

For the “Discretized” case, HE is approximated by sampling the channel gain in the
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Figure 3.5: Worst-case secrecy rate (3.44) versus o with uncertain Eve’s location.
O = 0 and Vg = 70°.

three-dimensional space using a 10x 10 x 10 cm? grid, and w,, is obtained with (3.59).
Furthermore, we refer to the case in which each LED is modulated independently as
“LEDs”, and to the case in which all LEDs in one fixture are modulated with the
same current signal as “Fixtures”.

As expected, we note from Figure 3.5 that RY° decreases as the uncertainty about
Eve’s location increases. For the case of certain Eve’s location, we can see that the ZF
beamformer is practically optimal. In addition, Figure 3.5 reveals that independent-
LED modulation does not provide much improvement, if any, compared to the more
practical and less expensive “Fixture” modulation scheme. This is also expected since
LEDs in the same fixture are relatively close to each other and have almost identical
channel gains. Figure 3.5 also validates the affine approximation in (3.53) when [,

ly, and [, are chosen properly.
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3.5.2.2 Uncertain Eavesdropper’s Orientation

In Figure 3.6, we plot the worst-case secrecy rate performance with uncertain Eve’s
orientation. We also investigate the impact of Eve’s FoV on the secrecy rate. The
curve “Small 0., is generated with w,, obtained from (3.67), whereas all other curves
are obtained with (3.68) after discretizing the intervals © = [0, Op.x] and @ = [0, 360°]
using Ay = A, = 4°.

For the case 0,.«x = 0, i.e., no uncertainty about Eve’s orientation, we can see

7

that ZF is essentially optimal. We also note that the curve “Small 6,,,,” almost
coincides with the curve corresponding to Wg = 90° and 6,., = 30°. Thus, the
linear channel gain model that leads to the problem in (3.67) is indeed valid for small
angle variations and wide FoV. Figure 3.6 also reveals that reducing Eve’s FoV has a
negative impact on the secrecy rate performance, which can be explained as follows.
First, we recall from (1.5) that reducing the FoV of the concentrator increases its gain
(inside the FoV). Second, the limited FoV of Eve’s receiver, in conjunction with her
ability to adjust orientation, increases the space of her received signal as measured
by the number of nonzero singular values of the matrix Hg whose columns are the
elements of the discretized uncertainty set Hg Obviously, increasing the signal space
available to Eve makes it more difficult for Alice to suppress Eve’s signal, i.e., more

of the degrees of freedom available to Alice are exploited, and thus the secrecy rate

is reduced.
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Figure 3.6: Worst-case secrecy rate (3.44) versus a with uncertain Eve’s orientation.

ap = —1.25, yp = 0, 25 = 0.85, O € [0, nax], and ¢ € [0, 360°].

3.5.2.3 Uncertain Eavesdropper’s Location and LEDs Half-Intensity

Angle

Figure 3.7 depicts the secrecy performance with uncertain Eve’s location and LEDs
half-intensity angle. We consider half-intensity angle uncertainties up to £20° around

the nominal value of 60°, and the location uncertainty region

{(zg,yE) : 75 € [-2.25,—0.25], yg € [-2.5,2.5]}

is discretized using A, = A, = 20 cm. As can be seen, even relatively small half-
intensity angle deviations, e.g., +5°, can significantly reduce the worst-case secrecy

rate.
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Figure 3.7: Worst-case secrecy rate (3.44) versus a with uncertain Eve’s location and
LEDs half-intensity angle (398, i =1,..., N. zg € [-2.25,—0.25], yg € [-2.5,2.5],
ZE = 085, QE = 0, and \I/E = T0°.

3.5.2.4 Uncertain Eavesdropper’s Location and NLoS Components

In Figure 3.8, we show the worst-case secrecy rate performance with uncertain Eve’s
location and NLoS components. Similar to the results in Figure 3.7, the location
uncertainty region is discretized using A, = A, = 20 cm. We investigate the per-
formance when the strength of the NLoS components can go up to ymax = 60% of
the LoS path. Note that Y. = 60%, or even 40%, is a too pessimistic or too con-
servative assumption. In typical scenarios with only diffuse reflections, i.e., no large
windows or mirrors, ymax will probably be less than 20% (see, e.g., Figure 4 in [87]

or the discussion after Figure 6 in [59]).
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Figure 3.8: Worst-case secrecy rate (3.44) versus a with uncertain Eve’s location and

NLoS components. zg € [—2.25,—0.25], yg € [-2.5,2.5], zg = 0.85, g = 0, and

Vg = 70°.

3.6 Conclusions

In this chapter, we studied the design of transmit beamformers for secrecy rate max-
imization in MISO wiretap channels subject to amplitude constraints. Such con-
straints are typically difficult to handle and, because of that, they are often overlooked
in favor of the more convenient total power constraint.

We tackled the nonconvex secrecy rate maximization problem by transforming
it into an equivalent quasiconvex line search problem. Our approach is conceptu-
ally simple but provably optimal for general /,-norm constraints, and the equivalent

problem itself is practically meaningful. Furthermore, our approach proved helpful in
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tackling the more complex robust design problem with uncertain channel information.

We used the VLC scenario as a practical example in which reasonable estimates
of the eavesdropper’s channel can be obtained without feedback from the (passive)
eavesdropper. Numerical results show that the excess degrees of freedom provided by
the large number of LEDs in typical VLC transmitters can be effectively utilized to
compensate for the lack of accurate information regarding the eavesdropper’s channel.

In the next chapter, we consider the more general two-user MISO BC-CM model.
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Chapter 4

Linear Precoding for the Two-User
MISO Broadcast Channel with

Confidential Messages

4.1 Introduction

In the previous chapter, we studied the design of transmit beamformers for the MISO
wiretap channel under the amplitude constraint. In such a scenario, the transmitter
had one secret message for the intended receiver (Bob), while the other receiver (Eve)
acted only as an eavesdropper. In this chapter, we consider the more general scenario
in which the transmitter has two independent secret messages, one intended for each
user, and each message should be kept confidential from the other user. Such a model
is referred to as the two-user broadcast channel with confidential messages (BC-CM).
Note that the two-user BC-CM reduces to the wiretap channel when the information
rate to one of the users is set to zero.

Extension of the wiretap channel to the two-user BC-CM was considered in [47|
wherein the authors derived inner and outer bounds on the secrecy capacity region
of the discrete memoryless BC-CM. Achievability of the secrecy capacity region of

the two-user MISO BC-CM was established in [48] using the so-called secret dirty-
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paper coding (S-DPC) scheme under the total (average) power constraint. This coding
scheme was extended in [49] to the MIMO BC-CM, and it was shown that the secrecy
capacity region is rectangular under the matrix power (or input covariance matrix)
constraint. Under the total power constraint, however, the secrecy capacity region can
be only found by performing an exhaustive search over the set of all input covariance
matrices that satisfy the total power constraint. Due to the complexity of S-DPC
and the lack of a simple solution to the practical case of total power constraint,
the authors in [88] proposed a low-complexity linear precoding scheme for the two-
user MIMO BC-CM based on generalized singular value decomposition. The work
in [89] also considered the secrecy rate region of the two-user MIMO BC-CM under
the total power constraint via formulating a nonconvex weighted secrecy sum rate
maximization problem. An iterative algorithm based on a block successive lower-
bound maximization method was proposed to solve such a nonconvex problem.

In this chapter, we study the design of linear precoders for the two-user MISO
BC-CM. Our treatment will not be limited to VLC channels in the sense that we
design the precoders not only subject to amplitude constraints, but also subject to
total and per-antenna power constraints. Note that, in this chapter, we use the term
“antenna” to designate general transmit and receive elements. In a VLC system, the
transmit antenna is an LED and the receive antenna is a PD.

Under amplitude constraints, the secrecy capacity region of the two-user MISO
BC-CM is unknown, and thus our motivation to find achievable secrecy rate regions
based on linear precoding is clear. However, we also consider linear precoding for
the cases of total and per-antenna power constraints, wherein S-DPC is known to be

optimal, for the following reasons:

1) Our approach to formulate and solve the problem of linear precoder design
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is equally applicable to all the aforementioned constraints. In other words,
total and per-antenna power constraints can be considered without additional

difficulty.

More importantly, the case of total power constraint is the only case in which
the secrecy capacity region is precisely known and has been characterized in
closed form. Therefore, it sets a benchmark that can be used to quantify the
performance loss incurred by using a suboptimal linear precoding scheme, and
also to validate our approach to solve the precoder design problem when the

total power constraint is considered.

Finally, for the case of per-antenna power constraint, it seems that the secrecy
capacity region can be only found via an exhaustive search over the set of all
input covariance matrices that satisfy the per-antenna power constraint, which
entails high computational complexity. Even when it is found, the S-DPC
scheme utilized to achieve the secrecy capacity region is difficult to implement.
Therefore, our proposed linear precoding scheme provides a viable solution with

lower implementation complexity for the case of per-antenna power constraint.

After fixing the input distribution, our goal in this chapter is to find linear pre-

coders that achieve the boundary points of the secrecy rate region. To this end, we
formulate the precoder design problem as a weighted secrecy sum rate maximization
problem, subject to any of the aforementioned constraints. The resulting problem,
however, has a fractional objective function, making it nonconvex and difficult to
solve. To circumvent such a difficulty, we first simplify the objective function using a
lower bound on the weighted secrecy sum rate. Then, we transform the problem into
an equivalent one having only two optimization variables. We show that the equiv-

alent problem is more tractable and can be solved iteratively using the subgradient
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method. In each iteration, we solve a convex inner optimization problem to update
the value of the outer problem, and also to obtain the subgradient vector that spec-
ifies the search direction for the next iteration. We provide a condition under which
the obtained solution is guaranteed to be globally optimal. Furthermore, we show
that the inner problem can be easily modified to take into account channel uncer-
tainty caused by limited feedback from both receivers. This leads us to the design of
robust linear precoders that guarantee a certain worst-case secrecy rate performance.

To the best of our knowledge, the work in this chapter is the first to consider
linear precoding for the two-user MISO BC-CM, subject to per-antenna power or
amplitude constraints. Furthermore, it is the first work to consider robust precoding,
for the same channel, by taking channel uncertainty into account.

The remainder of this chapter is organized as follows. The system model, pre-
coding scheme, and transmit constraints are described in detail in Section 4.2. In
Section 4.3, we solve the precoder design problem under the premise of perfect channel
information. In Section 4.4, we extend the design problem to its robust counterpart
by considering uncertainty in channel information. In Section 4.5, we provide our
numerical examples to illustrate the achievable secrecy rate regions of the proposed

precoder. We conclude the chapter in Section 4.6.

4.2 System Model

In this section, we describe the channel model, the linear precoding scheme, the
achievable secrecy rate regions, and the constraints imposed on the transmitted signal

vector.
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4.2.1 The Two-User MISO BC-CM

We study the problem of secret communication between one transmitter and two
independent receivers over the Gaussian MISO broadcast channel. The transmitter
has N > 2 antennas, and each receiver has a single antenna. In each communication
session, the transmitter has two independent confidential messages, one intended for
each receiver. The two messages are simultaneously broadcasted, and the transmitter
shall ensure that each message can be reliably decoded by its intended receiver, and
is kept confidential from the other one.

We assume narrow-band transmission over a quasi-static, i.e., non-fading, Gaus-
sian broadcast channel. The transmitted and received baseband signals, as well as
the channel gain vectors, are real-valued, i.e., the carrier phase is not modulated.
This model is typical for intensity-modulation (IM) channels, including VLC chan-
nels, and is also applicable to RF systems utilizing amplitude modulation schemes,
such as amplitude-shift keying (where the baseband data symbols are real-valued).
Under these assumptions, the signals observed by the two receivers can be expressed

as

y1(t) = hix(t) + ni(t), (4.1a)

Yo (t) = hix(t) + na(t), (4.1b)

where x(t) € RY is the transmitted signal vector, h; € RY and hy, € R" are the
channel gain vectors, and n;(t) and ny(t) are i.i.d. Gaussian noise samples with
variance 2. We assume that h; and h, are linearly independent to ensure that the
MISO broadcast channel in (4.1) is nondegraded.

Let X be an input random vector that satisfies the constraints on the channel
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input, and Y; and Y3 be the output random variables. Also let U and U, be auxiliary
random variables. Then, it was shown in [47, Theorem 4| (see also [48, Lemma 2|)

that for any joint PDF p(uy, us, X, y1,y2) that can be written as'®

P(ub uz) p(X\ul, UQ)P(yb y2\X),

the secrecy rate pair (Ry, Ry) satisfying

is achievable for the two-user MISO BC-CM in (4.1). Achievability of the rate pair
in (4.2) was proved based on a double-binning scheme [48, Section IV]. Thus, given
a joint PDF p(uy,uy,x), the achievable secrecy rate region can be determined us-
ing (4.2). On the other hand, given a certain constraint on the channel input X,
it remains unclear how to choose p(uj,uy,x) such that the secrecy rate region is
maximized. For the case of total power constraint, it was shown that the secrecy
capacity region of the MISO BC-CM in (4.1) can be characterized in closed form [48,
Theorem 1], and the boundary points are achievable with the S-DPC scheme. This
scheme, however, is difficult to implement in practice [88]. In addition, with per-
antenna power constraints, there is no closed-form characterization, and apparently
the secrecy capacity region can be only found via an exhaustive search over all in-
put covariance matrices that satisfy the per-antenna power constraint. Furthermore,
the S-DPC scheme proposed in [48]| does not seem to be applicable to the case with

amplitude constraints. This motivates us to consider the linear precoding scheme

13In other words, (Uy,Us) — X — (Y1, Y3) forms a Markov chain.
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described in the next subsection.

4.2.2 Linear Precoding

We study the secrecy performance of the two-user MISO BC-CM in (4.1) when the

transmitted signal vector is constructed as

x(t) = wis1(t) + wasa(t) = Ws(t), (4.3)

where w; € RY and w, € RY are fixed beamformers, s;(t) € R and sy(t) € R are
independent symbols (i.e., secrecy codewords) intended for Users 1 and 2, respec-
tively, W = [w; W] is termed as the precoding matriz, or simply the precoder, and
s(t) = [s1(t) so(t)]" is the vector of transmitted symbols. Although suboptimal, the
precoding scheme in (4.3) is simple to implement. Furthermore, it will enable us to
handle per-antenna power or amplitude constraints.

Substituting (4.3) back into (4.1), the signals received at both users can be written

as

y1(t) = hiwysi(t) + hiwasy(t) 4+ ni(t), (4.4a)

Yo (t) = hy wisi () + hy wasy(t) + na(t). (4.4Db)

Let S; and Sy denote the random variable counterparts of s1(t) and sy(t), respectively.

Then, the transmission scheme in (4.3) corresponds to choosing

U1 = Wlsl, Ug = WQSQ, and X = U1 + U2. (45)

Substituting from (4.5) into (4.2), the achievable secrecy rate pair in (4.2) can be
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written as

0 < Ry <I(S1; Y1) — I(S1; Y2[Sa), (4.6a)

0 < Ry < I(S2;Ys) — I(S2; Y1]51). (4.6b)

Note that joint encoding is not utilized in (4.5), i.e., S and S, are independent, and

thus [(U; U,) = 1(Sy; S2) = 0.

4.2.3 Transmit Constraints and Secrecy Rate Regions

In this subsection, we describe the transmit constraints considered in the chapter,

and derive closed-form expressions for the corresponding secrecy rate pairs (Ry, Rs).

4.2.3.1 Total Average Power Constraint

The most common constraint imposed on the input of Gaussian channels is the total
(or sum) average power constraint. It is mathematically convenient, and often leads
to closed-form solutions. Furthermore, it provides much insight into the performance
of the communication system for a given power budget. Mathematically, a total
average power constraint Pr, requires the transmitted codewords X to satisfy the
inequality

Tr(E{X X"}) < Pry, (4.7)

where E{X X"} is the transmit covariance matrix. An obvious way to comply with
the transmission scheme in (4.3) and satisfy the constraint in (4.7) is to choose S;

and Sy to be i.i.d. standard Gaussian random variables, that is

Sl ~ N(O, 1), SQ ~ N(O, 1), (48&)
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and to ensure that the precoder W satisfies the inequality

W[5 < Pro. (4.8b)

Note that our choice of equal variances for the distributions of S; and Sy (both have
unity variance) involves no loss of generality because the power allocated to each user
can still be adjusted from the entries of the precoding matrix W.

Now, for a given W, and with Gaussian codewords Sy, Sy ~ N(0,1), the mutual

information terms in (4.6a) are simply calculated as

vy - L (hiw1)
I(S1; Y1) = §log2 (1 + Wy + 02 ) (4.9a)
1 hT 2
I(51;Y2|Sz) = 5 log, (1 + %) : (4.9b)
o

where information is measured in (bits/sec/Hz). Similar expressions can be obtained

for the corresponding terms in (4.6b), and thus we end up with the achievable secrecy

rate pair
1 (hTwy)? o? *
R, ==l 1 4.10
179 [ 082 ( + (hTwy)2 + 02 (hIwy)? + 02 ’ (4.10a)
1 (hlw,)? o2 -
=— |1 1 . 4.10b
Ry 5 |:0g2 ( + (Tw,)? + o (hTwy)? 1 o7 (4.10b)

4.2.3.2 Per-Antenna Average Power Constraint

Despite its simplicity, the total average power constraint (4.7) is often not sufficient

to capture practical limitations that arise from implementation constraints. For ex-
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ample, the so-called digital beamforming'* scheme requires a dedicated transmit RF
chain for each antenna element!®. Clearly, each of these chains has its own power
budget. Thus, a more realistic approach to model power limitations at the transmit-
ter is to impose an individual power constraint on each RF chain, or, equivalently,
on each antenna element, in addition to the total power constraint. A per-antenna

average power constraint P;,2 =1,..., N, can be expressed as
E{X}} <P, i=1,...,N, (4.11)
where X is the ith entry of X. Depending on the values of P, and P, ..., Py, one

of the constraints in (4.7) and (4.11) may become redundant. In particular:

i) If Zfil P; < Pry, the per-antenna power constraint (4.11) becomes dominant

and (4.7) can be ignored.

ii) If P, > Pry for all i € {1,..., N}, then (4.11) is obviously redundant and the

total power constraint (4.7) is sufficient.

iii) If neither of the above two cases holds, both (4.7) and (4.11) can be active, and

thus they should be taken into account.

Similar to the case of dominant total average power constraint, we let the code-
words S; and S5 be i.i.d. standard Gaussian random variables. Then, in order to

satisfy the constraint in (4.11), the entires of W should be chosen such that

wi, +ws; < P, i=1,...,N, (4.12)

14Tn fact, all the transmission schemes considered in this thesis fall into the category of digital (or
baseband) beamforming.

15Such a constraint is relaxed in the so-called hybrid beamforming scheme where the number of
RF chains can be smaller than the number of antennas.
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where wy; and wo; are the ith entries of w; and wsy, respectively. Since S; and Sy
are Gaussian, the secrecy rate pair expressions in (4.10) remain valid for any W that
satisfies (4.12).

4.2.3.3 Per-Antenna Amplitude Constraint

By now, we already know that amplitude constraints typically arise in the design of

IM systems. In such a case, the input signal must satisfy the amplitude constraint

X <A, i=1,...,N. (4.13)

This constraint obviously renders the Gaussian distribution infeasible for the channel
input. Nevertheless, (4.13) can be fulfilled by choosing the codewords S; and Sy

according to the uniform distribution over the interval [—1, 1], i.e.,

Sy ~U[-1,1), Sy ~U[-1,1], (4.14a)

and choosing the entries of the precoder W such that they satisfy the constraint

Unlike the Gaussian input distribution in (4.8a), the uniform distribution in (4.14a),
along with Gaussian noise, do not immediately lead to closed-form expressions for
I(S1; Y1) — I(S1;Y2|S2) in (4.6a), or the similar terms in (4.6b). Nevertheless, we
can lower-bound these terms to obtain closed-form expressions for the secrecy rate

pair (R, Rs), as follows.
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First, we rewrite I(S1; Y1) — I1(S1; Y2|52) as
h(Y1) — h(Y1]S1) — h(Y2[S2) + h(Y2[S1, S2). (4.15)

Using the entropy power inequality [35, Theorem 17.7.3|, the differential entropy
h(Y;) can be lower-bounded as

h(Y:) = h(h{w;S; + hiwaSs + Np)

> —log, <22]h(h?“’151) 4 92h(hfwsS) | 221h(N1)>

N = N —

log, (4(hfw1)? + 4(hjws)* + 2mec?) . (4.16)

On the other hand, the conditional differential entropy h(Y;]S;) can be upper bounded
by the differential entropy of a Gaussian random variable having equal variance, that

is

< %log2 (2me (3(hiwa)* + 0%)) . (4.17)
Similarly, we have
h(Y5|9s) < %mg2 (2me (3(hywy)* + 0%)) . (4.18)
We also have
h(YaS1, S5) = h(Ny) = %logQ (2me?). (4.19)
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Substituting (4.16)-(4.19) back into (4.15) yields the secrecy rate expression

+

1 4(hTwi)? + 4(hTwy)? + 2meo?) o

Ry = | = log, (<11 Tl) . ( L 2)1 . 2) - (4.20a)
2 2me (3(hTwy)? + 02) (5(hiwy)? + 0?)

Similarly, we have

1 4(hTwy)? + 4(hTw,)? + 27ec?) o2 i

Ry = |=log, (<12 T2) - ( 2 1)1 - 2) - (4.20b)
2 2me (3(h3w1)? + 02) (3(hfws)? + 0?)

4.3 Precoder Design with Perfect Channel
Information

In this section, we focus on the design of the precoder W under the assumption of
perfect channel information. We begin with the case of total and per-antenna average
power constraints. Then, we show in Section 4.3.5 that the problem formulation and

solution method can be easily modified to handle per-antenna amplitude constraints.

4.3.1 Problem Formulation

By designing W we mean finding the set of precoding matrices that achieve the
boundary of the secrecy rate region characterized by (R;, R2). Assuming total and

per-antenna average power constraints, the design problem can be expressed by the
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two-objective optimization problem

max‘}vmize (R1, R2) (4.21a)
st. |[WIE < Pro, (4.21b)
wi+wy, <P, i=1,...,N, (4.21c)

where partial ordering and maximization of the pair (R;, R2) are w.r.t. the nonnega-
tive orthant R% [80, Section 4.7.5]. In the context of multi-objective optimization, a
feasible matrix W that achieves a secrecy rate pair on the boundary of the set of all
achievable rate pairs is referred to as Pareto optimal, and the corresponding secrecy
rate pair (Ry, Ry) is a Pareto optimal pair. Thus, solving (4.21) means finding Pareto
optimal matrices W.

The standard approach towards solving (4.21) is to scalarize the objective via a
weighted sum [80, Section 4.7.5|, that is to replace (Ry, Ry) with p1 Ry 4+ pa Ry, where
the weights p; > 0 and ps > 0 are free parameters. Different Pareto optimal points
can be obtained by adjusting the relative weight p;/ps to different values between 0
and oo. This can be carried out by choosing!® p; = p and py = 1 — p, where p is a
free parameter taking values in the interval [0,1]. Thus, for any p € [0, 1], we have

the weighted secrecy sum rate maximization problem

max‘;vmize Rysum(p) (4.22a)
st. |[WIE < Pro, (4.22b)
wh+wy; <P, i=1,...,N, (4.22¢)

16 Although constraining p; and po to sum to 1 looks arbitrary here, we will need this restriction
in the proof of Proposition 4.2, particularly to ensure that the optimization problem in (C.6) is
convex.
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where

Rysum(p) £ pR1 + (1 — p)Ry (4.22d)

is the weighted secrecy sum rate. It is clear that solving (4.22) with p = 1 corresponds
to finding the maximum achievable secrecy rate for User 1 when User 2 is treated as
an eavesdropper, while p = 0 yields the maximum achievable secrecy rate for User 2.

Ideally we would like to solve (4.22) with the objective Rygum calculated using the
rate expressions in (4.10). Using these expressions, however, would make (4.22) very
difficult to solve, except for the special cases p = 0 and p = 1. In order to make the
problem tractable, we will simplify the objective of (4.22) by replacing Rysum with

the lower bound ﬁwsum, given by

~

Rwsum(p) = /)R1 + (1 — p)RQ, (423)

where, for hTw; # 0 and hfw, # 0, Ry and R,, respectively, are given by

2y = log, }thlwl‘ ? _ (4.24a)
((hiwg)? +0?)2((hywy)? + 0?)2

A h!

Ry = log, } 2W2’ i (4.24b)

(hywq)? + 02)% ((hfwsy)? + 02)% '

From (4.10) and (4.24), it is clear that'”" Ry < Ry and R, < Ry. Thus, for any
p € [0, 1], we have the inequality Rysum < Rusum. Substituting from (4.24) into (4.23),

we obtain
17
. }h?wl‘p‘hgwﬂ Yo

Rwsum =lo 1 1
) = o8 e 2 & o) 5 (w2 4 09)]

(4.25)

Note that fiwsum is a tight lower bound for Rysum in (4.22d) when the SNR at both

1"The inequality Ry < Ry results from dropping the term 1 in the logarithm in (4.9a) and dropping
the operator []* from the rate expression in (4.10a). In a similar way, it can be shown that Rs < Ra.
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receivers is sufficiently high. However, unlike Ry, whose nonnegativity is ensured
by the [-|T operators in (4.10), Rysum can be negative since R, and /or Ry can be
negative when the corresponding SNR is sufficiently low. Nonetheless, maximizing
f%wsum is still beneficial even when its optimal value ends up to be negative because
the maximization problem is only used for the design of W. The achievable secrecy
rate pair, however, is obtained by substituting W into (4.10), i.e., the achievable rate

pair is guaranteed to be nonnegative. Now, we formulate our design problem as'®

(hiwy)?(hywy)'~”

maximize In ; ; (4.26a)
w ((hyw1)? +02)2((h{ w2)? + 0?)2

st. [[W]E < Pro, (4.26Db)

w? +way <P, i=1,...,N. (4.26¢)

Note that the formulation in (4.26) implicitly adds the two constraints hiw; >0
and h2TW2 > 0. These additional constraints cause no loss in performance because
an optimal w; that results in negative h]w; can always be replaced with —w; with-
out reducing the optimal value or violating the constraints on W. In a similar way,
the implicit constraint hiw, > 0 can be justified. Note also that, unlike the ex-
pressions in (4.24), the formulation in (4.26) does not exclude the cases hjw; = 0
and hiwy = 0 as the objective function remains well defined even when optimal W
leads to hiw; = 0 or h]j wy = 0. For example, the solution w; = 0 (which results in
h{w; = 0) would be optimal only when'® p = 0, resulting in (hiw;)? =0"= 1.

In the next subsection, we shall explain in detail our approach to solve (4.26).

18Using the natural logarithm in the objective of (4.26) (instead of the logarithm to base 2) will
slightly simplify the notation when differentiation becomes involved.

19This is true because we assume that h; and hy are linearly independent. On the other hand,
if h; and hy are collinear and ||h;|2 < ||hza|l2, then w; = 0 would be optimal for all p € [0,1],
i.e., User 1 cannot achieve positive secrecy rates and should always be treated as an eavesdropper
because its channel h; is degraded.
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4.3.2 The Outer Problem

Using the auxiliary variables 4; > 0 and d5 > 0, the problem in (4.26) can be expressed

as

(hiwy)?(hywy)' "

maximize In : : (4.27a)
Wik (574 0M3 (03 + o)}
S.t. |h2TW1‘ S 517 |h'1TW2| S 52, (427b)
W% < Pro, (4.27¢)
w? 4wy < P, i=1,...,N. (4.27d)
Let f(d1,0d2) denote the optimal value of the perturbed problem
max‘;vmize pln(hfw;) + (1 — p)In(h; ws) (4.28a)
s.t. ]hQTvvl\ S (51, ’hrlI‘WQ‘ S (52, (428b)
W& < Pro, (4.28¢)
wi, +wsy; < P, i=1,...,N. (4.28d)
Then, the problem in (4.27) can be written as
maximize ©(01,92), (4.29a)
where
1
©0(01,05) 2 f(61,682) — 3 In ((67 4 0°)(65 + 0?)). (4.29b)

Now, we can see that solving the design problem in (4.26) entails solving (4.28)

and (4.29) iteratively. For obvious reasons, we shall refer to (4.29) as the outer
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problem, and to (4.28) as the inner problem.

The inner problem is clearly convex, and thus can be efficiently solved using
standard convex optimization packages. On the other hand, the outer problem is
nonconvex because the objective function ¢(d1,ds) is not concave, in general. Nev-
ertheless, the following two propositions reveal that ¢(d;,d2) has a special structure
that makes the outer problem solvable, i.e., its global maximum can be efficiently
obtained, when a certain condition is satisfied. Even when such a condition is not

satisfied, these propositions still give us guidelines for approaching the outer problem.

Proposition 4.1. The objective function of the outer problem (4.29) is concave when

restricted inside the region {(1,d2) : 0 <6 < 0,0 <y < 0}.

Proof: The proof is fairly straightforward. The first term in (4.29b), i.e., f(d1,d2),
is concave for all d1,d2 > 0 because the perturbed problem in (4.28) is convex |80,
Section 5.6.1]. On the other hand, the second term —%ln((éf +0?)(62 + 0?)) is
concave only when 0 < 6; < 0 and 0 < d; < o (this can be easily verified after writing

down the Hessian matrix). Thus, ¢(d1,02) is concave when 41,y < 0. ]

Proposition 4.2. The objective function of the outer problem (4.29) is quasiconcave

when restricted to any line (in the nonnegative orthant R3 ) passing through the origin.

The proof, which is provided in Appendix C.1, is based on the observation that
the first term in (4.29b) is nondecreasing (w.r.t. R?%), while the second term is
monotonically decreasing?. Note that the condition in Proposition 4.2 is weaker
than stating that ¢(d1, d2) is quasiconcave, as the latter condition would require ¢ to
be quasiconcave when restricted to any line in R?.

Combining Propositions 4.1 and 4.2 immediately yields the following conclusion:

20See [80, Section 3.6.1] for the notion of monotonicity w.r.t. a generalized inequality on the
nonnegative orthant.

122



Chapter 4. Linear Precoding for the Two-User MISO BC-CM

Corollary 4.1. For the outer problem (4.29), any local maximum inside the region

{(61,02) : 0 <61 < 0,0 <6y <0} is a global mazimum.

Corollary 4.1 suggests that we start searching for the solution of (4.29) inside
the region 47,09 < 0. If the search algorithm terminates at 8* = (07, d5) such that
1,05 < o, then 6" is guaranteed to be the (globally) optimal solution of (4.29). On
the other hand, if 67 > o or 65 > o, then we will accept §* as a (possibly) suboptimal
solution. It is worth to mention that the numerical results show that ¢(d1,d2) is a
unimodal function with only one maximum, for all d;, 5 > 0, and no other stationary
points. However, it is difficult, in general, to rigorously prove that a multivariable
function is unimodal, beyond concavity or quasiconcavity. Therefore, we can only
conjecture that ¢(d1,d2) is unimodal (for all 41,02 > 0), and consequently any local
maximum is global.

Now, we have to choose a reasonable search algorithm to solve (4.29). Since the
objective function ¢(d1,d,) is differentiable almost everywhere?!, a natural choice
for the search algorithm is the subgradient method in which the subgradient vectors
are used as the search directions [90, 91|. Let the vector Vg, f(d1,02) € RZ be a
subgradient?? of f at (d1,d,), where the two entries of Vg, f are both nonnegative
since f is nondecreasing w.r.t. 0; and d5. Then, the corresponding subgradient of ¢

is given by
5 & 1"

Vsubgp(ala (52) = vsubf((sh 52) - 52 i o2 6% + o2
1

(4.30)

Before we proceed to the details of the search algorithm, we need to find Vg, f
in order to calculate the search direction Vg, at any (d1,02). This will be our goal

in the next subsection.

21This is because f(d1,d2) is not necessarily differentiable (everywhere). Nevertheless, since
f(01,082) is concave, it is differentiable almost everywhere.

22The term “supergradient” is probably more appropriate here because f(d1,d2) is a concave
function.
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4.3.3 The Dual of the Inner Problem

The inner problem (4.28) is a convex problem whose constraints satisfy Slater’s con-
dition, and thus strong duality holds [80, Section 5.2.3]. As a consequence, the
optimal value of the inner problem, i.e., f(d,02), is identical to the optimal value of
its (Lagrange) dual. Furthermore, the optimal Lagrange multipliers associated with
the two constraints in (4.28b) provide a subgradient vector?® for f at (d1,d,) [92,
Section 8.5.6]. Therefore, our next task is to derive the dual problem for (4.28).

We begin with reformulating (4.28) as

maximize plnz; + (1 —p)lnz (4.31a)
W, z1,...,24
S.t. |23| S (51, |Z4| S 52, (431b)
[will3 + [wall5 < Prot, (4.31c)
w? +wy; < P, i=1,...,N, (4.31d)
hiw, =z, hywy = 2, (4.31e)
h2TW1 = Z3, hrlI‘Wg = 24, (431f)
where we have introduced four new variables, 21, ..., z4, and four associated equality

constraints (4.31e)-(4.31f). The Lagrangian associated with the reformulated problem

in (4.31) is

LW, z1, ...y 24, A1, Aoy oy Vs oy Vy)

= pln21 + (1 - p) anZ - )\1 (’23’ - (51) - )\2 (‘24‘ — 52)
N
-7 (||W1H§ + [[wall3 — PTot) - Zm(wi + wy; — P)
=1

— Vl(thwl — Zl) — l/g(h;FWQ — ZQ) - Vg(hgwl - Zg) — V4(hr1[‘W2 - Z4>, (432)

ZNote that f has more than one subgradient at the points (d1,d2) where f is non-differentiable.
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where A\; > 0 and A\ > 0 are the Lagrange multipliers associated with the perturbed
constraints in (4.31b), v > 0 is the Lagrange multiplier associated with the total
power constraint (4.31c), p = [uy ... un]T, with entries y; > 0,4 = 1,..., N, is the
Lagrange multiplier vector associated with the per-antenna power constraint (4.31d),
and vy, ..., are the Lagrange multipliers associated with the equality constraints
in (4.31e)-(4.31f). Upon rearranging the terms in the Lagrangian (4.32), the dual
function ¢ is obtained by maximization over the primary variables W, zy, ..., 24,

that is

N
g()\17)\2777/1’7yla I 7V4) = )\161 + )\252 +7PTot + ZM%P'L

i=1

N
+ E max (— (v1hy; + vsho) wi; — (v + pi)wy;)
=1 "

N
+ Z max (— (2hagi + vahy) we; — (v + Mi)wgi)
-

+ max (1121 + pln z1) + max (920 + (1 — p) In 29)
Z1 z2

+ max (1/323 — )\1|23|) + max (V4Z4 — )\2|Z4|) s (433)
z3 z4

where hq; and ho; are the ith entries of h; and hs, respectively. Now, we have to

solve all the maximization terms in (4.33) analytically. In fact, we have

ma,X (_ (l/lhli + V3h21') w1 — ('7 + ,Ui)w%i)

w14

I + vshy)® .
- <V1427—:_V;)2) 9 Y + Hi > 07 1= 17 cee 7N7 (434&)

max (v121 + plnzy) = —pln_—y1 —p, 11 <0, (4.34Db)
z1 p
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O |V3| S /\1
max (v323 — Ailz3]) = , (4.34c)

oo otherwise

where (4.34a) is a simple unconstrained quadratic concave maximization problem,
(4.34b) follows from the conjugate of the negative logarithm function (see [80, Ex-
ample 3.21|), and (4.34c) follows from the conjugate of the absolute value function
(see [80, Example 3.26]). Note that the condition v + u; > 0 in (4.34a) is always
satisfied because, for each antenna, at least one of the constraints (i.e., the total
power constraint or the per-antenna power constraint) must be active. Thus, v + p;
is strictly positive for all ¢ = 1,..., N. Using the expressions in (4.34), the dual

problem can be formulated as?*

1 A1 + 02X + Proyy + Zij\il(Pi,ui + 71 + To;)

minimize _ _ -1 (4.35a)
M —pln =2 (1= p)In —2
p 1—p
st v, e <0, ug| < Ay || < Ay (4.35b)
7207 /%207 7+ﬂl>07 22177N7 (4350)
T1d vih i+ U h i
! Sl | S S T (4.35d)

vihi + vshey  4(7y + 1)

Toi voha; + vahy;

=0, i=1,...,N, (4.35¢)

Vohoi + vahy;  4(y + 1)

where we have used Schur complement, in conjunction with the auxiliary variables 7y;
and 7o, i = 1,..., N, to formulate the linear matrix inequality constraints in (4.35d)

and (4.35e). Two special cases of the dual problem (4.35) are worth mentioning.

24We maintain the fixed term —1 in the objective function in (4.35a) to have its optimal value
equal to the optimal value of the inner problem (4.28), i.e., equal to f(d1,d2).
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First, at the corner point p = 0, the Lagrange multipliers A, v1, and v3 are set to

zero, and the dual problem (4.35) simplifies to

N
minimize (52)\2 + Proty + Z(Pmi + 7o) — ln(—z@)) —1 (4.36a)
)\2777“» i—1
T2,U2,V4 1=
s.t. 1n < O, |l/4| < )\2, (436b)
720a MzZOa 7+/~L2>07 Z:1a7N7 (4360)
Toi voha; + vahy;

Il
=

(4.36d)
voho; + vahy;  A(y + 1)

where we have used the convention that Olng = 0 while simplifying the objective.

A similar simplification can be obtained for the other corner point, i.e., at p = 1.
Second, for the case in which there is only a total power constraint, i.e., when

the per-antenna constraint in (4.31d) does not exist or is not active, the Lagrange

multiplier vector p is set to 0, and (4.35) simplifies to

51/\1 + 52>\2 + PTot’Y + 71+ T

minimize _ _ -1 (4.37a)
A1, A2,7,71, ol e 1— o)1 Vo
T pln— ( P)Hl_p
s.t. v, <0, ‘V3| < )\1, |V4’ < )\2, (437b)
v >0, (4.37¢)
T vihy + vshy)?t
' (1hy + 5ho) =0, (4.37d)
Vlhl + I/3h2 4")/]:]\7
T2 (vohy + v4hy)T
= 0. (4.37¢)
I/th + I/4h1 4’71]\]
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The dual problem (4.35) is, of course, convex and thus can be efficiently solved
to obtain f(dy,02), as well as Vg, f(91,02). Let {A], X5, v*, w*, 77, 75, v, ..., Vi } be
the optimal solution of (4.35) for given §; and dy. Then, f(d1,02) is equal to the
optimal value of the objective, and the vector [\t \5]T is a subgradient of f at (4, ds).
Consequently, the subgradient vector in (4.30) can be written as

5 1"

_5§+02

01
62 + o2

*
2

Vsubap(él, (52) = /\’{ — (438)

Having obtained Vg, (d1,d2), we are now ready to use the subgradient method

to solve (4.29).

4.3.4 The Search Algorithm

In this subsection, we turn our focus to the search algorithm used to find a solution
for the outer problem (4.29), i.e., to find 6* = [0} d3]" that maximizes ¢(dy,d2).

A typical subgradient method uses the iteration [91]

(S(k—H) = (s(k) + Oé(k) Vsubﬂp(&(k)L k= 17 27 tr <439>

where 8 is the start point at the kth iteration (with 61 being the initial point),
a® > 0 is the kth step size, and 6+ is the end point after k iterations. The

2is equal to 1,

numerical results in Section 4.5 reveal that, when the noise variance o
the values of §7 and &5 can be on the order of 10™* up to 10*. This several orders of
magnitude difference suggests that the search is better carried out on a logarithmic
scale, rather than the ordinary linear scale, in order to improve the accuracy and

maintain numerical stability (so convergence is achieved within a reasonable number

of iterations).
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Let 845 be defined as d45 = [201og,4(61) 201og;o(d2)]T. Then, the subgradient
Vs on the logarithmic scale, i.e., when differentiation is w.r.t. 20log;,(d;) and

201og,((d2), is given by

01
(D ——
In 10 1( L 5%+a2)

20 5
P} ——
2(2 6%+02)

Now, we proceed with the search algorithm as follows. First, we choose an initial

Ve (dap) = (4.40)

point 551%, such that (5%1) < o and 5&1) < ¢. This point is iteratively updated by

k
5511;33-"-1) _ 6((173 + Olgg vsub(tp((sfﬂ'j?)
Ve (88 2

=1,2,..., (4.41)
where ofiX is a fixed step size in dB. That is, for each iteration, we take a step o/}l
in the direction of the subgradient. This iteration shall continue until we overshoot
the peak, i.e., when ¢(d) starts to decrease. Once the peak is encountered, we reduce

the step size and use the iteration

Fix v/ §UE+H)
6(K+l+1) _ 5((j[}§+l) OédB Sub(p( dB ) 1 L. 7L7 (442)

dB K+l ’
L Ve (855 )

where K is the number of iterations using (4.41), i.e., with a fixed step size, and L
is the maximum number of iterations with a decreasing step size. Unlike K, L is
determined in advance according to the required accuracy of the solution. Therefore,
the search will terminate after K + L total iterations, and the solution §j; is obtained
with accuracy afx/L dB. For convenience, the algorithm is summarized in Table 4.1.

Upon solving the outer problem (4.29), we solve the inner problem (4.28) using 6~

to obtain the optimum precoding matrix W*. Then, the secrecy rate pair (Ry, Ry)
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Table 4.1: Subgradient-based search algorithm to solve the maximization problem
in (4.29).

Algorithm 4.1 Subgradient-based method to solve (4.29)

1: Set the initial (fixed) step size afi¥ and the maximum number of iterations with
decreasing step size L

2: Set the binary switch REDUCE = false

3: Set the indexes k =0 and [ =1

4: Choose an initial point (5(%3) such that (5%1) <o, (551) <0
5. while | < L do

6: Solve (4.35) to obtain f(éggl)), AHD s (kD)
7 Calculate gp(éggl)) using (4.29b)

8: Calculate Vsubgo(d((grl)) using (4.40)

o if (0 ") < (8 "), then

10: REDUCE = true

11: end if

12: if REDUCE = false, then

13: Update 5&%“) using (4.41)

14: k:=Fk+1

15: else

16: Update 53’“3“) using (4.42)

17: l:=1+1

18: end if
19: end while
20: return 0 = argmax {(’0(5(%3))7 o 790(5511;:3+L+1)>}
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is calculated by substituting W* into (4.10). We repeat the entire procedure with
different values of p € [0, 1] to obtain different points (R, Ry) on the boundary of

the secrecy rate region.

4.3.5 Per-Antenna Amplitude Constraint

In this subsection, we design the precoding matrix W subject to the per-antenna
amplitude constraint (4.14b). Fortunately, the problem formulation and solution
techniques developed in the previous subsections are immediately applicable. In fact,
we just need to modify the weighted secrecy sum rate expression (4.25) and the inner
problem (4.28), and consequently its dual (4.35), to take the amplitude constraint
into account.

Similar to (4.25), we need a weighted secrecy sum rate expression that is amenable
to optimization. From (4.20), the rate expressions R; and Rs, respectively, can be

lower-bounded by

~ 3v2 |hiw
By = log, V2| L 1o . (4.43a)
Ve ((hfwsy)? + 302)2 ((hiw;)? + 302)2
R 3v2 |hiw
Ry = log, V2| 2 2|0 . (4.43b)
Ve ((hiwp)? +302)2 ((hfwy)? + 302)2
Then, for any p € [0, 1], we have the weighted secrecy sum rate
- 3v2 [hTw, |” [hfwy| ™"
Rwsum(p) — 108;2 \/_| ! Wl‘ ‘ 2 W2| ? (444)

Vre((h3wi)? + 30%)7 ((hfwz)? + 302)2
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Similar to (4.28), we formulate the inner problem as

maxévmize pln(hiw;) + (1 — p)In(h; wy) (4.45a)
s.t. |h;FW1| < (51, ‘h?W2| < 52, (445b)

Then, following the same procedure as in Section 4.3.3, it can be shown that the dual

problem for (4.45) is

01 AL+ dahg + Z?;(Aiﬂi)

minimize - 1y -1 (4.46a)
Ul yenny |20 _,Oln__<1—p)1n
p 1—p
s.t. v, < O, ‘l/3| < )\1, |V4’ < >\2, (446b)
|V1h1i+y3h2i‘ S/“Lw L= 177N7 (446C)
|vohoi + vahy| < i, i=1,...,N, (4.46d)

where the Lagrange multipliers A\j, Ao, 14, ...,y are defined as in (4.35), and p =

(1 ... pun]T is the Lagrange multiplier vector associated with the amplitude con-

straint (4.45c).
4.4 Robust Precoder Design with Imperfect

Channel Information

Our solutions in Section 4.3 were based on the assumption that the channel gain
vectors h; and hy are precisely known to the transmitter. In this section, we capitalize

on our approach and tackle the more general design problem in which the transmitter
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has only uncertain estimates of h; and hy. We will see that the problem formulation
is very similar to its non-robust counterpart, and thus the solution approach will also
be similar. Therefore, our pace in this section will be relatively fast, and much of
the details and derivations encountered in the previous section will be omitted for

brevity.

4.4.1 Channel Uncertainty Model

We adopt the spherical uncertainty model (or norm-bounded error model) in which

the actual channel gain vectors, h; and hs, respectively, are modelled by

h1 € H1, le {fll +eq: H61H2 < 61}, (4473)

hg € HQ, HQZ {flg + ey : ||82||2 S 62} s (447b)

where H; and H, are N-dimensional spherical sets, f11 € RV and f12 € RV are the
channel vector estimates available to the transmitter, e; € RY and e, € RV are un-
known (but norm-bounded) error vectors, and €; and e; are known constants that
quantify the amount of uncertainty for each channel. This error model is well ac-
cepted for representing channel uncertainty caused by quantization errors and finite-
rate feedback from each receiver to the transmitter [57, Lemma 1.

Given the uncertain channel information in (4.47), our goal in this section is
to design the precoding matrix W in order to optimize the performance in terms
of the worst-case secrecy rate pair (R}, RY°). That is to solve the two-objective
optimization problem

maxévmize (RY, RY) (4.48)
subject to power or amplitude constraints, where, for fixed W, the worst-case secrecy
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rates R} and Ry are determined by

R = pin Ry, (4.49a)
hoeHo

R} = min R,. (4.49Db)
hieH,
hoeHo

Similar to our approach in the previous section, we shall tackle (4.48) by solving a
weighted worst-case secrecy sum rate maximization problem, as we see in the following

two subsections.

4.4.2 Total and Per-Antenna Average Power Constraints

In this subsection, we solve the weighted worst-case secrecy sum rate maximization
problem subject to total and per-antenna power constraints. First, we need to sim-
plify the worst-case secrecy rate expressions in order to obtain a weighted sum rate

that is amenable to optimization. Substituting from (4.10a) into (4.49a), we obtain

min (hiw;)?

we _ 1 o (14 (hiw;)? 4 : 02 +
= | = log, min —— —logy min | ——F——
1 2 82 hieH, (h;FWQ)Q + o? 2 &2 hoetHo (h2TW1)2 + o2
1
2

h1eH, 1 o?
> —1 1 —1 4.50
SRl max (hfws)2 + o2 * 2 %82 | Tnax (hiw;)? + 02 (4.50)
hi ey haeH2
min {hrlfwl‘ o
> log, hT L T (4.50b)
s (0Fw2)? + %) i (BFwy )2+ 02)!

where the first inequality follows from dropping the []* operator and applying the

inequality '
_ fi(x) D fi(z)
min

z fox) = max fa(z)’
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which holds for arbitrary functions f; and fs, and the second inequality follows from
dropping the term 1. We shall use (4.50b) to formulate the weighted secrecy sum rate
for the optimization problem, while we use the better bound in (4.50a) to calculate

the worst-case secrecy rate R} after obtaining W. Similarly, we have

min (hj w)? 2
1 hao€Ho 2 1 o
RY¢ > =1 1 -1 4.51
R max (hlw)? + o2 PR max (hiwy)? + o2 (4:51a)
hoeH, hieH,
hmin |h;FW2‘ o
> log, . < T (4.51D)
Dax ((hywy)? +0%)7 max ((hyw)? +02):

Next, we combine the rate expressions in (4.50b) and (4.51b) using the weights p and

1 — p, for any p € [0, 1], to formulate the robust design problem

: hT p : hT 1-p
hﬁnelﬁl( 1W1) hgg;{g( 2 Wa)

max&vmize In T 7 o] T o] (4.52a)
masx (hfw1)?2 +0%)7 max ((hfws)? +0%)%

st. [[W]E < Pro, (4.52b)

wi +wy <P, i=1,...,N. (4.52¢)
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Problem (4.52), in turn, can be expressed as

P Zlfp
maximize In L2 - (4.53a)
W z1,22,01,02 (02 + 02)2(62 + 02)2
st. hiw, > 2 Vh, € Hy, (4.53b)
hywy >z, Vhy € Ho, (4.53c)
lhywi| <8, Vhy € Hs, (4.53d)
Ihlwy| <8y Vh; € Hy, (4.53e)
W& < Prot, (4.53f)
wi +wy; <P, i=1,...,N. (4.53g)

Utilizing the expressions of the uncertainty sets H; and Hs in (4.47), the inequalities
in (4.53b), (4.53c), (4.53d), and (4.53e), respectively, can be replaced by

hiw, — er|[wilz > 2, (4.54a)
h)wa — eaf|Wollz > 2, (4.54b)
Ihwi| + exfwilz < 61, (4.54c¢)
IhTws| + €[ wall < d. (4.54d)

Similar to (4.28), let f(d1,02) denote the optimal value of the perturbed problem

maximize plnz; + (1 —p)ln 2 (4.55a)
»21522
s.t. (4.54a), (4.54b), (4.54c), (4.54d), (4.531), (4.53g). (4.55b)
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Then, the robust design problem (4.53) can be expressed as

maximize f(d1,0dz) — %ln ((67 4+ 0*)(85 + %)) . (4.56)

61,0220

Again, we shall refer to (4.56) as the outer problem, and to (4.55) as the inner prob-
lem. It is clear that the inner problem (4.55) is convex, and the outer problem (4.56)
is essentially identical to (4.29). Thus, it can be shown that Propositions 4.1 and 4.2
hold for the objective of (4.56) as well. Consequently, (4.56) can be solved iteratively
using Algorithm 4.1. In each iteration, the subgradient vector Vg, f(d1,02) is ob-
tained by solving the dual of the inner problem (4.55). Such a dual problem can be

formulated as

01 A1 + d2Ag + Proyy + Zfil(l%ui + T + To;)

minimize -1 (4.57a)
AR, —pln X — (1 p)in 22

1:M2,V1,V2 p 1 — p
s.t. X1, X2 > 07 |V1| S >\17 |V2| S )\27 (457b)
||X1f11 -—n - V1f12||2 < Ai€2 + xa€1, (4.57c)
||X2f12 — 1M — V2ﬁ1|’2 < Ag€1 + Xa6o, (4.57d)
vy>0, >0, v+ u >0, 1=1,...,N, (4.57e)

T4 i

' ' >0, i=1,...,N, (4.57f)

ni A0y + i)

T2i T)2i

=0,  i=1,...,N, (4.57g)
n2i A7y + i)

where \; and Ay are the Lagrange multipliers associated with the constraints (4.54c)

and (4.54d), respectively. Derivation of the dual problem (4.57) is provided in Ap-
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pendix C.2.

4.4.3 Per-Antenna Amplitude Constraint

With amplitude constraints, we use the definitions in (4.49) to obtain the worst-

case counterparts of the secrecy rate expressions in (4.20). Furthermore, the inner

problem (4.55) is modified to

maximize plnz; + (1 —p)lnz,
W, 21,22

s.t. (4.54a), (4.54b), (4.54c), (4.54d),

lwig| + |[wa| < A;; i=1,...,N,

and it can be shown that its dual is given by

i+ G2 h0 + 0.0, (Aigss)
)\m/\inimize Y1 X2 —1
s\ —pln e (1= p)n = ;

s.t. X17X2>Oa |V1|§)\17 |V2| §>\27
Ixihy — 7, — vihyla < Mex + i,

HXzflz — My — V2f11H2 < Ao€q + Xa€a,

il < iy |m2il < piy, i=1,...,N.

(4.58a)

(4.58b)

(4.58c¢)

(4.59a)

(4.59b)
(4.59¢)
(4.59d)

(4.59¢)

Then, we proceed with the same steps from the previous subsection and use Algo-

rithm 4.1 to obtain the precoder W.
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4.5 Numerical Examples

In this section, we provide numerical examples to demonstrate the performance of the
proposed linear precoder, in terms of the achievable secrecy rate regions, subject to
power or amplitude constraints. We also show the performance of the robust precoder
under different channel uncertainty levels along with different constraints.

For simulation purposes, the elements of the channel gain vectors h; and hy (or h,
and h, for the robust case) are generated randomly (i.i.d. random variables) according
to the standard normal distribution A (0,1). To obtain the achievable secrecy rate
region, we generate 21 points, i.e., secrecy rate pairs (R;, R2), on the boundary of
the region by solving the weighted secrecy sum rate maximization problem using
p=20,0.05,0.10,...,1.00. The final results that we plot are obtained by averaging
over 1000 realizations of the channel gain vectors. In all cases, the noise variance o
is equal to 1 at both receivers.

We begin with the case of perfect channel information and total power constraint.
This case is particularly important as it is the only case for which the secrecy capacity
region is precisely known, and the boundary points can be calculated using a closed-
form expression. This capacity region sets a benchmark that enables us to quantify
the loss incurred by using a suboptimal linear precoding scheme, and also to validate
the algorithm we use to obtain the linear precoder.

In Figure 4.1, we plot the secrecy capacity region obtained with the optimal
S-DPC scheme [48, Theorem 1|, along with the secrecy rate region of the linear
precoder proposed in Section 4.3, subject to a total power constraint specified by
Pag = 10log,, Pro;. We also include two other conventional linear precoding schemes,
namely, the generalized eigenvalue (GEV) and the zero-forcing (ZF) schemes, for

comparison purposes.
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Figure 4.1: The secrecy capacity region obtained with optimal S-DPC along with the
secrecy rate regions of the GEV precoder, the precoder obtained with Algorithm 4.1,
and the ZF precoder, subject to the total power constraint Pyp = 10log;, Prot. The

number of antennas N € {2,4}.

The proposed linear precoder is obtained using Algorithm 4.1 along with the dual
problem (4.37). The dual problem is solved using the CVX toolbox [85] in conjunction
with the MOSEK solver [86]. For Algorithm 4.1, we use 8" = (10~1,1071) or, equiv-
alently, 5&3 = (=20 dB, —20 dB), as the initial point, and start searching with a fixed
step ol =1 dB. The maximum number of iterations after encountering a peak is
L =10, i.e., the final solution &}y is obtained with accuracy oj5/L = 0.1 dB. For the

GEV precoder, the beamformers w; ggy and wy ggy are obtained as follows. Let v,

be the generalized eigenvector of the matrix pair (6T + Prothihi, 0% Iy + Prothohl)
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corresponding to its largest generalized eigenvalue. Then,

V1
W1 GEV = V pProt———

HUle'
Similarly, we have
v
wocev = V(1 — p>PTot—27
|v2l[2

where v, is the generalized eigenvector of the matrix pair (0?Iy + Prychohl, 02Ty +
Pr,shihl) corresponding to its largest generalized eigenvalue. The ZF precoder is
obtained by solving the inner problem (4.28), without the per-antenna power con-
straint (4.28d), using §; = d; = 0. For all three linear precoders, the achievable rate
pairs (R, Ry) are obtained by substituting with the precoder W into (4.10).
Several interesting conclusions can be drawn from Figure 4.1. First, we note
that the GEV precoder yields slightly better performance than our precoder from
Section 4.3, especially at low power levels. This is due to the fact that we use the
simplified lower bound in (4.25) as the objective function of the weighted secrecy sum
rate maximization problem, rather than the more complex expression in (4.22d). This
suggests that the GEV is probably a good linear precoder when there is only a total
power constraint (and channel information is accurately known to the transmitter).
Note, however, that there is no counterpart of the GEV scheme for cases involving
per-antenna power or amplitude constraints. Particularly, unlike the cases in Sec-
tion 3.5.1.1, where we simply scaled the beamformer wggy to satisfy the [,-norm
constraint for all p = 1,2, 0o, scaling the precoder Wggy = [W1cEv Wacry] to sat-
isfy the per-antenna power or amplitude constraints would significantly deteriorate
the performance. Instead, w; grv and wy gry should be scaled by different factors,

however it is unclear how to choose these factors in an optimal way. We also note
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Figure 4.2: Achievable secrecy rate regions of the proposed and ZF precoders subject
to total power constraint (TPC), per-antenna power constraint (PAPC), and ampli-
tude constraint (AmC). Pry, = NP, = NA?i = 1,...,N, Py = 10log;, Prot, and
N = 4. The secrecy capacity region with optimal S-DPC is included for the case of
total power constraint.

from Figure 4.1 that the ZF precoder has the worst performance among all other
precoders at all power levels. Performance gaps, however, significantly decrease as
the number of antennas or transmit power increases.

In Figure 4.2, we show the achievable secrecy rate regions of the proposed lin-
ear precoder, subject to the total power constraint (4.8b), the per-antenna power
constraint (4.12), and the per-antenna amplitude constraint (4.14b). The secrecy
capacity region obtained with optimal S-DPC (for the case of total power constraint)
and the secrecy rate regions of the ZF precoder (for all constraints) are also included.

The power level indicated in the figure specifies the total power constraint in dB,

i.e., Pyp = 10log;y Prot. For comparison purposes, we choose the per-antenna power
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Figure 4.3: Worst-case secrecy rate regions with different channel uncertainty levels,
€1 and €y, subject to total power constraint (TPC), per-antenna power constraint
(PAPC), and amplitude constraint (AmC). Pryy = NP, = NA? i=1,...,N, Pjp =
10log,y Prot = 15 dB, and N = 4.
constraint as P; = Pry/N, and the amplitude constraint as A; = \/W , for
1 =1,...,N. Thus, the per-antenna power constraint also implies the total power
constraint, and the amplitude constraint implies the total and per-antenna power
constraints. The number of antennas NV is set to 4. As expected, the proposed linear
precoder outperforms the ZF precoder, under all constraints, however at the cost of
increased computational complexity.

Finally, in Figure 4.3, we plot the worst-case secrecy rate regions obtained with
the robust precoder considered in Section 4.4, subject to (4.8b), (4.12), and (4.14b),
separately. Similar to the previous example, we choose P, = Pr,/N and A; =

/ Prot/N, for all i = 1,..., N, where 10log,, Prot = 15 dB and N = 4. The case

€, = €5 = 0 designates perfect channel information, and is included for comparison
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purposes. As expected, we note from Figure 4.3 that increased uncertainty levels

have negative impact on the worst-case secrecy rate region.

4.6 Conclusions

In this chapter, we considered the design of linear precoders for the two-user MISO
BC-CM subject to total and per-antenna power constraints, and also subject to am-
plitude constraints. Per-antenna constraints are typically more difficult to handle, but
they are essential for modelling hardware limitations in practical systems employing
multiple transmit antennas. Although suboptimal, linear precoding is particularly
attractive because of low implementation complexity. On the other hand, the opti-
mal S-DPC scheme is difficult to implement, and can be only found via an exhaustive
search when per-antenna power constraints are taken into account. Furthermore, the
optimal scheme is unknown under amplitude constraints. Therefore, our proposed
linear precoding scheme provides a viable solution to an open problem that has not
been addressed in the published literature.

We formulated the linear precoder design problem as a weighted secrecy sum
rate maximization problem that is transformed into a more tractable problem having
only two optimization variables. We proposed a subgradient-based search algorithm
to obtain a solution, and provided a condition under which the obtained solution
is guaranteed to be optimal. Our approach is applicable to any combination of
the total power, per-antenna power, and per-antenna amplitude constraints. It is
also applicable to the robust design problem when channel uncertainty is taken into
account.

We used the total power constraint case, in which the secrecy capacity region is

precisely known, to validate our approach and compare the performance of the linear
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precoder with the optimal S-DPC scheme. Numerical results show negligible loss
when the SNR is sufficiently high. Compared to the idealistic case of total power
constraint and perfect channel information, the results show considerable reduction
in the achievable secrecy rate region when per-antenna constraints and channel un-

certainty are taken into account.
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Conclusions and Future Directions

5.1 Conclusions

Physical-layer security has the potential to complement existing encryption tech-
niques with an additional secrecy measure that is provably unbreakable regardless
of the computational power of the eavesdropper. It can also be a viable lightweight
secrecy solution under severe hardware or energy constraints. While physical-layer
security has been an active research area for more than a decade, it still has not
got much attention from practical system designers. Perhaps the main reason for
such a disregard is performance sensitivity to channel conditions. Particularly, the
performance of physical-layer security schemes can be severely degraded, and secrecy
outage may occur, if the design is based on inaccurate channel information.

In this thesis, we proposed the use of physical-layer security techniques to enhance
the secrecy of visible-light communication (VLC) systems. We had a twofold purpose
from such a proposal. First, the broadcast nature of the VLC channel makes an addi-
tional secrecy layer a sensible approach. Second, VLC links can be a reasonable plat-
form for the deployment of physical-layer security prototypes as realistic assumptions
regarding channel information can be made in typical VLC scenarios with dominant
LoS path. Furthermore, by adopting robust transmission schemes that take channel
uncertainty into account, performance sensitivity to channel estimation errors can be

significantly alleviated. Although in this thesis we mainly focused on VLC systems
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functioning in indoor environments, the techniques we developed are also applicable
to outdoor scenarios.

Existing physical-layer security schemes assume Gaussian input distribution and
total transmit power constraint, making them inapplicable to VLC channels wherein
amplitude constraints on the channel input are inherent due to linearity limitations
of typical LEDs.

Accordingly, in this thesis, we studied the design of physical-layer security schemes
for the Gaussian wiretap channel subject to amplitude constraints. Three major
contributions have been presented:

Firstly, with the lack of closed-form secrecy capacity expressions for the amplitude-
constrained Gaussian wiretap channel, we utilized the maximum-entropy uniform in-
put distribution, along with the entropy power inequality, to establish a closed-form
lower bound on the secrecy capacity. We also developed a method to derive an upper
bound on the secrecy capacity of degraded wiretap channels, and applied that method
to the scalar Gaussian wiretap channel. Then, we used the lower bound along with
beamforming to obtain a closed-form secrecy rate expression for the MISO wiretap
channel. We later used that expression as a performance metric for the beamformer
design. We also derived a closed-form secrecy rate expression for the amplitude-
constrained scalar wiretap channel when it is aided by a friendly jammer sending
artificial noise that is also subject to amplitude constraints.

Secondly, we studied the design of beamformers for the MISO wiretap channel
subject to amplitude constraints. Unlike the case of total power constraint, which
is readily solvable as a Rayleigh quotient maximization problem, the design problem
under the amplitude constraint is more difficult to solve. Nevertheless, we trans-

formed such a difficult problem into a quasiconvex line search problem that is easily
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solved with a bisection search. In addition, we showed that our solution technique
is applicable to arbitrary [,-norm constraints on the beamformer. We also solved
the worst-case secrecy rate maximization problem when channel uncertainties for the
receiver and eavesdropper are taken into account.

Thirdly, we studied the design of linear precoders for the two-user MISO broadcast
channel with confidential messages (BC-CM). We developed a general approach that
can handle the design problem subject to any combination of the total, per-antenna
power, or amplitude constraints. Although suboptimal, our linear precoding scheme
entails low implementation complexity. Furthermore, it provides a viable solution to
the cases of per-antenna power or amplitude constraints where there is no closed-form
characterization of the secrecy capacity region. We formulated the design problem as
a weighted secrecy sum rate maximization problem, then we transformed the problem
into a more tractable form that can be solved with an iterative search algorithm. We
used the case of total power constraint to quantify the performance loss incurred
by using a suboptimal linear precoding scheme and also to validate our approach to
solving the design problem. We also considered the design of robust linear precoders
to maximize the worst-case secrecy rate region when channel uncertainty is taken
into account.

The numerical results revealed considerable decline in the achievable secrecy rates
when channel uncertainty and amplitude constraints are taken into account as com-
pared to the idealistic case of perfect channel information and total power constraint.
Therefore, the design techniques we developed throughout the thesis provide valu-
able tools for tackling real-world problems in which channel uncertainty is almost
always inevitable and per-antenna constraints are essential for accurate modelling of

hardware limitations.
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Finally, it is worth mentioning that physical-layer security is a research area that
has its origins from information theory. On the other hand, the design of VLC sys-
tems is mostly treated as a practical engineering problem. By combining these two
research areas in one thesis, we aim to serve both communities and help narrow the
gap between information theory and practical system design. For example, amplitude
constraints impose an inherent practical limitation that is difficult to treat mathe-
matically, however we derived lower bounds on the secrecy capacity, subject to these
constraints, in order to circumvent such a difficulty. Furthermore, by using realistic
channel gain models from VLC scenarios and linking the physical sources of chan-
nel uncertainty (e.g., location or orientation uncertainty) with the uncertainty sets
used in robust optimization problems, we help make the techniques from information

theory and convex optimization more approachable to practical system designers.

5.2 Future Work

Secure Transmission with Discrete Input Distribution:

In Chapter 2, we derived closed-form secrecy rate expressions for the amplitude-
constrained Gaussian wiretap channel based on the (continuous) uniform input dis-
tribution. Then, we used the resulting expression for beamformer design in the MISO
wiretap channel. Similarly, we used a secrecy sum rate expression based on the uni-
form input distribution for linear precoder design in the two-user MISO BC-CM under
amplitude constraints. We note, however, that the codewords or signals transmitted
in practical communication systems cannot have a continuous distribution. Instead,
they must be drawn from a discrete constellation, i.e., a discrete distribution with

finite support. One practical reason for such a limitation is the finite resolution of
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the digital-to-analog converters (DACs) incorporated at the transmitter front-end.
Although we know that the optimal input distribution for the amplitude-constrained
scalar wiretap channel is discrete (and we conjecture that this is also the case for the
MISO wiretap channel and the two-user MISO BC-CM), there is no closed-form char-
acterization of these optimal distributions and they can only be found via numerical
techniques. Since closed-form expressions are required for beamformer or precoder
design, an interesting research direction is to find secrecy capacity-approaching dis-
crete input distributions which yield closed-form secrecy rate expressions that are

amenable to optimization.

Linear Precoding for the MIMO Wiretap Channel under

Amplitude Constraints:

In Chapter 3, we considered the design of beamformers for the MISO wiretap channel
under amplitude constraints. Our approach in Propositions 3.1 and 3.2 took advan-
tage of the fact that only one data stream is being transmitted (since the intended
receiver has one antenna), and the signal term in the numerator of the secrecy rate
expression (3.5) is a squared linear function of the beamformer. This ultimately led
to convex formulations of the inner problems (3.11) and (3.33). If the intended re-
ceiver, however, has multiple antennas, then simultaneous transmission of multiple
data streams should be considered. Consequently, equalization may become neces-
sary or desirable at the receiver as well as the eavesdropper. The resulting secrecy
rate expression, however, will become more difficult to handle, and the inner prob-
lems corresponding to (3.11) and (3.33) will no longer be convex. Thus, a natural
extension to the work presented in Chapter 3 is to consider linear precoding for the

MIMO wiretap channel subject to amplitude constrains.
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Similar remarks can be made about the design of linear precoders for the two-user
MIMO BC-CM when multiple data streams are simultaneously transmitted to each

user.

Linear Precoding for the Complex-Valued MISO Wiretap

Channel under Amplitude Constraints:

Throughout the entire thesis, we assumed real-valued transmitted signals and channel
gain vectors. Such an assumption is applicable to intensity modulation (IM) systems,
as well as RF systems utilizing only amplitude modulation, i.e., the carrier phase is
not modulated. Extension to the more general case of complex-valued transmission,
such as quadrature amplitude modulation (QAM), shall make the design problems
considered in Chapters 3 and 4 more difficult to handle. For example, with complex-
valued channel gain and beamforming vectors, the inner problem (3.11), as well as its
robust counterpart (3.33), would involve maximization of the magnitude of a complex-
valued quantity. Obviously, this is a nonconvex problem, and thus the techniques we
developed via Propositions 3.1 and 3.2 will have to be modified in order to deal with
nonconvexity of the inner problem.

Finally, the problem of deriving achievable secrecy rate expressions for the complex-
valued Gaussian wiretap channel subject to amplitude constraints can also be of great
interest. Among various feasible input distributions that can be utilized, the circular

uniform distribution sounds like a good candidate to begin with.
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Appendix A

The Trapezoidal Distribution

In this appendix, we introduce the trapezoidal distribution encountered in the proof
of Proposition 2.5, and provide the associated PDF and differential entropy.

The trapezoidal distribution arises from adding two independent random variables
having uniform distributions. Particularly, let a and b be two positive real numbers,
and X and Y be two independent random variables having the distributions px (z) =
U[—a,a] and py(y) = U[—b,b], respectively. Then, the PDF of the sum Z = X +Y

is obtained by the convolution

pz(2) = (px * py)(2)

)

z+a+b
sz Ca—b< < g —

1ab a—b<z<—|a—b,

1 1

ming o5t —Ja—b] <z < la—b,
—z+a+b
e —b<z<

. la—bl <z<a+b,
0 otherwise,

as depicted in Figure A.1 for the case b < a. For obvious reasons, the distribu-
tion pz(z) is referred to as the trapezoidal distribution. Note that the uniform distri-

bution U[—a, a] is a special case of the trapezoidal distribution (A.1) when b — 0.
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Figure A.1: The trapezoidal distribution in (A.1) with b < a.

The differential entropy of Z (in nats) is

h(Z) = —/pz(z) Inpy(z)dz

b
In(2 — b <
_ n(2a) + 5 <a
a .
In(20) + % otherwise

= min {ln(Za) + % , In(20) + %} : (A.2)

In Figure A.2, we plot the differential entropy (A.2) as a function of b when a = 2.

Note that h(Z) is differentiable for all b > 0, including the point b = a.
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5 T T T
—In(2a) +b/2a
45 —In(2b) + a/2b |
—min{In(2a) 4+ b/2a , In(2b) + a/2b}

Differential entropy (nats)

Figure A.2: The differential entropy (A.2) as a function of b when a = 2.
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Appendix B

Proofs and Derivations for Chapter 3

B.1 Proof of Lemma 3.1

Let the pair (w*,¢*) be an optimal solution of the nonconvex perturbed problem
in (3.36), where t* = (). If Hp is convex, then the linear function fy«(hg) = hfw*

maps Hp into an interval with three possible outcomes:
i) If hiw* > 0 for all hg € Hp, then t* > 0.

ii) If hfw* < 0 for all hg € Hg, then t* > 0. This also implies that —hfw* > 0
for all hg € Hg. Note that if (w*,¢*) is a solution to (3.36), then (—w*,t*) is
also a solution.

iii) If there exist hy, hy € Hp such that hiw* > 0 > h] w*, then t* = 0.

From the above cases, we see that hiw* > 0, or hiw* < 0, for all hg € Hg, is
a necessary condition to obtain nonzero t*. Thus, we lose nothing by imposing the

constraint in (3.37), provided that #Hp is a convex set. |

B.2 Components of hy and Jy from (3.53)
From (3.51), fori =1,..., N, ¢; # 0, we have

1 (d. — 6.)™(d; — &)"u
¢i Idi — ][5

(B.1a)
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1 8hz(5) o —(dz -0 )melTu (m + 3)(dx, - 5z)(dz - 5z)m<dz - 6)Tu (Blb)

a 06, ||l —5”"”3 d; — 8|5+ ’
lahz(d) _ (d -0 ) 11 (m + 3) (d% — 5y)(dz - 5z)m(dz — 6)Tu (B 1C)
¢ 00, |d; —5H’”+3 |di —JH’”*S ’ '
10h,(8)  —m(d, —8.)" N(d; — 8)Tu — (d, — 8.)™e
G 05 Hd — o[y

m+1 d _ Tu

where e;, 7 = 1,2, 3, is the jth column of the identity matrix I3. Substituting with

d = 0 back into (B.1), we obtain

7s(0) = d:ﬁl;g, (B.2a)
Qgﬁig m]?ﬁﬁmﬂ)m (B.2b)
“a (i ") (520
m—1 37T m m—+1 3T
=a (- 7ndudim“;ieg Onﬁ;11+5di) (B.2d)
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Appendix C

Proofs and Derivations for Chapter 4

C.1 Proof of Proposition 4.2

Consider the unit vector u = [u; ug]™, ug > 0, ug > 0, ||ullz = 1, and let py(t), t > 0,
denote the function ¢ from (4.29b) with its domain restricted to the line passing

through the origin along the direction u, i.e.,

pu(t) £ p(tu) = @(tuy, tuy)

= fult) — % (In(uft® + 0%) + In(ust* + %)) , (C.1)

where fu(t) £ f(tu). Our goal here is to prove that, for each u, there exists one
point t* such that ¢,(t) is nondecreasing for ¢ € [0, ¢*] and nonincreasing for ¢ > t*,
i.e., pu(t) is quasiconcave.

Since f(d1, 02) is concave, its restriction to a line is also concave. As a consequence,
fu(t) is continuous and twice differentiable almost everywhere, meaning that there
are only countably many points where f;!(¢) may not exist [93, Chapter 13]. In order
to simplify the notation, we will first restrict ourselves to the points at which f,(¢)
is twice differentiable, then we will see that extension to all £ > 0 is straightforward.

Differentiating (C.1) w.r.t. t, we obtain

At = 100~ (i 4 ). (€2)

udt? + 02 udt? + o2
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Further differentiation yields

u2t? — 52 wlt? — o2
") = (¢t +U21— u22—.
Spu( ) fu( ) 1 (u%tQ 4 0_2)2 2 (u%t2 + 0—2)2

(C.3)

Let t* denote any point at which ¢, () = 0. Then, we need to show that there is

only one such point. Setting ¢ = ¢* and substituting with ¢, (¢*) = 0 in (C.2) yield

2% 24%

1 uit uyt
t*) = : C.A4
Jull?) wWt? + 02 udtr? + o2 (C-4)

Using (C.3) and (C.4), ¢ (t*) can be written as
2uluit?
Y = "t 2 1%2
P = FLIO) + G0~ i

B uio? B uio? (C5)

(u%t*Z + 0-2)2 (u%t*2 + O-2)2 :

Now we will show that the sum f/(t*) + (f/(t*))* is always nonpositive, and thus
@/ (t*) is also nonpositive. To do this, we first need to show that e/+(*) is a concave

function. Let G(d1,d2) denote the optimal value of the perturbed problem

max‘;vmize (hiwy)?(hywy)'™° (C.6a)
st [hywi| <61, |hiws| <6, (C.6b)
IWIE < Prot, (C.6¢)

w} +wy; <P, i=1,...,N. (C.6d)

Since the objective function in (C.6a) is concave (see [80, Problem 3.16 (f)]), the
perturbed problem (C.6) is convex, and thus G(d,d2) is a concave function. Next,

we note from (4.28) and (C.6) that G(d1,dy) = /192 Thus, G, (t) £ G(tu) = efs®),
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and we have

Gu(t) = Gu(t) (fa(®) + (fa(1))?) - (C.7)

Since Gy (t) is concave, it holds that G (t) < 0 [80, Section 3.1.4]. Furthermore, since

Gy (t) is nonnegative, we must have

fa®) + (fa®)* < 0. (C.8)

Thus, f7(t*) + (f,(t*))* < 0 and, consequently, ¢’ (t*) < 0. The last inequality tells
us that ¢/, (t) can experience zero-crossing only from positive to negative. Since this

can happen only once, we conclude that there is only one point ¢t* such that

oL (t) >0 for t <t

oL (t) <0 for t >t

Hence ¢4 (t) is quasiconcave.

In order to extend the proof to include the points at which f,(¢) is not differ-
entiable, we just need to replace the derivative of fu(t) with any element from its
subdifferential. Specifically, since fy(t) is concave, it is continuous and has right and
left derivatives over the whole interior of its domain (i.e., for all ¢ > 0) [81, Theo-
rem 1.6]. Such derivatives are nonincreasing in the sense that, for any t; > t; > 0,

we have

L) > fa(th) > fulty) > fu(ts). (C.9)

Now, at the points where f/ (t7) # f/.(t7), i.e., fu(t) is non-differentiable, we will
allow f//(t) — —oo and let f}(¢) take any value in the interval [f} (¢1), f/(¢7)], mak-
ing (C.8) hold for all £ > 0. Thus, ¢/ (t*) is always nonpositive including, possibly,

u
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Pl (t*) — —oo. In other words, ¢! (t7) (or, equivalently, ¢! (t7)) can experience zero-
crossing only from positive to negative, even if ¢} (¢*) has jump discontinuity at the
crossing point. Following the same argument for the differentiable case, we conclude

that ¢y (t) is quasiconcave for all ¢ > 0. [

C.2 Derivation of the Dual Problem (4.57)

The problem in (4.55) can be reformulated as

Vr‘rflel\xiclzrlmzi plnz + (1 —p)ln 2z (C.10a)
st hiwy — e||wills > 21, (C.10D)

hiw, — || w2 > 2, (C.10c)

|z3] + €of|wi|l2 < 61, (C.10d)

|z4] + €1][wall2 < o, (C.10e)

[y 5+ [lmz|3 < Pro, (C.10f)

mi; +ms; <P, i=1,...,N, (C.10g)

Wi =m;, Wy = Iy, (C.10h)

hiw, =z, hiw, =z, (C.101)

where we have introduced the new variables M, z3, and 2,4, along with the equality

constraints in (C.10h)-(C.10i).
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The Lagrangian associated with (C.10) is

LW, M, 21, ..., 24, X1, X25 AL, A2, Y, Hy Ty 5 Moy V1, V2)
=plnz + (1 —p)lnz
— x1(—hiwy + e [lwils + 21) — x2(—h3 Wy + €] wal2 + 22)
— A1 (|2s] + e2f|willa = 1) = A2 ([2a] + €1 [|wal2 — 62)

N
= (I3 + Jmal3 — Pro) =Y pa(mi; +m3; — P)
i=1

— ’I’]rlF (Wl — ml) — ’l’]gF (W2 — mg) — Vl(fl;fwl — 23) — VQ(fl?WQ — Z4). (C].l)

Rearranging the terms, and maximizing w.r.t. the primary variables W, M, z1, ..., 24,

we obtain the dual function

g<X17X27 >‘17 )‘277711’777177’27 V17V2)

N
= A\01 + A202 + vProt + Z i P

=1

+ max <(X1f11 — MM — V1f12)TW1 - (>\162 + X1€1)||W1||2)
w1

+ max ((xahz = 1, — vaby) T = Oer + xa2) [ wa |2
N N

+ Z max (mima; — (v + p)ms;) + Z max (nema; — (7 + pi)ms3;)
=1 i=1

ma;
+ max (—x121 + pln z;) + max (—x222 + (1 — p) In 25)
zZ1 z2

+ max (1123 — A\i|z3]) + max (vez4 — Aa|z4) (C.12)
z3 z4

The first maximization in the Lagrangian (C.12) is the conjugate of the ls-norm
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function [80, Example 3.26], and is solved as

max (b1 =, = o) w1 = (s +xa60) Wil (C.13)

0 ||X1f11 -1 — V1f12||2 < A\ie2 + X161
= (C.14)

oo otherwise.

Then, after solving the other maximization terms in (C.12), which are similar to

those in (4.34), the dual problem (4.57) follows.
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