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Abstract

In this thesis, two slightly different silicon-on-insulator (Silicon-on-Insulésm1))
planar photonic integrated circuits for optically trapping and charactersingje
nanoparticles are designed, fabricated, and fully characterizedse™yenmetric
(input/output) structures are formed by etching two dimensional patternsgine

220 nm thick silicon slab atop a micrometer thick layer of silicon dioxide, and are
operated in a fluidic cell at wavelengths~efl.55 um. Each consist of two grating
couplers, two parabolic tapered waveguides, two single mode ridge uidesg

two photonic crystal waveguides and a single photonic crystal slot (RGSp-
cavity, designed using a Finite Difference Time Domain (FDTD) electromagnetic
simulation tool. The circuits are designed to concentrate continuous wave laser
light incident on the input grating coupler to a small volume within the fluidic
channel of the microcavity in order to achieve a high electric field intensityi-gra
ent capable of attracting and trapping nanoparticles from the solution ti@abp
gradient forces.

The fabricated PCS cavities exhibit Q factorsr500 and resonant transmis-
sions as high a¥ = 6%, when operated in hexane and without undercutting the
cavities. Due to fabrication imperfections, the cavity Q and peak transmisaion v
ues were not as high as simulation predicted, nevertheless, these dwicgs
were successfully used to optically trap single sub-50 nm Au nanosplec:
nanorods with< 0.5 mW of laser power. Furthermore, it was found that while
the particles were trapped, the transmitted laser intensity varied randomly in time,
providing a simple means of characterizing the Brownian motion of the particle in
the trap. The intensity variation is caused by the backaction of the dielecjeictob
on the cavity resonance, the magnitude of which depends on the realf laet



trapped particle’s polarizability tensor, and its position in the cavity. By exptpitin
this cavity-nanoparticle interaction, we developed a self-consistentsasalfythe
transmission signal of circuits that enabled us to determine the size and epysotr
of the trapped nanoparticles without any direct imaging, with nanometeitisens
ity.



Preface

The initial design of the research program was primarily set by my rdssagper-

visor, Jeff F. Young. My role was primarily implementation and development of
the experimental setups, measurements, modelling, and analysis used to iniplemen
the research program. Three publications arising entirely from the withkwthis

thesis are as follows:

» S. Hamed Mirsadeghi, Ellen Schelew, and Jeff F. Young. Photoni¢atrys
slot-microcavity circuit implemented in silicon-on-insulator: High g opera-
tion in solvent without undercutting. Applied Physics Letters, 102(13}t181
2013 [1]

» S. H. Mirsadeghi, E. Schelew, and J. F. Young. Compact and effigilezon
nanowire to slot waveguide coupler. In 2013 13th International Centar
on Numerical Simulation of Optoelectronic Devices (NUSOD), pages 3132,
19-22 Aug. 2013 [2].

* S. Hamed Mirsadeghi and Jeff F. Young. Ultrasensitive diagnostily-ana
sis of Au nanoparticles optically trapped in silicon photonic circuits at sub-
milliwatt powers. Nano Lett., 14(9):50045009, September 2014 [3]

The simulation and modelling results in [1, 2] are presented in Chapter 2. And
the measurements and characterization in [1] is incorporated in Chaptsrr@lévi
in these two publications was FDTD modelling, designing devices, creating their
layout for fabrication, chip preparation, experimental measuremenysimaf the
results, and majority of manuscript preparation and review of them. Thanakig
transmission set-up was build by Ellen N. Schelew and further developrhtrg o



data acquisition and device holding system were done by me. Ellen N. Schelew
was also the main writer of the manuscriptin [2]. The chip fabrication wag don

in collaboration with Dr. Lukas Chrostowski and University of Washindtaro-
fabrication Facility, a member of the NSF National Nanotechnology Infratstreic
Network [4]. Much of the text of these two publications are directly inclushal

this thesis.

The simulation, measurement and modelling results'in [3] are all presented in
Chapter 4. My role in this publication was FDTD modelling, designing devices,
creating their layout for fabrication, chip and Au solution preparatiopgermen-
tal measurement, and analysis of the results. | also worked with Jeff RgYiou
developing the backaction model for optical trapping in photonic crystatala-
ties, manuscript preparation, and review of it. Much of the text in this puidica
is also directly included into this thesis.

The simulation, measurement and modelling that are presented in Chapter 5
have not been published yet. My role in this chapter was FDTD modellingyrdes
ing devices, creating their layout for fabrication, majority of chip and Autimn
preparation, experimental measurement, and analysis of the results wicalsed
with Jeff F. Young in developing the more general version of backactiateffor
anisotropic particle trapping in photonic crystal slot cavities. Jonatharsé&jas
Allard also contributed in chip and Au solution preparation, Au nanorod alptic
trapping experiments, SEM/AFM imaging of the chips after trapping experiments
and preparing the manuscript for publishing the results of this chapter.
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culated using 3D FDTD simulations (PC hole radius of 160
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Figure 2.14 [(a)-(b)] The simulation layout of the optimized PCS waveg-
uide in SC2 structure that offers higher transmission efficiency
(no cavity exists in this simulation). The colored holes (other
than yellow and white holes) have been modified to reduce
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from slot centery) are optimized using FDTD simulations.
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holesr = 190 nm,y = 950 nm, and red holes= 180 nm,

y =890 nm. The rest of the nearest holes to the slot are shifted
away from the slot by 40 nm with respect to their lattice point

to make the PCS waveguide. All holes on the edge of the sil-
icon slab will show up as half circles after fabrication (see

Fig. 3.4d-e). The refractive index of these holes is the same

as the background refractive index4y), therefore having full

holes on the silicon edge instead of half-holes does not change
the simulationresults. . . . . ... ... ... ........ 49

Figure 2.15 (a) Simulated transmission (blue), reflection (red) spectia, an
the sum of them (black) calculated at the input and output
channel waveguides of the structure in Fig. 2.14. (b) Simu-
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flection (red) spectra, and the sum of them (black) for the same
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these three figures is the resonance of Mode 1 of the modified
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Figure 2.16

Figure 2.17

Figure 2.18

[(@)-(b)] Simulation layout for optimized SC2 PCS cavity. The
holes in the PCS waveguide region have the same size and lo-
cation as Fig. 2.14. There are 10 un-shifted holes in between
the PCS waveguides and the cavity region (blue color holes at
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s3 = 2 nm. The hole radius for the regular PC holes is 150 nm.
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Figure 2.19 (a) Final optimized double-tooth grating design (for SC2 de-

Figure 3.1

vices) connected to a tapered waveguide. The grating area is
20 um x 20 um. (b) The transmission efficiency of optimized
double-tooth design from a Gaussian focused source to the be-
ginning of the tapered waveguide (blue). The peak transmis-
sion value is 52% and Full Width at Half MaximurayHM)

is 75 nm. The excitation angle with normal to silicon sur-
face is 18. The transmission from tapered waveguide to the
channel waveguide is shown in the black curve. Dividing the
two curves gives the transmission efficiency of the waveguides
that is improved compared to the red curve in IFig. 2.3c thanks
to better wavefront shape matching between the double-tooth
grating and the waveguides. . . . ... ... . ... ... .. 55

(a) Layout of the Chip EB312 based on SC1 designed de-
scribed in Chapter 2. There are 12 groups of 3 devices

on this chip. The row and column label of each group is lo-
cated on the left side of the group. (b) Group EB312R2C2
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of the group. (c) The layout of the first 3 devices of group
EB485R2C2, which show two reference devices for measur-
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ture of a full SC2 device, (c) a device without a cavity in
between PCS waveguides, [(d)-(e)] adapting parts and (f) a
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Figure 3.6

Figure 3.7

The top-view of the experimental setup used for transmission
measurements and optical trapping experiments. The rotation
stages allow the angle between the incident light and the sur-
face of the chip to be varied, which is necessary for optimal
coupling to grating couplers at different wavelengths. The ex-
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size as the beam at the output of the single mode optical fiber
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isexplainedinRef.[22]. . . . ... ... ... ... ..... 69

(a) Simulation (black) versus experimental transmission effi-
ciency of device EB312R4C1(2,1) (green), EB312R4C1(2,2)
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red) from input channel waveguide through the photonic crys-
tal W1 waveguide to the output channel waveguide. These ex-
perimental curves are the result of dividing transmissions in (a)
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Figure 4.1

Figure 4.2
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The simulation curve is blue and the experimental data are
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slot width of 90 nm. TheQ value of the fabricated device is
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Figure 4.3 (a) Normalized transmission time series from a device with an
initial empty-cavityQ factor of~ 4500 when the laser is tuned
close to the peak transmission in the empty-cavity state (black
vertical dashed line in (b)), and the guided power in the input
channel waveguide is 0.75 mW. The shaded regions indicate
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Figure 4.4 (a) The transmission of the cavity when the laser is tuned to
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Figure 4.5 (@) A transmission time series obtained at an input power in
the waveguide of @ mW at a red detuning set at 73% of the
empty-cavity peak transmission. (b) Experimental (red) his-
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Figure 4.6

Figure 4.7

(a) A graph of the cavity resonance wavelength shift vémsus
particle diameter at the center of the cavity € (0,0,0)). (b)

A graph of the resonance shift versus the position of a 40 nm
diameter Au particle along theaxis at k =y = 0). For both

figures, the solid black line shows the full-FDTD simulation
results and the dashed color lines are the approximated reso-
nance shifts from Equaticn 4.1 scaled by three different fac-
tors; blue, red and magenta correspond to scaling Equation 4.1

by 2,2/1.5and 1, respectively. . . . ... ... ... ..... 88
This diagrammatic representation illustrates the workflow of
modelling a TTE histogram for a given particle size and laser
detuning. The initial electric field intensity is calculated us-

ing FDTD simulator and the rest of the modelling steps are
performed using MATLAB programming. The yellow boxes

show the output of each simulationstep. . . . . ... ... .. 89
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Figure 4.8 (a) The electric field intensity profile in the/ plane (i.e. the
plane that cuts through the middle of the silicon slab), from
FDTD simulations with B mW of resonant modal power in
the input ridge waveguide. The unit of the intensiM‘ﬁ’§)2.

(b) The profile of theA(Tp) function, which is the detuning
(units of nm) of the laser wavelength from the cavity reso-
nance wavelength with a particle of diameter 30 nm located
atrp, calculated using (rp) = Ao — 0A (Tp). (c) The transmis-
sion functionT (Tp; Ao) plotted versud . The laser wavelength

is detuned to 73% of the peak transmission wavelength of the
empty-cavity, on the red side. (d) The transmission function
T(Tp; Do) profile in x-y plane. Note that at the center of the
cavity T = 0.2, showing when the particle of diameter 30 nm
is located at the center of the cavity, the transmission of the
device is expected to drop toDof its maximum because of
the shift in the cavity resonance (backaction effect). (e) The
trapping potential energy including the backaction in units of
ksT (Boltzmann factor) calculated using Equation 4.3. (f) The
probability distribution calculated using Equation 4.4. This
probability distribution is used in calculating the histogram
showninFig 4.5C. . . . . . . . ... 91

Figure 4.9 (a) Normalized transmission time series obtained at an input
power in the waveguide of.8 mW at a red detuning set at
31% of the empty-cavity peak transmission. (b) Experimen-
tal (red) histogram of the time series data in the range indi-
cated by the horizontal bar in (a), and the simulated histogram
(blue), obtained using a fixed particle diameter of838m.

(c) The same experimental histogram as in (b) (red) is plotted
with a histogram (blue) obtained by averaging over a normal
(Gaussian) distribution of particle diameters centered & 32
nm with standard deviation of 3%. The total count number for
the experimental histogram is510°. . . . .. .. ... .. 92
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the experimental histogram is ¥510°. . . . .. .. ... .. 95
Figure 4.12 [(a)-(e)] Experimental histogram (red) versus simulated his-
tograms (black) of Au nanospheres with a fixed average diam-
eter (D) of 3536 nm and various standard deviation for Gaus-
sian averaging. All histograms are obtained for an input power
in the waveguide of @ mW and a red detuning set at 31% of
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FDTD simulation. (b) The experimentally measured, normal-
ized, empty-cavity transmission at the second cavity mode res-
onance of a device almost identical to the one discussed in
the manuscript (see text for explanation of the difference); the
guided power is 28 mW. The dashed line indicates the trap-
ping laser wavelength used to obtain the 6 sets of experimental
(red) and modelled (blue) histograms shown in (c)-(h) asso-
ciated with 6 distinct TTEs. The estimated diameter (percent
variation) of trapped Au particles extracted from these mod-
elled histograms are shownineachplot. . . .. ... ... ..

XXX

96



Figure 5.1

Figure 5.2

Figure 5.3

Figure 5.4

(a) A prolate spheroid in the cavity coordinate system. (b) The
calculated normalized electric field intensity profile of Mode 1
of a SC1 cavity, which is used for trapping nanorods, with slot
width of 90 nm and hole radius of 150 nm. The cavity mode is
polarized along the y-axis atitscenter. . . . . . ... ... .. 102
The amount of cavity resonance shift when different side an
orientation nanorods are placed at the center of a SC1 cavity
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and (a) is the resonance shift as a function of nanorod diame-
ter (length of 40 nm) and (b) shows the dependance on nanorod
length (diameter of 12 nm). (c) and (d) show the same relation-
ships as (a) and (b) respectively, except that the rod is oriented
along the slot (i.e.6 = 7, ¢ = 0) for these two plots. The
filled circles are the result from simulations and the curves are
calculated from Equation £.8 wittm= 1.5 and assumption of
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Figure 5.5

Figure 5.6

Figure 5.7

(a) Experimental histogram (red) during trapping of Au nainee
along with fitted histogram (black) assuming a perfectly spher-
ical shape of diameter 3 nm. (b) Same experimental (red)
histogram as in (a), with the simulated histogram (black), us-
ing a normal distribution of sizes of mean diameter38nm
and 11% standard deviation. (c) The same experimental his-
togram (red) is fitted (black) assuming a spheroid shape for the
trapped nanoparticle. The extracted size of the spheroidds 34
nmx37.1nm. . ... 108

(a) Scanning electron microscope (SEM) image of a 90nm
wide slot cavity [1] used for trapping. (b) SEM image of the
Au nanorods used in the trapping experiments. The average
size of the rods, extracted from SEM images, is 44 xtr?
nm with 15% standard deviation. . . . . ... ... ... .. 109

[(a)-(f)] 6 different nanorod experimental (red) histoggare
illustrated along with the calculated (black) histograms fits based
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Chapter 1

Introduction

1.1 Motivation

The work described in this thesis demonstrates how modern nanofabritetion
niques can be used to engineer the strength of light-matter interactions to opti-
cally trap and confine single sub-50 nm dimension nanopatrticles with sulesmicr
precision, using less than 1 mW of continuous wave laser excitation. The key
challenge - routing laser radiation of a specific wavelength into a nanaghoto
cavity with dimensions less than a cubic wavelength, and keeping it confimed f
~ 10,000 optical cycles - was achieved using textured silicon planar waveguide
that were immersed in a solvent bath containing a dispersion of Au nandgsurtic
The basic design concepts are common to related structures designe@ncenh
light-matter interactions for nonlinear optics [23], single photon sourcéls & d
sensing applications [25-28]. The results add to a growing body of wak
aims to optically manipulate, detect, and/or characterize nanoparticles in solution
using the strongdipole’ forces exerted by confined light on small dielectric parti-
cles [3,12, 25, 29].

The project was originally motivated by wanting to use such structures to opti-
cally trap and then permanently attach single nanoscale semiconductingysanocr
tals, or ‘guantum dot5at the antinode of high quality factor cavities formed in
silicon photonic circuits [20]. These quantum dots can act effectivebuastum
emitters, and when resonant with microcavity modes, they can be used taprod
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Figure 1.1: Layout of a full device designed and fabricated in this work for
optical trapping and sensing experiments. It includes the diffraction
grating couplers, cavity and waveguides all patterned in a 220 nm silicon
slab sitting on top of Si@substrate (in red). The gratings, which consist
of a 2D lattice of holes etched in silicon, are separated by 680 microns.
The input/output light is injected/collected at a*lahgle to the normal
to grating plane. The vertical scale bar is different than the in-plane
scale bar for better visibility.



non-classical, single photon sources [31-33], or as mediators of ranlaptical
processes at the single photon level, both of which are key ingrediemigtioally-
based quantum information processing. To be resonant with silicort Inaiseo-
cavities, Pb-based nanocrystals must be on the order®hm in diameter. The
circuits described in this thesis are not currently capable of trapping suef
particles, but only small improvements are necessary to realize this origiaial g

The structures used to achieve this level of confinement of infraredllgké
with wavelengths- 1.5 um are made by two dimensionally (2D) patternin@00
nm thick planar silicon slabs supported on a thick silicon dioxide cladding layer
(see Fig.1.1). The high refractive index of silicawsj(= 3.45) compared to silica
(nsice = 1.45) below, and air or solvent above£ 1 — 1.37), means that light can
propagate in 2D, without loss, via bound, planar waveguide modes, duéto to
internal reflection. 2D patterns are defined in mask layers using eleotam b
lithography, and transferred to the silicon slab by chemically etching thrthagh
entire slab, as shown in Fig.1.2. The patterns are designed to i) couplerbght f
free space into and out of the bound waveguide modes via diffractidimgsaii)
further confine the bound modes to propagate along distinct paths withiftathe s
via channel waveguides (effectively integrated optical fibers), andeifine ultra-
small, ultra-high quality factor 3D resonant cavities that are efficiently lealLio
the waveguides.

Silicon was chosen as the base waveguide material because of its high re-
fractive index, but also because many industries are rapidly leveralgiogdes
of silicon processing expertise to develop integrated photonic/electroipis fdr
classical telecommunication applications [34—37]. The starting SOl watergla
atively inexpensive [37, 38], there is a solid base of advanced, siipenific pho-
tonic circuit design tools [38], and several optical and electron-be@wepsing
“foundrie$ are readily accessible to researchers [33, 39]. Successful &tiagof
multiple optical components such as waveguides, resonators and filters famrth
of planar photonic integrated circuits, have been already demonstratsticon
wafers [1, 39, 40] and progress is constantly being made toward neglaptical
components with equivalent photonic nanostructures.

The novelty of this thesis work has to do with the design of the 3D micro-
cavities and how they couple to previously designed channel wavegandegrat-

3
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Figure 1.2: (a) Typical silicon-on-insulatorgo1) dimensions used for fab-
ricating photonic integrated circuits. (b) Example fabrication process
for creating pattern on silicon slab. Additional functionality may be
achieved by lithographic integration of metal contacts, ion doping, and
deposition of other materials [5].

ing couplers. While much silicon photonic work utilizes ring [15] or disk res-
onators [16] to confine light with high quality factor®:( the number of optical
cycles that light remains trapped in the cavities), the need for bothQiighd low
mode volumes, motivated the use of microcavities based on 2D, in-plane Rhoton
Crystal fc) concepts[1, 3].

These novel photonic circuits were successfully used to optically trapidadi
ual Au nanospheres and nanorods with dimensioB€ nm using less than 1 mW
of Continuous Wavedw) laser power [3]. These particles perturb the dielectric
environment of the microcavity significantly, shifting the resonant frequday
up to a few linewidths. Thistackactiori leads to a nanoparticle-position depen-
dent transmission of the excitation laser, and a corresponding chattyge méwer
coupled into the cavity mode. A detailed model of the optical forces and terque
operating on the trapped nanopatrticles, including the backaction, watogded
and used to extract the size and shape of the trapped nanopatrticles nathetar



sensitivity, using only the variation in transmitted light intensity associated with

the Brownian motion of the particles in the cavity. It is believed that this structure

and analysis can be of great interest in not only the physics communitysioutioa

the biology and medicine communities for the study of single biological particles.
The rest of this chapter introduces different concepts that are exptoison-

duct this research.

1.2 Silicon Photonic Integrated Circuits

Communications technology was revolutionized when optical fibers and semicon
ductor lasers enabled transmission of information using coded opticalsigtizer
than electrical currents. Data processing and transmission are tleecefoently
done on two separate platforms: microelectronic Complementary Metal Oxide
Semiconductorgmos) chips and optical fiber networks, respectively. Many op-
tical network components (e.g. lenses, filters, beam splitters, etc.) hadealy
shrunk in size, but until very recently, they have remained largely shtok,
bulk elements. In late 80s, the idea of integrating multiple optical components on
a small silicon chip was suggested for the first time [34—37]. The motivatien wa
to replace separate bulky optical components with miniature optical chipgithat s
output electrical signals to be processed using CMOS electronics. Silicanta
most attention in this field due to its compatibility with the mature silicon inte-
grated circuit manufacturing enterprise, having the lowest cost peateat, the
highest crystal quality of any semiconductor material, small optical absarjtio
near-infrared (IR), high thermal conductivity, high optical damagestiotl, and
high third-order optical nonlinearities [38]. Availability in the form of highadity
SOl wafers is another reason for choosing silicon as an ideal platfmroréating
planar waveguide circuits [38]. The ultimate goal of much of the currenbsilic
photonic circuit research and development is to successfully realizeearange
of photonic circuit elements in silicon at a relatively low cost that perforrti bo
switching and routing tasks without a need for signal conversion betoptcal
and electrical elements [22].

There exists a huge body of work behind the development of the two funda
mental building blocks of SOI-based photonic circuits: grating input/output c



plers, and single Transverse Electrite) polarized mode gghotonic wires [41—
53]. Fig. 1.3 shows a schematic of a generic photonic circuit. Grating csuple
are all essentially diffraction gratings designed so that light incident faoio-
cused laser or an optical fiber near-normally incident on the wafer witladif
into the plane of the silicon slab where it will be guided due to Total Internal Re
flection (TIR). The active area of the grating couplers is therefore on the order
of 10 um?, and they typically incorporate some adiabatic transition to couple the
diffracted beam into the single mode channel waveguides that have pteived
to have cross sections 200 nmx500 nm (for wavelengths around 1550 nm), as
shown in Fig.1.1. Etching and chemical polishing techniques have been omtimize
to minimize side-wall roughness on the etched silicon surfaces that defipatthe
terned features, to the extent that losses as low@8 dB/cm through these single
mode waveguides can be achieved 51, 53, 54].

In the current work, the key operational element connected to the ehiaupait
and output waveguides is a high small mode volume microcavity. Very high
Q (up to several million) microcavities have been made in photonic circuits by
etching smooth-edged disks or ring waveguides (see Fig. 1.10 in Secti@), 1.4
with typical radii of~ 10 um. While some optical trapping of particles has been
demonstrated using such cavities [14-17], the fact that the high intengignre
of the resonant cavity modes lies within the silicon means that the particles only
interact with the confined light field via the evanescent fields that pendhate
solvent overlayer. Furthermore, the mode voluvhef these type of resonators
is typically several cubic wavelengths. These factors translate into tltefoee
relatively high input laser powers{(10 mW) to trap even large (500 nm) dielectric
particles [14-17].

To reduce the required power, the present work employed microcaveies d
fined by introducing defect states within quasi-2D photonic crystals efoh@the
silicon, as described in the following section.

1.3 Photonic Crystal Nanostructures

As mentioned above, TIR within the 2D device layer of SOI circuits reduces th
size of optical components significantly compared with bulk counterpaitsalio



grating coupler AM : Amplitude Modulator
tapered waveguide DL : Delay Line
channel / ridge waveguide OA : Optical Amplifier
photon detector A-D : Add-Drop Filter
directional coupler PS : Phase Shifter
splitters WSS : Wavelength Selective Switch

MUM : Multiplexer Filter
DEMUX : Demultiplexer Filter

Figure 1.3: (a) Schematic of a generic SOI photonic integrated circuit con-
sisting of different active and passive photonic elements such as grating
couplers, waveguides, splitters, filters, switches, etc. The minimum size
of splitters, is limited by how tightly channel waveguides may be bent
before break down of TIR, which is dictated by relative indices of re-
fraction of the waveguide and surrounding cladding.



Figure 1.4: Example structures taken from the literature (not work done as
part of this thesis); (a) Scanning Electron Microscogpen) image of
one-dimensional (1D) PC made of successive layers of AlinN (darker
and GaN (brighter) (reprinted from [6]). (b) SEM image of a two-
dimensional (2D) PC made of macroporous silicon lattice (reprinted
from [7]). (c) SEM micrographs of a three-dimensional (3D) photonic
crystal. Left image is the top view of a completed four-layer structure
and the right image is the cross-sectional view of the same 3D pho-
tonic crystal. The rods are made of polycrystalline silicon (reprinted
from [&]).



responsible for in-plane light confinement in channel waveguides éipiwith a
few hundred nanometers width and vertical walls), which are effectioptical
fibers that route light in planar photonic integrate circuits.

In the 80s, a different and more powerful photon confinement meahamés
developed based on the Photonic Band Gapd] concept that was first intro-
duced separately by Yablonovich [55] and John [56]. Confinemesddan the
PBG effect allows for even further light confinement and therefore alptievice
miniaturization. John and Yablonovich showed that by creating multidimensional
periodic structures (Fig. 1.4) with periods on the order of an optical lwagth
and sufficiently high refractive index contrast, it is possible to artificiallyate
a band of frequencies (PBG) within which there are no propagating sodutm
the Maxwell’s equations (i.e. photonic density of states of zero). Thesalkml
PC structures are the photonic analog of an atomic lattice for electrons, imhich
stead of obeying Schdinger’s equations, follow Maxwell's wave equations. Like
electrons in atomic lattices, photons in PCs exhibit band structure and degend
on the lattice type and scattering properties of the unit cell, these band stgictu
may or may not exhibit full band gaps; a range of optical frequenciew/ffiach
light propagation is prohibited in all directions for all polarizations (IFig. 1By
modifying the structure of PCs (e.g. their periods, refractive indicepehetc.)
and therefore, their band-structures, it is possible to engineer therphaten-
sity of states, which leads to various applications from controlling of speotam
emission through the Purcell effect [55, 57] to enhancing laser efi@eii58--60],
guiding light through sharp bencds [61] and propagation speed of lighidnlinear
optics [62].

Complete PBG for all propagation directions can only be realized in 3D PCs
with sufficient index contrast and lattice structure. For other periodictsires
(e.g. 1D, 2D or 2D planar’), only quasiPBG can exist for some specific propaga-
tion direction and polarization. For instance, in Fig. 1.5, for a 2D planar RiCda
(called planar because the holes have finite depth), one can at besicbidye a
quasi-PBG for TE modes propagating in theplane. Thus, although in 1D and
2D PC structures, there is no complete PBG, one can still can use thedarsisuc
as a very effective means of in-plane light confinement of radiation maites
specific polarization properties.
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Figure 1.5: [(a)-(b)] Schematic of a 2D planar hexagonal lattice PC structure
in a SOI photonic circuit with two types of propagating modes: TE
(with only in-plane electric field polarization) armm (with only in-
plane magnetic field polarization). (c) Example photonic band structure
for the 2D planar PC above the substrate in (a) (reprinted from [5B. Th
gray light-cones show the area above substrate light-line, where the TIR
fails and leads to coupling of the PC modes to continuum modes and
therefore to intrinsic out-of-plane diffraction losses in the PC region.
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Figure 1.6: (a) Schematic of a line defect (also known as W1) PC waveguide
which is created by removing a row of holes in a hexagonal lattice of
holes. (b) Example band structure of a W1 waveguide showing two
guided TE modes (the red has even symmetry and the blue has odd
symmetry) in the projected bulk PC bandgap (yellow region).

Quasi-2D PC like the one shown in Fig. 1.5 can be used to confine light more
strongly than TIR alone by introducing appropriate defects within the 2DM-C u
form host crystal. Fig. 1.6 illustrates how, by leaving out a row of holesnin a
otherwise uniform hexagonal PC lattice, one can form 1D connectedguales
with effective bend-radii on the order of the lattice constant. There aniety of
ways for introducing a linear defect into a crystal, and therefore atyasfguided
modes. The only requirement is that the structure has discrete translayomal
metry in the waveguiding direction [63]. By tuning the size/location of holes in the
bend region, light inside a 1D waveguided TE mode, can be transmitted with ove
90% efficiency per bend [54]. One remarkable property of PC wadegus the
ability to guide light primarily outside higher-index material, which shows their
fundamentally different light guiding mechanism (for an example see wadeg
designs in Chapter 2). In contrast with traditional waveguides that sopelyate
based on index guiding (TIR), in PC waveguides, in-plane light confinécen
also occur strictly due to the existence of the 2D bandgap in the regiorusdro
ing the 1D defect. To form an ultra-small 3D localized cavity, one introdaces
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localized defect, such as in Fig. 1.7. This particulaB™cavity actually supports
several modes with distinct frequencies and associated mode profiles.

a b

def?ct modes

Figure 1.7: (a) Schematic of a PC L3 cavity, consisting of a defect (three
missing holes) in a hexagonal lattice of holes in a silicon slab. (b) A
sketch of the local photonic density of states at the cavity center.

The in-plane confinement of the defect modes is due to PBG of the PC and
out-of-plane confinement is a result of TIR. But these confinement elsnase
not perfect in reality, which in the case of cavities, results in coupling wit}ca
modes to continuum modes not confined to the slab. Therefore, the energy
the cavity modes decays exponentially, which gives a Lorentzian lineedbahe
cavity mode ( the defect mode in Fig. 1.7b). This exponential decay cahdve c
acterized by a parameter called thguality Factor’ (Q), which is related to the
Lorentzian linewidthy, the angular resonant frequency of the cauityand cavity
photon lifetime,t through the following relation

Q=cpr=2, (1.1)
y
Referring again to Fig. 1.7, the various localized L3 cavity modes have widely
rangingQ values.

The cavities act like resonators and th@irs a measure of field enhancement
in these resonators. For most photonic applications that rely on light-matter inte
actions, cavities with highe® are beneficial because they produce a higher field
intensity for a given input laser power associated with a larger localtgaxigpho-

tonic states. As mentioned previously, the other important factor that infigehe
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maximum field intensity in the cavity when resonantly exciting a particular mode
is its mode volume\(), which is defined as

_ Jdre(n)E(n)?
 max(e(r)[E(n)[?)”

In the above equatiorg(r) is the electric field associated with the confined cavity
mode [65] ande(r) is the dielectric constant at locationin the cavity. As will

be shown in the following chapters, PC based defect state microcavity mades
have mode volumes less th@\%)? in which case the peak internal field intensity
is approximatelyQ times the incident field intensity when tlg¢ of that mode is
determined by its coupling to a single input/output waveguide channel. Inesbntr
the peak field intensity in ring and disk resonators is reduced in proportién to

As discussed later in this chapter, the optical forces on nanoparticlegs-are
lated to the gradient of cavity electric field intensity. Therefore, both smallelemo
volume and highe@ lead to larger optical forces. This is because smaller mode
volume means more spatially-confined cavity modes, which increases the field in
tensity “gradient, and higherQ means more enhancement of the cavity’s maxi-
mum electric field, which leads to larger electric field intensity and therefdieadp
force.

In this thesis, we design a cavity structure that operates at arabsduin,
which is the optical telecommunications wavelength. The PC in this design is
formed by a 2D triangular lattice of holes drilled in a silicon slab of thickness 220
nm. The triangular lattice is selected because of its higher degree of symmetry,
which creates omnidirectional PBG for TE polarized light propagating inciny
rection within the silicon slab. The structure of the cavity is optimized to have
high-Q in fluidic medium where the optical trapping and sensing is taking place.
The detail of the cavity design is described in Chapter 2.

(1.2)

1.4 Optical Tweezers

It has been a few centuries since Johannes Kepler hypothesizedeenpe of
“radiation pressuréon objects. But it took nearly three centuries for experimental
confirmation of radiation pressure by Lebedev [66] in 1901. Later irfoBi8hard
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Beth [67] at Princeton University experimentally demonstrated angular momen
transfer between light and the matter. Invention of Lasers revolutionip&at o
mechanics and led to a new class of tools, nant@ptital Tweezers

Since being established in the 1980s [68], optical tweezers [68—78]lean
one of the most useful tools used to trap and manipulate the position of meso-
scopic objects, giving rise to rapid progress in various nanoscieeres &f1-74].
The tightly focused laser beams (Fig. 1.8a) present in these tools cawdar dip
coupling of light and small particles, resulting in optical forces/torquesgoeia
erted on the particles toward the focus of the laser beam. These forqas&or
which are described in the next sub-sections, enable trapping ancbmbset ma-
nipulation of micro and nanoparticles with extremely high accuracy [9] (F&h)1
For instance, laser tweezers enable following the movements, forcestraimd in
molecular structures during a reaction [75]. By attaching glass or latedskiea
macromolecules, it is possible to trap them at the laser focus and do higreegc
position and force/torque measurements direcily [9, 69, 72, 76—79]. &tme
applications of laser tweezers in biology include measuring elastic propefties
DNA [80, 81], characterizing the mechanical unfolding of proteins 83;-and
measuring the force in single myosin molecues [85]. All of these demonstsation
are performed in fluidic environments, where the main force competing with the
optical force is due to Brownian motion. This force, which is a function offrtiz
energy of particles, pushes them out of the equilibrium point in a randstidn.
The overall motion of the particles depends on the temperature of the eménin
and the strength of optical forces. To keep the particles stably in the ofprtgal
laser tweezers typically have to produce trapping potential energies with nrmmimu
depth of 16gT, wherekg is the Boltzmann constant afidis the temperature of
the system.

1.4.1 Optical Force

Maxwell Stress Tensor

Since light radiation carries energy and momentum, it is intuitively understood
that it can transfer its energy and momentum to an object placed in its path and
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FGradient = ktrap X

FScattering

b

Figure 1.8: (a) Schematic focused beam of laser propagating downward that
produces optical forces on a particle that has larger refractive iaex
its surrounding. Two rays of light (R1 and R2) are showing the light
refraction in the particle. Since R2 is coming from the focal center
of the beam, its intensity is stronger, and therefore it transfers larger
momentum to the particle compared to R1. Therefore, the conservation
of momentum dictates the particle experiences a force toward the beam
focal center. This force, which is a result of laser intensity variation
and in the direction of light intensity gradient, is called the gradient
force. Also, both rays exersstattering forcgin the direction of light
propagation because of momentum transfer from refracted or alosorbe
light. This force tries to push the particle out of the laser trap. (b) An

experimental example of optical manipulation of multiple micron-size
colloidal silica spheres using laser tweezers (reprinted from [9]).
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hence exert an optical force on the object. If the size of a particle is mugérla
than the wavelength of the lightje Regimég the optical force can be understood
using ray optics. When a transparent particle enters a tightly localizedicadia
field, the light rays will reflect and refract and this leads to a change ifights
momentum. From Newton’s third law, the particle experiences the same amount of
momentum change in the opposite direction. In a non-uniform field like a @awuss
beam, this force is towards higher light intensity regions (when the refediciilex

of the particle is higher than the medium). As illustrated in [Fig. 1.8, the particle
is attracted towards the region with higher intensity of light (in the direction of the
gradient of light intensity) by thisdradient forcé and pushed away from the laser
focus by axial forces due to the absorption and scattering of light.

Analytical calculations of optical forces on arbitrary objects are usualty v
complicated, as it requires solving Maxwell’s equations to find electric and mag
netic fields in different media both inside and outside the objects. Therefore
optical force calculations rely on numerical methods like Maxwell Stress Ten
sor (MsT) [8€]. In this method, the total electromagnetic field distribution includ-
ing the particle is self-consistently evaluated using Finite Difference Time Do-
main FDTD) or Finite Element MethodRgM) solvers [87, 88], which discretize
(mesh) the whole physical system and solve Maxwell's equations numerically to
find electric and magnetic fields in that system. Once these fields are evaluated
the MST is integrated over a surface surrounding the particle to calculptedlio
forces, as explained below.

When a particle is placed in an electromagnetic field (electric Eedethd mag-
netic fieldB), it gets polarized and the Lorentz forde) (on the induced charges
(with charge and current densitipsandJ) inside the particle (at location and
timet) would be [89]

F(r,t) :/[p(r,t)E(r,t)+J(r,t) « B(r,t)]dV. (1.3)
From Maxwell’'s equations we can write

DxExeoE:—dd—?xsoE (1.4)
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and

JE
UxB X UuH = [ 2 0t —|—IJQJ] X HoH (1.5)
and adding these two equations gives
10H 1 0E

&(OXE)xE+u(OxH)xH=— xH+JxB. (1.6)

——=— X
2at ST Ea
The two terms on left hand side of Equation 1.6 can be written as

go(0 % E) x E+ tio(0 x H) x H = O- [50E®E—EE2<I_>] pE

—0-[HoH @ H +%H2<T>],

(1.7)

: oI .
where® refers to tensorial product andl’ is identity tensor. As a result, Equa-
tion 1.6 simplifies to

0.5 = 10('5(;:'_')+J><B, (1.8)

where?> is MST and is defined as (for material floating in vacuum background):
T = eE®E — poH o H —%(soEeruon)(I_). (1.9)

In the case of non-vacuum backgrougland Ly in equation should be replaced
with those of the background medium (igand u). Integrating Equation 1.8 over
an arbitrary volumé&/ with surfaceA that encloses all charge and current densities
(p, J) results in

j{? dA = /pE+J><BdV+

On the right-hand side, the first term is the Lorentz force on the polariaditie
(Equation 1.3) under illumination and the second term is the time variation of the
field momentum. For steady state, the second term becomes zero when the time
dependence of the fields is described@$" which is zero when averaged over a

full optical cycle [90]. Therefore, after averaging Equation 1.10r@vill optical

Zdt/EdeV (1.10)
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cycle and using Equation 1..3, we can write
(F) :]{?-dA- (1.11)
A

Thus, to rigorously find the radiation force on a particle we should defoteszd

surface surrounding the particle and then integrate the MST on this clodades

The result is the average force on the particle. To compute the optical dore

particle, onlyE andH on a closed surface are required, and these fields are self-

consistent, meaning they are the sum of incident and scattered fields. Similarly

MST can also be used to calculate the optical torque as demonstrated if13ef. |
Although MST is a rigorous method, for practical purposes it is computation-

ally expensive to perform. As mentioned above for finding the opticakfrthe

electromagnetic fields are needed over a closed surface. This meatadithdithe

optical forces on a patrticle that is in motion, all self-consistent calculatibtiseo

fields have to be done for each position of the particle. As will be discuasée

next chapter, each simulation that calculates the fields takes a few hoursft r

our optical tweezers, and this makes it impractical to study the motion of a particle

in out optical tweezers. In the next sub-section, an approximation isieggl¢ghat

can be applied to tiny nanoparticles€ A) and greatly reduces the computational

cost of force calculation. Since the particles that we are dealing with in this re

search are in this category, all force calculations in this work are peedbased

on this approximation.

Dipole Approximation

When the size of a particle is much smaller than the illumination wavelength (less
than%) of the wavelength according to Ref. [92]), we can assume the polarization
density inside the particle’s volume is uniform and only dependent on thecinicid
field at the center of the particle. In this regim&@ieigh regim®, the particle’s
response to the incident field can be assumed to be like a point dipole which ge
uniformly polarized in the radiation field. This assumption is known ashpdle
Approximatiori and as shown below, it significantly simplifies and speeds up the
force and torque calculations.

The radiation force on a dipole-like particle that possesses no static dipele mo

18



ment and responds linearly to an external electric field with polarizalifitg
given in Ref. [89]:

F(r,t) = (p(r,t)-O)E(r,t)+ % [p(r,t) x B(r,t)], (1.12)

whereF(r,t) is the total dipole forceE(r,t) andB(r,t) are the electric and mag-
netic fields, and
p=aE (1.13)

is the dipole moment of the particle. If we assume the particle is moving slowly
in an optical cycle, we can time average the optical force on a full cyclebgind
assuming time harmonic electromagnetic fields, the second term on the right side in
Equation 1.12, which corresponds to the momentum of the incident light \emish

As a result, Equation 1.12 becomes

<F(I‘,t)> - <(p(r7t)D)E(r7t)>7 (114)

which, considering harmonic fields of the foilfr,t) = Eq(r, w)e(~“*+21) and
a complex polarizability obr = a’ +ia”, can be reformulated as

a//(w)
2

a'(w)
4

(F(r, w)) = O(Eo(r, @) ) + [Eo(r, @)[? Oe(r). (1.15)

The first term of Equation 1.15 corresponds to the gradient of intenditighwis

also known as the dipole term. This part of the force comes from the intamactio
between the external electric field and the induced dipole moment of the particle
and acts in the direction of the gradient of electric field intensity. The second
term, which corresponds to the dissipative part of the polarizability, reGots
transfer of momentum of light to the particle (usually known as scattering@Yorc

In the case of lossless particles or standing waves (the case thapomedo PC
cavity modes) the second term in Equation 1.15 vanishes. This is one aglvaita
standing waves over propagating waves, because the scatteringdoro®ve the
particle out of the stable trapping point defined by the dipole term (i.e. the poin
with highest intensity). For this case, it is possible to define a potential yfarg
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the trapping force field that takes the form

a'(w)

U(r,w)=— [Eo(r, w)|?. (1.16)

The depth of this potential is the figure of merit for the effectiveness obftieal
trap for overcoming the random Brownian motion of the particles. As a rule of
thumb, a minimum potential depth of KLl is needed for stable trapping [29].
With the same procedure and again within the dipole approximation it is possible
to derive the mechanical torque generated by optical radiation on a dikele-
particle [89], which is

T= %Re{p* x EJ. (1.17)

To calculate the optical force and torque on a particle in the dipole approximatio
we only need to know the polarizability of the particle to be trapped, and thiakpa
distribution of the incident electric field (not the self-consistent field), Wh
extremely less expensive computationally compared to the more rigorous MST
method.

1.4.2 NanoTweezers

Optical tweezers — tightly focused laser beams that trap and manipulate micron-
size patrticles [€8—70] — have enabled a truly impressive array of soieltéak-
throughs [71-74]. But as demonstrated in the previous section (seti@u.15),
the trapping force is dependent on the gradient of the electric field intewsityh
relies on the focusing power of the laser tweezers’ microscope objecti/éhere-
fore is ultimately diffraction-limited. Since a Rayleigh particle’s polarizability
is proportional to its volume, large laser powers are required to trap caleos
particles. In standard optical tweezers, a 100 nm polystyrene spéguegas 15
mW [68] of laser power. This implies that for a 10 nm spherd5 W of laser
power would be needed [93]. Increasing the laser power to above 10hmayV
easily cause photo-damage to the trapped particles (especially biologjeelshb
and increased Brownian motion because of the heat it produces [94].

To overcome these drawbacks of conventional laser tweezers, naoigty c
wavelength trapping volumes and large laser power requirements, aciassl
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Colloidal Plasmonic
suspension landscape

Figure 1.9: (a) Schematic of a plasmonic nanotweezers experimental set-up,
in which a pattern of micrometre-sized gold structure is illuminated
under the Kretschmann configuration through a glass prism. The red
arrows give the direction of the incident and reflected light (reprinted
from [10]). (b)-(c) SEM and atomic force microscope images of fabri-
cated gold nanopillars. Scale bar isuin (reprinted from [11]). (d)
FDTD calculation of the electric field intensity distribution resulting
from incidence plane wave illumination of a nanopillantat 974 nm.
Intensity enhancement, that is, intensity normalized to incident inten-
sity |E|?/|Einc|? is plotted. Peak intensity enhancement is 490 times,
although upper limit of colour scale is chosen to be 20 times for vi-
sualization. The scale bar is 200 nm (reprinted from [11]). (e) Electric
field amplitude distribution of a nanoantenna with 80 nm arm and 25 nm
gap. The inset shows the SEM image of a fabricated nanoantenna with
10 nm gap. The scale bar is 100 nm (reprinted from [12]). (f) Double-
hole nanotweezers with a 15 nm tip separation used for trapping 12 nm
silica spheres (reprinted from [13]).
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of “Nanotweezefshas emerged [69, 93], which relies on strong local enhance-
ment of the exciting laser intensity. These new types of tweezers, which are
mostly plasmon-based [10] or dielectric cavity-based [95], confine ligit éx-
tremely small regions and enhance its intensity, allowing for ultra-accurate an
non-invasive positioning of single nano-objects at low excitation powargher-
more, because of their considerably smaller footprint, they enable optpalitg

and manipulation of small particles on Lab-on-Chip systems at reduced costs

The collective resonant excitations of plasmons in metallic nanostructures (
known as Localized Plasmon Polariton®#)) gives rise to a large electric field
enhancement in the near-field of the nanostructures. Because of théesihmes
of these nanostructures (see IFig. 1.9), their plasmonic resonanees Yeny large
electric field gradient and thus, produce a strong optical gradierd {86J. The
first experimental demonstration of metallic nanotweezers was done with micron
sized polystyrene particles with metallic nanopillars patterned on a glassatebstr
The LPP of the pillars was excited by the evanescent light of a laser gaksirugh
a prism by TIR [97] (see Fig. 1.9a-d). Smaller metalli@ho-antenndswith dif-
ferent shapes have subsequently been fabricated and used toigrab.9E-f) 10
nm gold nanopatrticles [12] and 12 nm silica spheres [13]. In anotheg signif-
icant demonstration [98], a singled3nm Bovin serum albumin protein molecule
has been trapped using double-hole nanotweezerswithmW of incident power.

The huge improvement in the size of the trapped nanopatrticles in these metallic
nanostructures is because of the extreme sub-wavelength concertfatiefield,
which gives rise to enormous field enhancements near the surface of thAe me
Another benefit of these nanotweezers is their compatibility with microfluidic in-
tegration as demonstrated in Ref. [99].

A second type of nanotweezer is based on dielectric photonic microcavities
(resonators) thainly confine light down to volumes on the order of a cubic wave-
length in the host dielectric, but that can have h@Hactors [3]. The highQ
factors can, to a large degree, offset the lesser confinement (cetnfmaplas-
monic nanotweezers), by resonantly building up a larger modal field intefosity
a given CW excitation power. These dielectric cavity structures also thiéesig-
nificant advantage of being easily integrated with other optical elements@n Ph
tonic Lightwave Circuits #LC) for more complex nanomanipulation like sorting
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Figure 1.10: (a) Schematic of a microtoroid coupled to an optical fiber (not
to scale) (reprinted from [14]). In this system, a frequency-tuned laser
beam is evanescently coupled to a @t diameter microtoroid by
an optical fiber (red). The microtoroids have loadgsl (i.e. Q of
a cavity when connected to waveguides in a circuit) of 110°—5 x
10° in water at 633 nm and can trap 5 nm silica nanoparticles. (b)
SEM images of a Jum radius microring nanotweezers wighfactor
of 860 (reprint from [15]). Polystyrene particles with diameters of 500
nm can be stably trapped and propelled along the microring resonator
with speeds of 11um/s at 9 mW in the bus waveguide. (c)-(d) The
top-view schematic of a microdisk resonator with two bus waveguides
along with the normalized electric field amplitude distribution of its
modes. The corresponding zoom-in-view images near the coupling
gap are shown in the insets (reprinted from [16]). A8 diameter,

700 nm thick SiN microdisk resonator has been demonstrated [17] to
trap 1 um polystyrene particles with- 7 mW of input power with
quality factors from 3000-6000.
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and storing [15, 18-20, 100].

One group of cavity-based nanotweezers (Fig. 1.10) includes micsodigk
microtoroids [14] and microrings [15] which confine light through TIR ¢etsown
as ‘Whispering Gallery Moderesonators). They hav® factors from a few hun-
dreds to several millions and can trap particles ranging from 5 nm to a fevamsicr
with about 10 mW of power [15-17]. The other main category of cavityetlas
nanotweezers exploit PC microcavities that were described in Section i3t L
in these nanotweezers is confined to a defect region in a photonic lagnstrgc-
ture, where light propagation of a certain range of frequencies is inflibiteese
cavities have comparabl@ factors as WGM resonators but they can have much
smaller mode volumes, which reduces the required power for optical tigapgin
increasing the light-matter interaction strength.

In 2010, the first experimental demonstration (I=ig. 1.11a-b) of optigaping
using PC nanotweezers was done [180B0 nm polystyrene nanoparticles with
a 1D PC resonator (also known asrehobearhcavity). The loaded) for this
device is 2500 in water. In the same article, the ability of these nanotweezers to
transport, trap, and manipulate larger nanoparticles by simultaneouslyitigxplo
the propagating nature of the light in a coupling waveguide was demonstrated
This class of optical nhanotweezers lays the groundwork for photonttopias
that could eventually enable complex all-optical single molecule manipulation and
directed assembly of nanoscale material [18]. Two years later, the saune de-
veloped a new 1D silicon-nitride PC nanotweezer ((Fig. 1.11c) that cpratrd
release quantum dots, and 22 nm polymer particles [19]. This nanobediy c
has aQ factor of ~ 5000 and mode volume of 4.4 cubic wavelengths, which
operates with~ 10 mW of coupled power into the resonator. In Ref. [101], a
1D nanobeam cavity witkQ factor of ~ 2000 and mode volume of a cubic effec-
tive wavelength (i.e. the wavelength inside silicon which is the cavity material),
was exploited for the auto-assembly ofifin dielectric particles inside an optoflu-
idic cell designed to enable the assembly of multiple particles with different stable
conformations at @mW injected power. The same group in a proof-of-concept
demonstration [102], used multiple coupled nanobeam cavities to createra rec
figurable nanotweezers, which upon switching the excitation wavelengtrebe
different resonances of the nanotweezers, could manipulate the taardathe
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Layer

Figure 1.11: (a) Schematic of a 1D PC resonator for enhanced optical trap-
ping. (b) Simulated electric field intensity profile of the cavity mode
showing the strong field confinement and amplification within the one-
dimensional resonator cavity. The black arrows indicate the direction
and magnitude of the local optical forces (reprinted from [18]). (c)
SEM image of a silicon nitride PC cavity along with FDTD simulation
showing the electric field intensity distribution near the resonator cav-
ity (arbitrary unit). Strong field enhancement can be seen within the
small hole at the center of the cavity. Scale bars agaml(reprinted
from [19]).

trapped microspheres.

Although the first predictions [103, 104] about the use of PC nanowvedar
optical trapping referred to 2D PC cavities, it was not until 2013 that teedind
only other experimental demonstration was published [20]. In this workhesn
in Fig. 1.12, 500nm dielectric particles were optically trapped in a cavity ®ith
factor of 2000 and injected power of 120V in the waveguide. The main advan-
tage of this structure compared to previously discussed 1D PC nanotagezbe
good overlap between the cavity mode electric field and the trapped nénolgpar
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a Trapped particle

Hollow cavity

Figure 1.12: (a) Schematic of a 2D PC hollow resonator along with its sim-
ulated electric field intensity profile of the cavity mode showing the
strong field confinement and amplification within hollow region. (b)
SEM image of device showing the hollow cavity and the PC waveg-
uide. (c) The side view of the hollow cavity and the profile of the field
intensity showing the good overlap between the field and the trapped
particle. The experiment&) factor is 2000 and the mode volume i20
time cubic wavelength. For stable trapping of 500 nm dielectric parti-
cles, 120uW of power is launched into the PC waveguide (reprinted
from [20]).

(Fig./1.12c). The work described in this thesis builds on this concept, byfyiuygl
the cavity and coupling geometries to achieve high Q values and higher tappin
forces for a given coupled laser power.

1.5 Sensing and Backaction Effect

As mentioned above, nanotweezers in general (both plasmonic and diedawtty-
based nanotweezers) generate enhanced electric fields that aneddafiiny vol-
umes. They also possess an additional interesting feature that is nofdritsiosn-
ventional laser tweezers, which is their resonant behavior. All of thEsetures
operate at well-defined resonance wavelengths that are defined logahdielec-
tric environment where the modal light field is enhanced. A particle trappttkin
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near field of a nanotweezers’ mode can therefore, in general, modify theaaiec

ity’s resonant frequency by changing that dielectric environment. Theeinde

of the particle on the resonant frequency depends in general on itszpblty

and its location within the microcavity. This is a major difference compared to the
physics of laser tweezers where the particle does not have a noticdai@aae on

the exciting laser field. This effect, which is known &stkactiori[94, 105, 106],
complicates the dynamics of the trapping mechanism (the coupled laser pewer b
comes dependent on the position of the particle), but it also provides arfubw
means by which to easily study the dynamics of the trapped particle, as didcuss
below.

In Ref. [94], the authors exploited a plasmonic nanotweezers made nbaper-
ture in a metal film to trap a 50nm polystyrene sphere that has an active role
in enhancing the restoring force. They demonstrated experimentally theat wh
a particle gets near to the nanoaperture mainly by random Brownian motion, the
transmittance of the nanoaperture gets influenced by the presence @irtictep
because of the refractive index changes it induces in the nanoaperiviron-
ment (backaction effect). As a result of this backaction effect, whicheir tase
was an increase in the transmittance of the nanoaperture, the light intensity and
therefore optical forces on the particle is enhanced thus effectivelyahéng the
trapping potential. On the same basis, in Ref. [27] a double-hole plasmamic na
otweezers (Fig. 1.9) enabled trapping of a 20-nm biotin-coated polystyrarti-
cle in a solution containing streptavidin. Of particular note in' [27], because th
backaction modifies the transmission, the dynamics of the trapped particle could
be easily monitored by simply taking time-series data of the transmitted laser in-
tensity. This makes these nanotweezers an excellent single-moleculdiogsolu
sensor for studying biomolecular interactions and dynamics at a single relecu
level [27, 283, 107].

The backaction of trapped particles on dielectric cavity-based nanatvwseez
has also been studied in recent years [20, 25, 95,105, 106, 168, A0 of
these demonstrations are based on measuring the amount of shift in theneso
of the cavities because of the trapped particles’ backaction. Using lpatituer
calculations [105], this shift for a cavity with a spherical Rayleigh partistedller
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thanzi0 [92]) inside it is predicted to be

a’|E(r)[?

A = o fdre(n)E(ME

(1.18)

whereAg is the original resonance of the cavity before trapping the particle (empty
cavity resonance)y’ is the real part of particle’s polarizability (for spherical par-
ticles the polarizability is defined in Equation 4.2),s the permittivity of the
medium at locatiorr andE(r) is the empty cavity electric field at the location
of the particler. The integral at the denominator of this equation is the energy
stored in the cavity which depends on the mode profile of the cavity. This rela-
tionship shows the dependence of the cavity resonance on the trappietesa
polarizability and location.

The resulting position-dependent shift of the cavity resonance gisesa a
change in the amount of energy coupled into the cavity and therefore caeslic
the optical trapping physics from what it would be if the intensity of the tragpin
field inside the cavity was independent of the particle’s position. Howavanal-
ogy with the effect of backaction in the plasmonic nanotweezers, the faictht@
transmission of the trapping laser depends on the position of the trapptd par
cle means that the transmitted intensity time-series data contains a fingerprint of
the particle’s dynamics, and hence offers a relatively simple means dhgehe
properties of the trapped particle.

Our objectives in this project are first to design an efficient 2D PC narexter
that produces larger trapping forces compared to previous desigrseaandly to
exploit them for simultaneous trapping and sensing of sub-50 nm Au aaticps.

The designed PC nanotweezers have small mode volurhe@dic wavelength),
high-Q factor (up to 7000and more importantlyarge overlap between the cavity
mode profile and the trapped particles (i.e. in contrast to disk and ringatesen

the mode lives in the space outside the dielectric medium, which can be filled with
solution containing the particles to be trapped), which results in extreme sipsiti

to backaction of trapped patrticles.

In Chapter 2, the design of these devices is described. The procasdesc
investigating the influence of various design parameters on the perfoerohtice
devices and optimizing them using a commercial FDTD Maxwell equation solver.
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In Chapter 3, the fabrication process and the experimental setup fogtdstin
fabricated devices are described in detail. Furthermore, the initial testsugdf re
on the fabricated devices is presented and compared with the simulation tesults
investigate the agreement between them. The results of this chapter artdrZhap
are published in Refs. [L, 2].

In Chapter 4, the fabricated devices are used for trapping sphedlth(Au)
nanoparticles and sensing the change in the refractive index of the mealismif-
consistent model is presented to analyze the backaction of the trappietepam
the optical transmission signal of the devices during trapping experimehitsh w
led us to estimate the size of trapped nanoparticles. This work shows theetran
transmission time series data alone can be used, together with a self-cdnsisten
electrodynamic model of the perturbed cavity transmission, to quantify thekize
nominally spherical Au nanoparticles with nanometre sensitivity, and to quantif
the fluctuation of the particle’s effective polarizability while in the trap. Thsutes
of this chapter are published in Ref. [3].

In Chapter 5, the model present in the previous chapter is generalizeitden
anisotropic particles and then the modified model is applied to the experimental re
sults from trapping Au nanorods. It is explained how the rotation of thetoisic
particles modifies the transmission signal of the devices and this distinct-behav
ior is exploited to differentiate particles with different degrees of anisgtnophe
optical trap. The trapping results in this chapter are to our knowledge #te fir
experimental demonstration of trappiagh50 nm anisotropigarticles using PC
cavity-based nanotweezers.

Chapter 6 is the concluding chapter. An outlook of PC nanostructuresufier
ous applications is presented and the limitations and possible improvements of our
analysis are discussed.
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Chapter 2

Device Design

2.1 Introduction

The present chapter focuses on designing SOl PLCs and exploitsdigs dlex-

ibility of PCs to integrate highQ, low mode volume ) microcavities wherein
the mode energy resides almost entirely in the background dielectric (vaaua

solvent) with more conventional SOI-based grating couplers, and silicannel

(ridge) waveguides, where the field is predominantly in the silicon.

Such structures (Fig. 2.1) are of interest for applications where ongsvi@a
enhance the interaction of circuit-bound photons with matter that cannanbe e
bedded within the silicon. The relevant applications for our project atieap
trapping of nanoscale objects dissolved in solution using optical forakepatical
sensing, where small amounts of some material in solution is detected due to its
effect on the refractive index of background medium.

In the next section of this chapter, a PLC design is introduced that allows op
eration in fluidic medium, which is necessary for the applications discussse ab
The basic elements of a PLC for confining laser light are grating coupgersti-
pling laser light into the silicon slab, different types of waveguides fdrapsig the
light wavefront and guiding it through the PLC with minimum loss, and reseogato
for the ultimate light confinement. Different aspects of this design that irfkien
its performance are investigated, and in Section 2.3 some maodifications are ap-
plied to the original PLC design to enhance light confinement inside the candty a
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Figure 2.1: Layout of a full device SC1 including the grating couplers, cav-
ity and waveguides sitting on Siubstrate (in red). The gratings are
separated by 680 microns. The input/output light is injected/collected
at 17 angle to the normal to grating plane.

approach the optimal performance. The goal of the modifications is to minimize
out-of-plane losses in the waveguides and increase the efficienciéfeoémt in-
terconnections of the PLC. To show the effectiveness of these modifisatioe
optical trapping force of the cavity mode on a 50 nm Au nanosphere islasdu
and compared for both designs. These two designed structures emedeto as
SC1 and SC2, respectively. They are studied using finite-differencecimein
(FDTD) simulation software from Lumerical Solutions [87].

All data and simulations in this thesis correspond to samples with a 220 nm
thick silicon layer on top of a gim thick buried oxide layer that robustly supports
all circuit elements. The refractive index of the top cladding in all simulatidns o
this chapter is assumed to hgx= 1.365. This is the refractive index of hexane
which is a common non-polar solvent for suspending some nanoparticlesglik
loidal Pb-based quantum dots). On the other hand, this number is alsdalbse
refractive index of isopropanohipa = 1.37), a typical polar solvent for suspend-
ing another class of nanoparticles (Au, Ag nanopatrticles). Therdfweesults of
simulations in this Chapter are potentially applicable for trapping a wide range of
nanoparticles.

31



2.2 SC1 Structure

The full SC1 photonic circuit that is initially designed includes a Photonic t@tys
Slot (Pc9 Cavity, input/output grating couplers, single mode silicon ridge waveg-
uides, and 1D PC coupling waveguides (see Fig. 2.1). Two 2D PC gratimng c
plers [39] are used to launch light from a tunable laser diode, via pkcaapered
waveguides, into and out of single mode silicon channel waveguidesdahagect

to the PCS cavity region.

As illustrated in Fig 2.1, the channel waveguides of SC1 devices areaurv
so that the input and output grating couplers do not sit on the same line. This
makes the experimental signal measured at the output grating coupleoi®gsas
the scattered light from the input grating coupler that is guided throughritieru
cladding layer does not get detected. The design of the PCS cavity t¢eidina
from “slot-waveguidéstructures (see Fig. 2.2) developed by the authors in [21]
that support propagating modes in channel waveguides wherein mibst wiode
profile is concentrated in the air/solvent gap between two silicon ridgeseTave
been used extensively in the sensor community [110, 111]. The authfi$Zp
showed theoretically that if such a slot waveguide was surrounded ByRClon
either end, a fully 3D localized mode could be trapped in a volume less than a tenth
of a cubic half (free space) wavelength 0.1(A /2)3). This design assumed a slot
width of only 20 nm.

It is subsequently suggested [113] a slot waveguide structure suiediby a
2D PC that could achieve almost as small a mode volume, but for larger skbiswid
that should be easier to fabricate. Their cavity was defined by locally modify
just a few of the holes in the PC, nearest to the waveguide. In [114],uthe
demonstrated higk® values and strong sensitivity of resonant frequencies to the
background refractive index in slot cavities defined by varying the pifcthe
surrounding PC along the slot waveguide axis. These, as well asosigvgel115]
high-Q PC based slot cavities, are based fneé-standiny structures where the
underlying cladding layer is removed after the PC structures are etchetheto
silicon. They also required butt-coupling of the excitation source to theguade.

The design details of each segment of the full SC1 circuit are descrilibd in
following sub-sections.

32



-
|

o
o

=4
3
1

o
S
1

e
[
L

Transverse E-field amplitude (a.u.)
o

—
O
~

Figure 2.2: Transverse electric field profile of the quasi-TE mode in a SOI-
based slot waveguide. The origin of the coordinate system is located
at the center of the waveguide, with a horizontalxis and a vertical
y-axis. ny is the refractive index of silicon ant is the refractive index
of SiO,. (a) Contour of the electric field amplitude and the electric
field lines. (b) 3D surface plot of the electric field amplitude (reprinted
from [21]).
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2.2.1 Grating Couplers and Slab Waveguides (device SC1)

The grating couplers consist of a 2D rectangular lattice of holes in a 2Zjlicon

slab. This design is selected because Young’s lab had experience witypehiaf
relatively simple and efficient coupler [39]. The radius and the pitch o§théng
coupler holes (see Fig. 2.3) are chosen so that the transmission effioktie
grating coupler is a maximum at the resonant wavelength of the cavity and the
incident angle required by experiment conditions. Each grating occapiesea

of ~ 20 um x20 um and is designed for operating wigkpolarized excitation.

The light diffracted in-plane from a grating coupler is transferred fiosa
tapered multimode waveguide that gradually shrinks and connects to a sirgdge mo
waveguide (Fig. 2.3a). The long 3@0n parabolic shaped waveguide ensures low
dissipation light transfer to the single mode channel waveguide of width @50 n

Using FDTD simulations, g-polarized (refer to Fig. 2.3) Gaussian beam with
waist diameter of 1um is launched into the grating coupler at a 17 degree incident
angle with thez-axis. The source is located 90 nm above the silicon slab and its
center is 5um away from the beginning of the tapered waveguide along thes.
This x distance is optimized to have highest transmission efficiency for the grating
coupler. The transmitted power in the beginning of the tapered waveguitta@n
end of single-mode channel waveguide are calculated using 2D fregidemain
power monitors (yellow lines are monitors in Fig. 2.3a). The total transmission
efficiency of the whole structure as well as transmission of each of its sedto
illustrated in Fig' 2.3c. The hole radius of this grating coupler is 230 nm with 795
nm and 750 nm pitches along tkeindy axes, respectively. The width of the ta-
pered waveguide at its beginning is i4n. The simulation region is uniformly
meshed with mesh sizes @9.75 nm 37.5 nm 22 nm) alongx,y, z directions re-
spectively. These numbers are an integer factor of the lattice pitch of tiegr
along thex andy directions. In thez direction since the structure is not periodic,
the mesh size is selected based on the smallest feature size, which is the silicon
slab thickness (i.e. 220 nm). These meshing considerations ensureitbqitgr
of the PC structures is not destroyed by discretization.
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Figure 2.3: [(a)-(b)] FDTD simulation layout of the SOI grating coupler that
diverts the excitation laser into a parabolic tapered waveguide connected
to a single mode channel waveguide. Its polarization and injection di-
rections are shown with pink arrows. All feature sizes are described in
2.2.1. The picture scale alongandy axes are the same but different
than thez axis scale. (c) The transmission of this structure is calcu-
lated using two monitors (yellow lines in (a)). The blue curve is the
transmission from the source up to the beginning of the tapered waveg-
uide (monitor M1) and the black is the efficiency of the whole structure
(i.e. from the source up to the channel waveguide (monitor M2). The
red curve, which is the division of the black curve to the blue curve,
is showing the transmission efficiency of the tapered waveguide (the
structure between the two monitors).
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2.2.2 Photonic Crystal Slot Cavity (SC1 device)

Here we designed a PCS cavity (Fig. 2.4) based on a design in [113H4t5]
supports high®, small volume modes in solution without having to remove the
silicon dioxide layer beneath the cavities. The background PC region tseapr

a hexagonal array of circular holes separated by 490 nm, and with dutilesrof

r = 160 nm, which was designed to have a TE PBG from 1495 nm to 1800 nm.
To transfer laser light to the PCS cavity, the other end of single mode channe
waveguide is connected via a short impedance matching region [40, 1¥6] to
PC waveguides that simply omit a row of holes from the background PC.

Various defects are introduced into the background PC to excite a 3D local-
ized mode in the center of the PC (see Section 1.3). A narrow 90 nm slot runs
horizontally, through the middle of the PC, forming a distinct 1D waveguide. Th
W1 waveguides intersect the slot at 60 degrees (Fig. 2.4). The light iWthe
waveguides propagates primarily in the silicon, while the slot waveguidensmnfi
the light primarily in the air or solvent gap. When the position of the 3 rings of
holes adjacent to the slot waveguide (different color holes in Fig. 2.dtyden
the two W1 waveguides are intentionally shifted away from the slot, two 3D local-
ized modes (Fig. 2.5a-b) are drawn out of the slot waveguide contirii#,[and
these 3D localized modes are exploited in this circuit design. The 4 clodest ho
to the slot are shifted by = 12 nm, the next ring of holes (10 holes) are shifted
by s, = 8 nm, and the third ring of holes (16 holes) are shiftecdy: 4 nm.

Figure 2.4b also shows how the two different waveguide types are ctathe
via a single toupling holé (black color holes) with radiusr{) that can vary from
device to device to adjust the coupling efficiency between the 1D wavegaite
the cavity. This geometry, though not fully optimized in this design, allows inde-
pendent access to the slot waveguide from the ends, which may betagkens
for some applications. Also, this angled coupling between the waveguidessallo
for exciting both highQ modes of the cavity which are polarized orthogonally
at the cavity center. Figure 2.5a-b shows the electric field intensity distribution
in the vicinity of the SC1 slot-cavity modes in hexane. Mode 1 (Fig. 2.5a) with
resonance wavelengthy = 15674 nm is more concentrated in the slot and it is
mainly y-polarized and has a smaller mode voluNigdge = 0.1(%)3). Mode 2
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Figure 2.4: (a) Layout of a SC1 slot-cavity with input/output channel waveg-
uides. The channel waveguides have a width of 450 nm. A mode source
is used to send light into the input channel waveguide and a monitor (M1
in yellow color) is located at the output channel waveguide to calculate
the transmission of the device from input to output channel waveguides
(spectrum shown in Fig. 2.5c). (b) Enlarged image of the cavity region
at the center of the structure. The 30 different color holes near to the slo
are shifted away from it to create two defect modes. Similar color holes
are shifted the same amount. The hole shiftssare 12 nm,s, = 8 nm
andsz = 4 nm, going from inner ring of holes outward. The two smaller
coupling holes at the end of PC waveguides in black color have radius
rc = 110 nm. The radius for the rest holes of the P€4s160 nm and
the lattice period i&. = 490 nm. The width of the slot is 90 nm.

(Fig. 2.5b) which is mainly in the four central holes of the cavity-igolarized at
cavity center and has mode voluNigogqe = 0.4(%)3, whereA, = 15866 nm.
Figure 2.5¢ shows the theoretical transmission of the device shown in Fig. 2.4
A TE-polarized mode with well-defined power in the input silicon channelegav
uide is launched towards the cavity region, and the corresponding frotiner out-

put silicon channel waveguide is calculated using a 2D frequency-dopasier
monitor, from which the theoretical transmission of each mode is obtained. The
FDTD simulation for calculating the transmission spectra of this structure with
1240x 1402x 100 gridpoints and using 256 processors take) hours to finish.
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The simulation length is set to 40 ps, to obtain good resolutio83 GHz) on the
frequency-domain data.

2.2.3 SC1 Device Performance Discussion

The simulated resonant transmission of Mode 1 for the structure in Fig. 2.4 is
2.1%. TheQ factor of this structure when the W1 PC waveguides are omitted
(Qu) is 9600 while the loade® (Q) is 7400. In the absence of losses in waveg-
uide regions, the expected theoretical resonant transmission of thisustrie

T = (¥5%)? = 5.25%, which is bigger than what the FDTD simulation gives
us (i.e. 21%). This means 60% of the power that is supposed to be transmitted
to the output channel waveguide is dissipated in the waveguides and jundipn
running more simulations with power monitors at different locations, it is found
that this power loss is caused by three main factors:

The first reason is evident from the W1 PC waveguide band structoxensh
in Fig. 2.5d. At the cavity resonant wavelengths, the PC waveguide bdod is
cated above the SiOsubstrate light-line, which leads to coupling to continuum
modes and therefore to intrinsic out-of-plane diffraction losses in the R@grva
uide region. The second reason is because of out-of-plane scatttitgjunction
between channel and PC waveguides. In fact, nearly 33% of the injpotest in
the input single mode channel waveguide dissipates during traveling thtbeg
reference PC waveguide structure, as illustrated in Fig. 2.6b. In thisfigue
structure consists of only channel and W1 PC waveguides with no caviteba
them. Again, the first TE mode of the input silicon channel waveguide is ekcite
and the output power is measured using power monitors. The transmissioe-an
flection efficiencies are shown in Fig. 2.6b. The 33% power loss in this simulatio
is a result of scattering at the intersection of waveguides (14%) andf-qidioe
scattering (19%) along the PC waveguide. The reflection is negligible a¢$loe r
nance of the cavity~ 1%).

Unfortunately, there is not much room below the light-line to be used for
improving transmission efficiency through the PC waveguide section. Also, th
waveguide band is almost flat below the light-line, which means slow group-velo
ity and therefore higher losses due to scattering from rough surfadelsrwated
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Figure 2.5: The normalized electric field intensity profile of Mode 1 (a) and
Mode 2 (b) of the SC1 slot-cavity overlapped with the cavity structure.
(c) The transmission efficiency of the structure in IFig. 2.4 showing two
high quality modes of this cavity. Th@ for Mode 1 @; = 1567.4 nm)
is 7400 and Mode 2A, = 15866 nm) is 8100. (d) The TE transmis-
sion band of W1 PC waveguides overlapped with Sight line (black
sloped line) and two resonances of the SC1 cavity (Mode 1 in red and
Mode 2 in blue color). (e) The two TE transmission bands of the PCS
waveguide. The red curve has the same characteristics as Mode 1 of the
cavity and blue curve corresponds to Mode 2. Again, the dashed lines
are the SC1 cavity resonance modes.
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devices. The other problem with such a small range of frequency is itrafat-
rication imperfections, it is almost impossible to achieve the target frequency.
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Figure 2.6: (a) Layout of the FDTD simulation for calculating the power loss
in the W1 PC waveguides of the structure in Fig. 2.4. The length of
the W1 PC waveguide in this simulation is 29 pitches, equivalent to
the total length of W1 PC waveguides in Fig. 2.4. All feature sizes are
similar to the structure in Fig. 2.4. (b) The transmission spectrum (blue),
reflection spectrum (red) and the sum of them (black) for the structure
in (a) calculated from input to output channel waveguide. The dashed
line shows the wavelength of Model of the cavity. The transmission
value for the structure in (a) at Model resonance 87%.

The third important source of power loss is the scattering and reflectioe at th
coupling hole at the end of the PC waveguide (see Fig. 2.7). It is founcatha
the resonance of Mode 1, nearly 23% of the power that passes thé iepdittPC
waveguide reflects and dissipates around the coupling hole region. Thisrgea
source of loss which is due to poor mode matching between the PC waveguide
mode and the cavity modes. This measurement means that the overall transmissio
efficiency of input-output coupling holes i1 — 0.23)? = 60%, which reduces
the device overall efficiency. With these fundamental losses, evenrgingahe
coupling hole radius (see Fig. 2.4), it is not possible to get the optimized 25%
efficiency required to have maximum energy in the cavity.

Despite all these sources of power dissipation, we tried to measure the func
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Figure 2.7: (a) Layout of the FDTD simulation for calculating the power loss
in different parts of the structure in Fig. 2.4. All feature sizes are similar
to the structure in Fig. 2.4 and the color of the holes are modified for
better distinction from the yellow power monitors. (b) The enlarged
image around one of the two coupling holes of this structure (in black
color) shows the power monitor (small yellow box around the coupling
hole) that measures the vertical losses occurring at this coupling hole.

tionality of the SC1 device as optical tweezers by calculating the optical trgppin
potentials (see Equation 1.16) generated in both modes of this cavity (s2eg5ig.
These plots show the trapping potential energy for a 50 nm Au nanaspher
duced in Mode 1 and 2 of this cavity when 1 mW (maximum power available in
our experimental setup) of continuous laser power is injected into the ihpanel
waveguide. This low laser power prevents photo-damaging of the traqgexgpar-
ticles as often happens in more common laser tweezers.

For stable trapping, a potential depth of at leadtgT0is needed [9, 29, 68],
whereksg is the Boltzman constant aridis the temperature (here assumed to be
300 Kelvin). As illustrated in Fig. 2.8, the maximum potential depth of Mode 1 is
21T and for Mode 2 this number is kgT. Therefore, even with large losses in
the waveguides and inefficient coupling of this structure, both modes ofahity ¢
theoretically produce large enough optical force to confine and trapan Zu
particle at mW-level laser power. For Mode 1, this calculation suggest®tiat
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0.05 mW of power in the input channel waveguide is required to trap suticlpar

The main reasons for producing such strong traps at low laser poe@iligr to
these particular PCS cavities, are the small volume of the modes (especiaky Mod
1 of the cavity) and the fact that the high intensity part of the cavity modes is
outside the silicon slab and is therefore directly accessible by nanopaitiches
solution.
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Figure 2.8: The optical trapping potential (absolute value) of the SC1 cav-
ity (see Fig. 2.4), calculated for Mode 1 (a) and Mode 2 (b) on a 50
nm diameter Au nanosphere. The injected power in the input channel
waveguide (the top waveguide in Fig. 2.4a) is 1 mW. The unit of the
colorbar is inkgT.

2.3 SC2 Structure

Although the SC1 design in the previous section has a promising ability to pgoduc
enough optical force for trapping 50 nm Au particles, it has low transnmissio
ficiency, which limits the trapping potential of this device especially, for tragpin
sub-10 nm particles like semiconductor quantum dots. The ability to trap these
small light sources precisely at the cavity anti-node would be very usefolild-

ing low-threshold single quantum dot lasers[24] or controlling spontaemis-

sion of single quantum dots for cavity quantum electrodynamics[23]. Tease

the optical trapping forces, an improved PCS cavity-based design, nesai

was created, which is schematically illustrated in [Fig. 2.9. The goals in designing
SC2 are first to enhance the unloaded ca@tfactor (hence reduce out-of-plane
energy loss in the cavity region) and then increase the coupling effictfirdij-
ferent parts of the device. All these improvements are performed foeNMad the
cavity as its better light confinement produces stronger optical foroapaed
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to Mode 2. To enhance the PCS cavdy some feature sizes in the PCS cavity
structure are modified. And to increase coupling efficiencies for cavitgevin
angled coupling in the SC1 design is replaced with a butt-coupling geometry. Ad
ditionally, to further improve the SC1 design, a new grating coupler is included
SC2 devices that offers larger bandwidth and slightly higher transmisBianing

the design process, it is attempted to avoid partially etching the silicon slab or un-
deretching the device undercladding, which keeps the fabrication sy @beple

with only a single lithography/single etch step.

Figure 2.9: Layout of the full SC2 device including the grating couplers,
cavity and waveguides. The channel waveguides are curved withsradiu
of 5 um.

2.3.1 PC Slot Cavity Q Factor Enhancement (SC2 devices)

By simulating slot cavities with different sets of cavity hole shifts, it is found tha
reducing the shift of the holes increases @actor of the unloaded cavity. There-
fore, the hole shifts in the SC1 structure get halvesite 6 nm,s, =4 nm,s3 =2

nm in SC2 devices. The minimum shift is held at 2 nm for an easier fabrication
process. Since reducing the hole shift increases cavity effectivactioke index

and hence the resonance wavelength of the cavity, we modified the rddhes o
background PC holes as well as the width of the slot to keep the cavityaresen
nearly the same as the SC1 cavity. The reason is to keep the resonanceid-the
dle of our laser working range (1520 nm to 1630 nm). The hole radiusedb @R

PC is reduced by 10 nm to 150 nm and the pitch of the PC lattice is kept at the
same value of 490 nm. The slot width is 100 nm for this design.
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The theoretical) of Mode 1 of SC2 cavity, when no waveguide is connected
to it, is 18500, as shown in Fig. 2.10. This number is increased compared@ the
of SC1 cavity (9600 for Mode 1), which means less vertical loss in the @aevtyc
design.

2.3.2 Photonic Crystal Slot (PCS) Waveguide Optimization§C2
device)

As discussed in 2.2.3 the losses in the W1 PC waveguides are limiting the transmis-
sion of SC1 devices due to vertical losses. Therefore, in SC2 dewieegttempted

to find a better way of loading the cavity. Since Mode 1 is mostly concentrated in
the slot and its shape is basically a perturbed version of the PCS wavegodtiz

it is expected that a butt-coupled geometry through the PCS waveguidéd lveou

a more efficient way of exciting cavity Mode 1. Therefore in the SC2 design
exploited the PCS waveguides to couple light into cavity Mode 1.

To be able to guide light in PCS waveguides, the nearest row of holes next
to the slot are moved away from the slot in SC2 design. By shifting the rieares
row of holes away from the slot, it is possible to shift down the PCS waveguid
mode into the bandgap and transfer light through it. The amount of sideishift
determined by considering two factors: i) The group velocity of the modetwhic
determines the scattering loss in the PCS waveguide, ii) the mode profile matching
between the PCS waveguide mode and Mode 1 of the cavity which influences
the coupling strength between the modes. It is found a hole shift of 40 nm is a
good compromise of both factors. Larger shifts lead to worse mismatch betwee
mode profiles, and smaller shifts result in slow group velocities, which dagker
scattering losses. Figure 2.11 shows the band structure of PCS waa®{ghadwn
in Fig. 2.14 with three different side-shifts for the first row of holes) caneg to a
W1 PC waveguide. Reducing the amount of hole shifts gives rise to shiftitigeu
PCS waveguide band, which means the cavity resonance (black dashedilin
intersect the PCS waveguide band at its flat end. This shallow slope of28e P
waveguide mode causes higher scattering losses.
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Figure 2.10: [(a)-(b)] The FDTD simulation layout showing the size of the

simulation region (orange rectangle) and the locatiory-pblarized
electric dipole source (double-side blue arrow). The yellow crosses
are the point time monitors to record the decay of the cavity electric
field in time domain. The radius of the holesris= 150 nm, the slot
width is s= 100 nm and the cavity hole shifts asg= 6 nm (black
color holes),s; = 4 nm (pink color holes) ands = 2 nm (blue color
holes). The Fast Fourier Transform (FFT) of the electric field of mode
1 measured by time monitors for SC2 (c) versus SC1 (d) cavity design.
The cavity is unloaded and is sitting @ox layer (3 um thick SiG

on top of a millimeter thick silicon) and hexane is the upper cladding.
The Q-factor of Mode 1 for SC2 cavity design (c) is 18500 while for
SC1 cavity design (d) is 9600. The mode volume of Mode 1 in SC2
structure i9/yoge = 0.14(%)3, while in SC1 structure wadyioge =

0.1(7%)%.
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Figure 2.11: (a) Transmission band structure of the W1 PC waveguide cal-
culated using 3D FDTD simulations (PC hole radius of 160 nm). The
solid black line is the light-line for Si@under-cladding and the dashed
line is the resonance of model of the initial design (i.e. Fig.'2.10d). (b)
Transmission band structure of a PCS waveguide with hole radius of
150 nm and slot width of 200 nm. The first row of holes adjacent to the
slot are shifted by 15 nm (red), 25 nm (pink), and 40 nm (blue) from
their lattice point to lower the waveguide band frequency so that it in-
tersects with the cavity mode to guide light in/out of it. Again, the solid
black line is the light-line for SiQunder-cladding. But the dashed line
is the resonance of model of the improved cavity (i.e. Fig. 2.10c).

2.3.3 1D Nanowire to Slot Waveguide Adapter (SC2 device)

Since ridge or nanowire waveguides are most often used for routinglsign
photonic circuits, it is important and nontrivial to efficiently couple light frdmam
into slot-style waveguides. The challenge is rooted in the effective indeernaxle
profile mismatch between typical nanowire and slot waveguide modes.

Several proposed designs for efficient coupling between nanowiieskt
waveguide modes include structures in which tapers delocalize the modéhieom
nanowire and the evanescent fields are coupled into the slot [117-Hig@]trans-
mission efficiencies{ 97%) have been achieved with tapered structures [117, 118]

which are approximately 10m in length.
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Figure 2.12: (a) The proposed nanowire to slot waveguide structure is out-
lined in white along the outer extremities and in black along the slot.
The intensity profile ad = 1550 nm is plotted along the= 0 plane
for a coupler withL = 400 nm, anéh = 100 nm and coupling efficiency
92%. For positive (negative) the slot end is outside (inside) of the ta-
pered region. Mode intensity profile is plotted for (b) the fundamental
silicon nanowire mode, and (c) the lowest order slot waveguide mode
atA = 1550 nm.

Here, we propose @mpacty-branch nanowire-to-slot waveguide coupler that
has smaller footprint< 500 nm in length) and has 90% efficiency for both
forward and reciprocal coupling, both in air and solvent, over a badttwf ~ 200
nm.

The structure shown in Fig.2.12 is designed to efficiently couple light between
the fundamental transverse electric (TE) mode of a 500 nm wide nanowairega
uide (this is wider than 450nm, which is used in SC1 devices, to increaseuhe co
pling efficiency to the slot waveguide) in a 220 nm silicon slab and the lowdst 0
TE slot waveguide mode of two 350 nm wide dielectric slabs, separated 89y an
nm wide slot. The silicon nanowire is linearly expanded over lehgtiut to the
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Figure 2.13: The transmission is plotted as a function of (a) the coupler
length L (with a = 100 nm), and (b) the position of the slot ead
(with L =400 nm), forA = 1550 nm.

two dielectric slabs. The slot is truncated with a circular end cap, positioned a
distancea away from the slot waveguide end. The silicon slab lies on top of sili-
con dioxide, and is immersed in either air or hexane with refractive ind6&lat

1.55 pum.

The structure is studied using FDTD simulations. The nanowire TE-polarized
mode is launched and the transmission through the cross-section of thegém-w
uide is monitored. To determine the coupling efficiency of light into the lowest or
der slot waveguide mode, the overlap integral between the transmitted fieldean
slot mode profile is calculated. The nanowire and slot waveguide mode intensity
profiles in the cross-section plane are plotted in Fig. 2.12(b) and (pecasgely.

The width of the two dielectric slabs of the slot waveguide are chosen sath th
light is primarily coupled into the mode shown in Fig. 2.12(c), and there is minimal
coupling to other slot waveguide modes, which have lower concentratibghof
in the slot region.

The structure is optimized based on the transmission from the nanowire to the
slot waveguide, as measured by the monitor. Figure 2.13(a) shows thedrke
mission varies slowly as a function of the taper lengthLfer 200 to 700 nm and
a= 100 nm. A coupler length of 400 nm yields a transmission efficiency 1%,
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Figure 2.14:[(a)-(b)] The simulation layout of the optimized PCS waveguide
in SC2 structure that offers higher transmission efficiency (no cavity
exists in this simulation). The colored holes (other than yellow and
white holes) have been modified to reduce insertion loss. The radius
of the holes () and their distance from slot centej) @re optimized
using FDTD simulations. For black holes= 120 nm,y = 570 nm,
blue holesr = 120 nm,y = 450 nm, pink holes = 128 nm,y = 526
nm, green holes = 190 nm,y = 950 nm, and red holes= 180 nm,

y =890 nm. The rest of the nearest holes to the slot are shifted away
from the slot by 40 nm with respect to their lattice point to make the
PCS waveguide. All holes on the edge of the silicon slab will show up
as half circles after fabrication (see Fig. 3.4d-e). The refractivexinde
of these holes is the same as the background refractive imggy, (
therefore having full holes on the silicon edge instead of half-holes
does not change the simulation results.

and offers a desirable balance between efficiency and footprint. dhgnhission

is further investigated by adjusting the position of the slot emdas plotted in
Fig.'2.13(b). The transmission for a coupler that is 500 nm Iang 400 nm and
a=100 nm) is 94%, and the coupling efficiency of light into the lowest order slot
waveguide mode is 92% at= 1550 nm. The reciprocal coupling efficiency, for
light propagation from the slot waveguide mode to the nanowire waveguide mo
is also found to be 92% for the same coupler design. To simulate a solvémtrenv
ment, as might be used in sensing or trapping applications, the backgralexd in
of refraction,n, was changed from air to hexane= 1.365) and the new coupling
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efficiency at 1550 nm is found to be 94%. The coupling efficiency is daionbe
> 90%, over a 200 nm bandwidth centeredhat 1550 nm, for both forward and
reciprocal couplings in air and hexane.

To reduce the insertion loss from this adapter to the PCS waveguide in SC2
structure, the slot width of the Y-branch is increased to 90 nm ang-tio®rdinate
and radius of 10 PCS waveguide holes (IFig. 2.14) have been modifiedadine
and y-coordinates are optimized using FDTD simulations. The optimization of the
radii andy-coordinates of the holes are done for one hole at a time to reduce the
simulation time and the structure is symmetrical across the slot. The 3D FDTD
simulation time for optimizing multiple design parameters has power-law depen-
dence on the number of parameters to be optimized. Therefore, it is ricpta
to optimize the radius of all PCS waveguide holes simultaneously to find the least-
power-dissipating design. As illustrated in Fig. 2.14, the order of optimization is
black, blue, pink, green and finally red color holes.

Figure 2.15 shows the transmission efficiency of the optimized structure (a) is
14% higher compared with the case without any hole radii and location ekang
(b). More importantly, the transmission of the optimized structure (a) is signif-
icantly improved as opposed to the structure without the Y-branch adapder a

is increased from 19% to 59% indicating the benefit of Y-branch adaptehale

modifications. It is important to note that to obtain higher transmission efficiency

in the optimized structure, the slot in the Y-branch is not connected to the slot in

PC. A distance of 1 pitch (490 nm) was found to offer highest transmission.
Comparing this waveguide-only (no cavity) net transmission of 59% with that

obtained in the corresponding SC1 design (~ig. 2.6), there is no nefitbertee

reason is the difference of the adapting parts in the two designs. The iempeot

in the PCS waveguide transmission gets hindered by the lower transmission effi

ciency between the Y-branch adapter and PCS waveguide. Therifere is still

no real advantage in the transmission efficiency of the waveguides in &22ey

try. The real advantage in this SC2 configuration described in the niesdestiion,

when the transmission of the whole SC2 structure (waveguides plus ca\dtg)-is

ulated.
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Figure 2.15: (a) Simulated transmission (blue), reflection (red) spectra, and
the sum of them (black) calculated at the input and output channel
waveguides of the structure in Fig. 2.14. (b) Simulated transmission
(blue), reflection (red) spectra, and the sum of them (black) for the
same structure without modification of the radii and location of the
10 holes at the entrance and the exit of PCS waveguide. (c) Simu-
lated transmission (blue), reflection (red) spectra, and the sum of them
(black) for the same structure as (b) without the Y-branch. The black
dashed-line in these three figures is the resonance of Mode 1 of the
modified cavity (Fig. 2.10c). The transmission of the improved struc-
ture in (a) at the cavity resonance is increased from 19% to 59% by
using the Y-branch adapter and modifying the holes.
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Figure 2.16: [(a)-(b)] Simulation layout for optimized SC2 PCS cavity. The
holes in the PCS waveguide region have the same size and location as
Fig.'2.14. There are 10 un-shifted holes in between the PCS waveg-
uides and the cavity region (blue color holes at the center). The cavity
hole shifts ares; = 6 nm, s, =4 nm, s3 = 2 nm. The hole radius
for the regular PC holes is 150 nm. Slot width is 100 nm and the Y-
branch adapting part between the single mode and PCS waveguide is
explained in Fig. 2.12 except for the change of slot width to 90 nm. (c)
The transmission efficiency of the full SC2 structure calculated using
power monitor at the output channel waveguide. Thef this loaded

cavity is 8400 and its maximum transmission (although not completely
resolved) is 15%.

52



2.3.4 SC2 Device Performance Discussion

Figure 2.16¢c shows the transmission efficiency of the SC2 structure ingltign
cavity. This plot tells the real advantage of the butt-coupling structure ttner
original SC1 design (i.e. Fig. 2.4), which is due to better coupling between the
PCS waveguides and the cavity mode. The peak transmission efficienG20hS
Fig. 2.16¢c is 1/5%. Considering the loaded and unloadgdactor of SC2 cav-

ity design, the transmission through the cavity is approximalely (%)2 =
(18500-8400)2 — 30%. Therefore, knowing the efficiency of the waveguides in SC2
design (i.e. 59%), one can estimate the coupling efficiency from the PC&wav
uides to the cavity. This number for SC2 desng/lg% 98%, which means
only 2 percent of the power that reached the end of the input PCS wiaesg dis-
sipated and reflected in the coupling region between the input PCS wagendd
the cavity. This number is significantly lower compared to the 23% lost in each
of the coupling holes of SC1 design, which confirms the effectiveneeediutt-
coupled geometry. Both the cavify factor and the transmission peak have been
enhanced for the SC2 design and the optical trapping potential profile &@2
cavity illustrated in Fig. 2.17 quantifies the improvement in the trapping ability of

this design.
b
-410 -212
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Figure 2.17: (a) The trapping potential calculated for Mode 1 of SC2 cavity in
Fig.2.16 on a 50 nm diameter Au nanosphere. (b) The optical trapping
potential of mode 1 of SC1 cavity design described in Fig. 2.4 on a 50
nm diameter Au nanosphere. The injected power in the input channel
waveguide for both figures is 1 mW and the unit of the colorbar is in

keT.
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2.3.5 1D Grating Coupler (SC2 device)

To slightly increase the amount of coupled power into the PCS cavity, a new 1D
grating coupler has been designed for the SC2 structure using the optimizatio
method described in [121, 122], which has three benefits: 1) becdutseld
structure, its optimization can be done using 2D FDTD simulations, which are
much faster than full 3D simulations, 2) it gives rise to a few percent highas-
mission efficiency and 3) its operation bandwidth is larger than the SC1 grating
coupler design, which is useful for some applications. The optimized p&sesne
and the corresponding transmission spectra are shown in Fig. 2.18.

<>
192 nm

Figure 2.18: (a) 2D FDTD simulation layout for optimization of 1D double-
tooth grating coupler. Instead of having partly etched trenches, a
double-tooth geometry is chosen for easier fabrication. The optimiza-
tion parameters are the teeth spacitlg the period &) and trench
width (w). All three parameters are optimized at the same time within
reasonable amount of simulation time. (b)The optimized values are
t =192 nm,a= 800 nm,w = 114 nm as shown in the figure.

2.4 Conclusion

In conclusion, we have reported the design of two different siliconébpketonic
integrated circuits (SC1 and SC2) consisting of a PCS cavity, waveguidag at-

ing couplers, operating at telecommunication wavelengths in a fluidic medium.
The structure was designed to offer a robust means to enhance elegdttigfi
tensity and hence light-matter interactions at a precise location inside a fluidic
medium, while minimizing fabrication complexity and maximizing ease-of-use.
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Figure 2.19: (a) Final optimized double-tooth grating design (for SC2 de-
vices) connected to a tapered waveguide. The grating area/is20
x 20 um. (b) The transmission efficiency of optimized double-tooth
design from a Gaussian focused source to the beginning of the tapered
waveguide (blue). The peak transmission value is 52%Framdm is
75 nm. The excitation angle with normal to silicon surface iS.18
The transmission from tapered waveguide to the channel waveguide is
shown in the black curve. Dividing the two curves gives the transmis-
sion efficiency of the waveguides that is improved compared to the red
curve in Fig. 2.3c thanks to better wavefront shape matching between
the double-tooth grating and the waveguides.

3D FDTD simulations demonstrate that such circuits, exhibfactors> 7500

and mode volumes as small ¥s~ 0.1(%)3, with resonant transmission as high
asT ~ 17% (from input channel waveguide to output channel waveguidegnw
operated in hexane. These structures theoretically have the ability to eagpily tr
50 nm Au particles with modest coupled power of 1 mW (the maximum power
our laser can deliver) in the channel waveguide. In fact, for the ingoté&®C2
design, Mode 1 produces theoretically provides the requirégTL@rapping po-
tential for particles as small as 15 nm in diameter with just 1 mW of coupled laser
power. A summary of the performance of the two designed devices aseryesl

in Table 2.1.

The SC2 design shows improved performance, compared to the SC1gructu
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Table 2.1: Summary of the transmission efficiency of different parts of SC1
and SC2 designs for the Model of the PCS cavity. The second column
shows the peak transmission efficiency of grating couplers. The third
column is showing the FWHM of the grating couplers. The fourth col-
umn summarizes the transmission of the reference devices in Fig. 2.6 and
Fig. 2.14. The fifth column is the coupling efficiency from the end of the
input PC(S) waveguides into the PCS cavities.

Design| GC peak| GC Channel to| PC/PCS | Unloaded Loaded
name | trans- FWHM| PC/PCS to] WG to| Q Q

mission | (nm) channel WG| cavity

(%) transmission| trans-

(%) mission
(%)

SC1 | 50 50 67 77 9600 7400
SC2 | 52 75 59 98 18500 8400

thanks to its butt-coupled geometry and hig@dactor. The main advantage of the
butt-coupled geometry is the better matching between the mode profiles of the PCS

waveguides and the cavity. It is possible to further improve light confinement
these structures by modifying the PCS cavity structures. For examplejftiggsh

more than 3 rings of holes around the cavity center and optimizing their sides an
locations, it is possible to create more gradual perturbation to the PCS wideeg

modes thus causing less vertical loss in the cavity. Also, if the fabrication limitation
allows it, reducing the slot width causes more field-enhancement in the slot as
discussed in [112] and [21].
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Chapter 3

Device Characterization And
Sensing Application

3.1 Introduction

The first part of this Chapter describes the photonic chip layouts, chifcédion
process and the transmission set-up used for measuring the transmisideites
detailed in Chapter 2. This is followed by a comparison of the experimental and
simulated transmission spectra of a few fabricated devices.

3.2 Chip Layout

The chip layouts for fabricating photonic chips are generated using M&n#ph-

ics software and exported indds format to University of Washington Micro-
fabrication Facility, a member of the NSF National Nanotechnology Infrasireic
Network [4], for fabrication. In the following two sub-Sections, the latyotitwo

chips, on which all measurements in this thesis are done, is described in detail.
In creating layout files, different device feature sizes are bracleteda certain
range. This design strategy guarantees that despite the unavoidaitatiab
imperfections, at least a few devices will possess the expected fe&@ascand
operate as expected. The first chip layout is based on the SC1 desaréed in
Chapter 2 and the second chip layout contains SC2 structures.
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Table 3.1: The feature sizes for SC1 devices that are used in chip EB312

layout.
Grating coupler PC hole slot width (nm) coupling hole
hole radius (nm) radius (nm) radius (nm)
230250270 150,160,170 70,90,100 80,110 140

3.2.1 Chip EB312 Layout (SC1 design)

In the chip layout demonstrated in Fig. 3.1, the grating couplers are similar to the
ones illustrated in Fig. 2.3 (i.e. with 795 nm and 750 nm pitches aloagdy
axis) and the cavity structure is similar to Fig. 2.4 (i.e. with pitch size of 490 nm).
The four bracketed features that are varied across this chip lay@stiarmarized
in Table 3.1.

These features each have 3 different possible values, resulting inl aftota
3* = 81 devices for this chip layout. These 81 devices are grouped into ¥sarra
of 3 x 3 devices with each given a row and a column label. The devices in each
of these 9 groups have the same radius for grating coupler and photgsialc
cavity holes. In each group of 9 devices, the slot width and coupling ladlieis
vary along that group’s column and row device axes, respectiveéyKge 3.1).
Going from one group of devices to another, the grating coupler holesadries
along the group row axis while the PC hole radius varies along the groumnoolu
axis. The group row and column number are located on the left side ofgeach
(see Fig. 3.1b-d). The labels are formed from two column of squaresutinder
of squares in the left column specifies the group row number while the nushber
squares in the right column specifies the group column number. For exahmple,
label of the group shown in Fig. 3.1c is row 4 and column 1. In this thesis each
specific device is referred to in the following formaghip name + R + group
row number + C + group column number + (device row number, devigearon
number}. For example the device in the top-left corner of the group shown in
Fig. 3.1cisreferred to aEB312R4C1(3,1)and the device just below it is referred
as ‘EB312R4C1(2,1)

Other than the 9 groups of devices described above, the chip also isclude
3 groups of reference devices that were designed for measuringateguide

58



row

EEER
—
]

|

Figure 3.1: (a) Layout of the Chip EB312 based on SC1 designed described
in Chapter 2. There are 12 groups of 3 devices on this chip. The row
and column label of each group is located on the left side of the group.
(b) Group EB312R2C2 consists of devices that are full SC1 structures
(c) Group EB312R4C1 consists of devices with no photonic crystal in
between the channel waveguides. (d) Group EB312R4C2 consists of
devices that have only grating couplers, tapered, channel and hoton
crystal waveguides without any PCS cavity in between them.
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transmission efficiencies (i.e. no PCS cavities exist in these devices). pGrou
EB312R4C1 (Fig. 3.1c) contains devices with only a channel wavegeittesken
two tapered waveguides. The grating coupler hole radius varies alondethe
vice row axis but there are no features bracketed along the device cealxisin
of this group. The other two groups EB312R4C2 and EB312R4C3 argicdé
(see Fig 3.1d) and each of them consists of 9 devices each with a Winjhoto
crystal waveguide but without the usual cavity in the middle. In these twopsgo
the grating coupler hole radius varies along the device row axis and thienitio
crystal hole radius varies along the device column axis. The length of titerh
crystal waveguides are identical to the length of input plus output photoystal
waveguide in a full SC1 device.

3.2.2 Chip EB485 Layout (SC2 design)

This chip (Fig. 3.2) is based on the improved SC2 design described in C2apte
Since the double-tooth grating coupler is periodic in one-dimension (1D) ibea
simulated with relatively good accuracy in 2D FDTD simulations, which are very
short. Therefore, optimizing this structure to find best performance eaiohe
quickly. As a result, instead of bracketing over all 3 feature sizes of tlaisng
coupler (i.e. periodd), tooth spacingt] and tooth width)), which requires fab-
ricating many devices and increased fabrication costs, all three paranetes
optimized at the same time to find 3 grating designs that operate with 3 different
central frequencies. Using FDTD simulations and following the same steges as
scribed in Chapter 2, all three grating parameters are simultaneously fargu
timized operation at three wavelengths of 1550 nm, 1575 nm and 1600 nrse The
wavelengths are selected based on previous fabricated devices rinasieated

that fabrication imperfections (mainly in the size of the grating coupler femture
like hole diameter, etc.) may cause up to a 40 nm mismatch between the central
wavelengths of simulated and fabricated grating couplers. Therefase three
different grating designs maximizes the likelihood that at least one setathgr
parameters would work in the range of the excitation laser (1520 nm - 1630 n
The incident laser angle with the normal of the grating coupler plane is k&gt a

in designing all three gratings.
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Figure 3.2: (a) Layout of the Chip EB485. There are 6 groups of 19 devices
on this chip. In each group there are 12 SC2 devices along with 7 refer-
ence devices that do not have cavity in them to let us test the efficiency
of other elements of SC2 photonic circuit. (b) Zoomed out layout of
group EB485R2C2. The 4 squares on the right side of the devices are
showing the label of the group. (c) The layout of the first 3 devices of
group EB485R2C2, which show two reference devices for measuring
the transmission of the grating couplers and waveguides and one full
SC2 device that include PCS cavity.
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Table 3.2: The feature sizes for SC2 devices that are used in chip EB485

layout.
Double-tooth grating | PC hole Slot width | PCS waveguide
coupler parameters (nm)radius (nm) (nm) length (pitch)
a t w
793 204 124 140150160 90,100 9,10

800 192 114
803 223 120

The grating parameters and three other bracketed features comdegptmthe
cavity region are shown in Table 3.2. The 3 grating coupler designs, ®mico
crystal hole radii, 2 slot widths and 2 different lengths of PCS waveguyikdd
36 devices in the chip layout. For the devices with photonic crystal holegadiu
of 150nm, the radii of the modified holes at the entrance of the PCS wawesguid
are the same as described in Fig. 2.14. However, when the radius ofgtfiarre
photonic crystal holes changes to 140 nm or 160 nm, the modified hole eadii v

with the same relative percentage change. Similarly, when the slot width is 100

nm, the width of the slot in the Y-branch is 90 nm (see Fig. 2.16) but wherdhe s

width changes by 10% to 90 nm the Y-branch slot width changes with the same
percentage amount to 81 nm. Since the total length of the photonic crystal lattice

is kept fixed, by changing the PCS waveguide length, the distance betiaeeend
of the PCS waveguides and the cavity varies. This allows control of theliogu
between the cavity and PCS waveguides which determines the loaded Qavity

factor.

Figure 3.2 shows that Chip EB485 has 6 groups with 19 devices in each of
them. Each group is identified with a label that shows its group row and column

number (similar to EB312 chip). The right and left half of chip EB485 aratidal.
Devices in one group have the same grating coupler parameters anddnasep
ters vary from one group to the other. Each specific device on this ckip hame
in the format ‘thip name + R + group row number + C + group column number +
n + device number counted from bottom of a graugor instance, the third device
from the bottom of the group shown in Fig. 3.2b, is name&8485R2C2n3

The first device in each group (i.e. device nl) does not have a phatiysizl
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and is for measuring the transmission efficiency of the grating couplertsipaced

and channel waveguides. There are another 6 reference deveashigroup (n2,

n5, n8, n1l, n14, nl7) that do not have any cavity in between PCSgwales

for measuring the PCS waveguide transmission efficiency. Devices r&)thb8

in each group have similar slot width (90 nm) but different photonic crysbé
radii. Similarly, devices n11, n14 and n17 have the same slot width (100 nm) bu
varying photonic crystal hole radius. In between each of these Greferdevices,
two full devices (i.e. devices that have cavities) exist which have iderigasire
sizes except for the length of their PCS waveguides. The common fe&teseo$
these two full devices are identical to the reference device (i.e. the deitite
PCS waveguide by no cavity) underneath them. For example, devicegddin®an
have the same slot width and photonic crystal hole radius as device n2 #ral in
same way devices n6 and n7 have the same slot width and photonic crylstal ho
radius as reference device n5. To summarize, in total each group Hat 322
devices, which, along with the other 2 groups in their column, accountif@6a
combinations of feature sizes.

3.2.3 Fabrication

The photonic chips are fabricated [4] using a 100 keV JEOL JBX-630£lEctron
beam writing system. ZEP-520A resist (Nippon-Zeon Co. Ltd.) for chi3EB
and hydrogen silsesquioxane resist (HSQ, Dow-Corning XP-184)&sist for
chip EB485 served as the etch mask. It is absolutely crucial to set thpistigt.]
for the electron beam lithography at most equal to the minimum hole shift in the
cavity region (i.e. 4 nm for SC1 design and 2 nm for SC2 design). Otheves
cavity will not appear in the final fabricated photonic crystal. The beament
for patterning these chips is 1 nA. Etching was done using an Oxford Pladma
System 100 with chlorine gas. The complete circuit requires only one lithbgra
step and one etch step.

Figure 3.3 shows the grating coupler and cavity region of a SC1 devickipn c
EB312 (layout in Fig. 3.1), while Fig. 3.4 shows some of the devices tha fabr
ricated on chip EB485 with the layout shown in Fig. 3.2. The radius of théopiho
crystal holes are within 7 nm of the designed values. Before using thiedédd
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chips, they are rinsed with various organic solvents (acetone, methadosa
propanol (IPA)) to remove any leftover resist residue from theiramaf If some
resist remains after rinsing, the chips can be illuminated with UV light for a few
minutes and then rinsed with acetone to completely remove them. Thereafter, it is
often necessary to clean the chip again to ensure optimal operation dg@Edtaa
experiments where the chip surface is exposed to sources of orgadios@opar-
ticles (i.e. after trapping experiments). Depending on the experiment, mgiresag

sive cleaning processes are needed such as PitanithAqua Regii. Piranha is
required for cleaning heavy organic contamination and Aqua Regia issegefor
dissolving Au particles. Although it is possible to remove organic contamination
with the less aggressivéRCA cleaning method, due to the fact that RCA results

in oxidization of the silicon slab which can blue-shift cavity resonancesgpiou
about~ 7 nm, a combination of Piranha and Aqua Regia (less than a nanometer
blue shift for each run) is recommended instead.

3.3 Measurement Setup

3.3.1 Liquid Cell

To perform measurements in a highly volatile fluidic medium, a leak-free demount-
able liquid cell (Harrick Scientific Producy (Fig. 3.5) is used to immerse the
silicon chip in solution. Specifically, hexane is more challenging to use than othe

1For Piranha etch, 80y is slowly mixed into HO, with 5 : 1 ratio in aglasscontainer. The
container is placed on a hotplate until its temperature reachesC10hen the chips are placed
into the solution with a pair ofeflon or stainless steetweezers for 15 minutes, maintaining the
temperature between 100 and 110C. Once finished, the container is removed from the hotplate
and the chip is removed and rinsed with Deionized Wae) \ater. Piranha etch is an extremely
dangerous process and needs proper training and safety equijprpenform.

2After Piranha etch, if the sample was used for trapping with Au particle#\dhe Regia process
is necessary to clean the Au particles stuck on the chip surface. TheRegia preparation involves
mixing two strong acids; nitric acid (HN§) into hydrochloric acid (HCI) with 1 : 3 molar ratio.
The reaction is very exothermic and produces poisonous vapors vagjafre proper ventilation and
strict safety protocols during usage. Chips covered with Au nanoparctesoaked in Aqua Regia
for 5 seconds and rinsed with DI water afterwards. It is important tée@ok the chip in Aqua Regia
for more than a few seconds to minimize silicon oxidization which will affeetglrformance of the
devices on the chips.

Shttp://www.nanofab.ubc.ca/processes/cleaning/rca-1-si-wafanicig/

“http://www.harricksci.com/ftir/accessories/group/Demountable-LiqutisC
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Figure 3.3: SEM image of a fabricated (a) grating and [(b)-(c)] cavity on chip
EB312. Blackened areas are due to electron-beam-induced carbon de
position on the chip during SEM imaging.

solvents because it is highly volatile and also much more reactive to diffigyees

of sealant (like tapes, vacuum grease, rubber cement, etc.). Tiegresing the
typical glass cuvettes with loose fitting Teflon caps was neither appropaesafe

for optical measurements of the chip in solvents like hexane. Figure 3.8z stlo
different parts of the liquid cell used for the measurements presented théiis.

The photonic chips are placed in between the quartz windows, where two 1 mm
spacers are located to create a small volume for immersing the chip in solution.
Another benefit of that liquid cell is the possibility of doing experiments in a flow
condition by connecting Teflon tubes and syringes to the cell. This setulp wou

able measurements with time-varying concentration of nanopatrticles in the.futur
Using the same cleaning procedure as above, the glass windows angbshef ca
this cell are cleaned after each round of experiments that result in coi#mnin
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LEI 5.0kV X1,000 WD 88mm 10um

Figure 3.4: (a) SEM image of the fabricated chip EB485 [4]. (b) Picture of
a full SC2 device, (c) a device without a cavity in between PCS waveg-
uides, [(d)-(e)] adapting parts and (f) a double-tooth grating coupler

3.3.2 Transmission Setup

The experimental setup, which was mainly built by Ellen Schelew [22] foicgev
transmission measurements, is shown in Fig. 3.6. The chips containing devices
are placed inside the liquid cell and the cell is mounted on top of a rotation stage.
The position of the cell is adjusted using x-y translational stages to placéi¢ at
center of the rotation stage. The devices are excited using a tunable dsede la
(Newport TLB-6600 Venturi) with the wavelength range of 1520 nm toQL66

and a maximum power of.9 mW. The laser source is guided through an optical
fiber (blue line in Fig. 3.6) into an optical system consisting of a polarizeraand

Shttp://www.harricksci.com/ftir/accessories/group/Demountable-LiquédsC
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Figure 3.5: The structure of the liquid cell (Harrick Scientific Produéjs
used for immersing the chips in a liquid medium (reprinted from manu-
facturer's website), composed of a pair of quartz glass window stsghra
by two half-ring Teflon spacers between which the photonic SOI chip is
placed during measurements. Once assembled the volume between the
windows is filled with solution.

set of lenses that focuses laser light on the devices in the cell. The apigtem

is also sitting on a concentric rotation stage. This rotation stage along with the
cell’s own rotation stage enable us to control the angle between the incideént a
transmitted beam. The focused laser light is incident on the input gratindecaip

a device and the transmitted light gets out-coupled from the output gratimdecou
toward an elliptical mirror that focuses the output light on its second foaialt p
where an InGaAs photodiode power meter ( Model 818-IG from Netvimar,)

is located. The power meter can be swapped with a ElectroPhysics Miceview
(Model 7290A) CCD camera for imaging and alignment purposes. Thected

light from the elliptical mirror is redirected using a second flat mirror anc@as
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through a cross-polarized polarizer that filters the unwanted scattetedriogn

chip surface. The elliptical mirror has focal lengths of 15 cm and 150 dmghw
results in 1& magnification. The devices are at the first focus (15 cm distance) of
the elliptical mirror and the magnified image of the devices, which is formed on a
CCD camera, is at the second focus (150 cm distance). The light patbvs sy
orange dashed lines in Fig. 3.6. A Labview [123] program operates e énd
records the data via a General Purpose Interface Bass] controller from the
power meter. For measuring transmission spectra, it sweeps (rate ofri§pthe
laser through a 10 nm range of wavelengths and upon receiving thertsgmal
from the laser, which indicates the start of the sweep, the program seoisling
output of the power meter (sampling rate of 10 kHz)to create the transmission
spectra.

3.4 Experimental Characterization

After receiving the fabricated chips, the transmission efficiencies céreifit de-

vices were measured. The results of the transmission measurements are summa
rized in the next two sub-Sections. The first sub-Section summarizes reeasu
ments corresponding to devices on chip EB312 which are based on th#eSigh

while the following sub-Section details the chip EB485 measurements which are
based on the SC2 design. All of the experimental characterization in thi®sec

was performed when the chips were immersed in pure hexane.

3.4.1 Chip EB312 Measurements

The first test for a newly fabricated chip is measuring the transmissioirapudc
devices with no photonic crystal in between grating couplers. This steplats
whether the grating couplers are operating in the laser range or not.el3dir
shows measurement of three nominally identical devices versus the simukation r
sult. It is clear that the three devices are performing similarly in terms of peak
transmission, central wavelength and bandwidth. But the agreementdresine-
ulation and experiment is poor as demonstrated byt3& nm difference between
the simulated and measured central wavelength. This suggests that syss&reatic
differences exist between the fabricated grating couplers and themalrdgsign.
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Figure 3.6: The top-view of the experimental setup used for transmission
measurements and optical trapping experiments. The rotation stages
allow the angle between the incident light and the surface of the chip to
be varied, which is necessary for optimal coupling to grating couplers
at different wavelengths. The excitation optics include a polarizer and
two plano-convex lenses held in a lens tube. One of the lens collimates
the laser beam coming out of a single mode optical fiber (blue line in
the figure) and the second lens focuses it on the chip. This one-to-one
focusing system results in focusing the laser light to the same size as
the beam at the output of the single mode optical fibedQ um).The
detailed description of this experimental setup is explained in Ref. [22].
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After measuring hole radius of some of the fabricated grating couplerg 6&M
images, it was discovered that the grating couplers raditat® nm smaller than

the designed values. This is consistent with a subsequent FDTD simulateon of
grating coupler with 15 nm smaller radius, which shows a 40 nm red shift in the
central wavelength of grating coupler spectra (Fig. 3.7b).
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Figure 3.7: (a) Simulation (black) versus experimental transmission effi-
ciency of device EB312R4C1(2,1) (green), EB312R4C1(2,2) (blue)
EB312R4C1(2,3) (red). These transmission are from input grating cou-
pler to output grating coupler through the channel waveguide. The in-
cident angle of the laser with the grating surface normal tsf@Bboth
simulation and experiment. (b) Black curve is the same curve as in (a)
and the blue curve is the simulated transmission spectra when the radius
of the grating holes is reduced by 15 nm to 135 nm.

The Fabry-Perot reflections between input and output grating caupieate a
periodic modulation of the transmission spectra which can be seen as flustuatio
at the transmission peak in Fig. 3.7. The period of these fluctuation®is nm,
which agrees very well with the: 650 um distance from input to output grating
coupler. Also, the amplitude of these Fabry-Perot fringes is small reletittee
peak of the transmission spectra, which is advantageous for havinguaiftym
transmission values during operation in a short range of wavelengths.

The next step in characterization of the chip is measuring the transmission
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Figure 3.8: (a) The experimental transmission spectra of two nominally iden-
tical devices that have photonic crystal W1 waveguide without any cav-
ity in between them. The blue curve is for the device EB312R4C2(2,2)
while the red is for EB312R4C3(2,2). These transmission values are
for the full devices (i.e. grating couplers and photonic crystal waveg-
uides). (b) Simulation (black) versus experimental transmission spectra
(blue and red) from input channel waveguide through the photong: cry
tal W1 waveguide to the output channel waveguide. These experimental
curves are the result of dividing transmissions in (a) by the transmission
of device EB312R4C1(2,1) (green curve in Fig. 3.7).

spectra of devices with a photonic crystal W1 waveguide but no cavity im.the
Figure 3.8 (a) shows two experimental transmission spectra of this typeiotde
which are performing similarly. By dividing the transmission of these deviges b
the transmission of devices in Fig. 3.7, the performance of the photoniakcyy4
waveguides can be studied separately. When the spectra are divideealihy
Perot fringes in the spectra of the grating coupler reference devidiéslisd out

so the only the Fabry Perot effect of the photonic crystal waveguidieeteis in-
cluded in the division result. Figure 3.8 (b) shows that the fabricated eeae

~ 20% less efficient compared to what the FDTD simulation predicted and sug-
gests some size differences exist between fabricated and desighwedeSEM
images of the photonic crystal holes in this chip confirm that the fabricatedese
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Figure 3.9: Resonant transmission spectra from input to output ridge waveg-
uides through slot-cavity for device EB312R22(2,2) in Table 3.3. The
simulation curve is in blue and the experimental curve is in black.

have on average 7 nm smaller PC hole radii compared to the designed values
Finally, Fig. 3.9 shows the experimentally measured transmission spectrum
through a full-structure device (EB312R22(2,2)), in hexane, on aplate scale
(left curve). To make a correspondence with simulated transmission frem in
put ridge waveguide to output ridge waveguide (through the cavity)etbasgity
transmission spectra are normalized by the transmission measured throagh ide
tical reference devices where the entire PC region is replaced by a siomple ¢
tinuation of the ridge waveguide (i.e. devices in Fig. 3.7). The agreement be
tween the experimental and simulated spectrum for this device is one of the bes
among all measured full device on this chip. Table 3.3, summarizes the megtasure
and simulated parameters for 5 different full-structure devices (abstrhute-
mission data only for 3 of the 5). Devices EB312R22(1,2), EB312R2p&hd
EB312R22(3,2) differ only in the radius of the coupling hole. Both EBA2R,2)
and EB312R22(2,2) yield good agreement with the simulations, while all parame
ters for device EB312R22(3,2) are noticeably different, indicating teegurce of
fabrication imperfections. EB312R22(2,2), EB312R22(2,1) and ER22%2,3)
differ only in the width of the slot, and the predicted shift and chang® ralue
are in good agreement between experiment and simulation.
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Table 3.3: Summary of the results from simulations and transmission mea-
surements on 5 different devices. All of these devices are on chipZEB31
The transmission values are from input channel waveguide to output
channel waveguidex. is the nominal radius of the coupling hole at the
end of W1 photonic crystal waveguides that controls the coupling of the
waveguides to the cavitiesis the nominal width of the slot waveguide.

Device | s(nm) | r¢(nm) Simulation Experiment
A Q T(%) | A Q T(%)
(nm) (nm)
R22(1,2) 90 80 15678 5640 48 15643 3800 31 +
0.4
R22(2,2) 90 110 | 15678 7390 21 15639 6100 23 +
0.3
R22(3,2) 90 140 | 15678 8480 049 15648 4400 029+
0.08
R22(2,1) 80 110 | 1596 8900 - 15954 7650 -
R22(2,3) 100 | 110 | 15354 4720 - 15452 4400 -

TheseQ values are higher than those reported for cavities operating in solvents
in Refs. [101, 114, 124] despite not having removed the silicon dioxidemnd
cladding. Simulations suggest that by undercutting these cavitiesntifiresic
(i.e. stand-alone, unloaded) value of the cavity in hexane should increase from
10x 10° to 25x 10° as compared to the hexane-over-ggructure studied here.

As discussed in detail in Section2.2.3, the transmission values are limited partially
by the fact that the W1 photonic crystal waveguide modes lie above the light lin
in these samples, and because the single-variable-hole coupler betwe@f th
waveguide and the slot waveguide causes excess scattering.

3.4.2 Chip EB485 Characterization

Chip EB485 consists of the improved SC2 structures and its characterizzgidts

are presented in this sub-Section. Similar to the previous chip, charatteriza
starts with devices that only possess grating couplers and waveguidgese B.10
shows the measurement for device EB485R2C2n1 versus the FDTD simulatio
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result. In this device the photonic crystal section is replaced with a chaavel-

uide to test the performance of the grating couplers and the tapered andeth
waveguides. It is clear that this device is performing differently than thelaimu
tions due to differences between the fabricated and designed featese $izere

is ~ 20 nm difference between the central wavelength of the simulated spsctra a
compared with the experimental result and the peak transmission value is smaller
by 50% in the fabricated device. However, the experimental peak trarismiss
value of this double-tooth design is nearly 3 times higher than the previotss gra
ing design (Fig. 3.7), while keeping the Fabry-Perot reflection amplitudévely
small. Also, because the separation between input and output gratinigpisisp
similar to SC1 device types, the Fabry-Perot fringes have similar wavelspgth

ing.
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Figure 3.10: Simulation (blue) versus experimental (black) transmission
from input grating coupler to output grating coupler through channel
waveguide, for device EB485R2C2n1. The incident angle is 18°.

Next, devices with grating couplers, slab waveguides and PCS wavsguide
without cavities are tested. In Fig. 3,11, the performance of the PCS wiaeeg
is tested. The overall shape of the measured spectra is in good agreeithent
the expected simulation result, however it is shifteccb$3 nm, again due to dif-
ferences between the fabricated and designed feature sizes. Altheudbutble-
branch adapter dissipates power in the butt-coupled configuration (egeel 2),
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because of lower losses in the PCS waveguide the overall experimentahisa

sion of the butt-coupled PCS waveguide is slightly improved compared with the
previous PC W1 design (Fig. 3.8). This transmission efficiency compargson
based on the transmission at the cavity resonance wavelengths of Mdd&el o
two designs (i.e. Fig. 3.9 for SC1 design and Fig. 3.12a for SC2 design).
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Figure 3.11:(a) Experimental transmission efficiencies for devices
EBEB485R1C1nl1 (black) and EB485R1C1n5 (blue) measured
at 19° incident angle. EB485R1C1nl is a device with no photonic
crystal region, which allowed the efficiency of the grating couplers
to be measured and EB485R1C1n5 includes the PCS waveguide in
addition. By dividing the blue curve by the black one (Fabry Perot
oscillations of the black spectrum are filtered out during division),
it is possible for us to find the transmission of this PCS waveguide.
The result is the black curve in (b). (b) Simulation (blue) versus
experimental (black) transmission from input channel waveguide
through PCS waveguide to output channel waveguide. The photonic
crystal hole radius is 150 nm and the slot width is 90 nm.

Finally, the full SC2 devices with cavities are tested. The transmission of de-
vice EB485R1C1n6 is shown in Fig. 3.12a. As can be seen, the resoohtie
cavity (the small peak on the low energy side of the spectrum) is very close to th
band edge of the PCS waveguide and the peak resonance transmifisoof vhis
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device is 6%. This is significantly lower than simulation result (blue curve) and
the resonance is shifted by15 nm compared to the simulation. The experimental
spectra have some Fabry-Perot oscillations with periodicity @fnm, which per-
fectly matches the distance between PCS cavity and output grating coupdse T
oscillations do not appear in the simulation result as the simulated structure only
includes channel waveguides and the PCS cavity.

Despite the fact that the experimental resonance transmission efficietiiy o
SC2 device is higher than all SC1 devices in Table 3.3, the expected emhamic
(Fig.'2.16¢) was not achieved. The reason lies in the amount of sidefehife
holes at the cavity center. The three rings of holes in the SC2 cavity daesign a
shifted by a third of the shifts in the SC1 cavity design. Smaller shifts resulsin re
onance wavelengths that are very close to the edge of the photonid barstigap.

This makes the device performance especially sensitive to the fabricatiorféType
tions in the EB485 chip, as is shown in Fig. 2.12b. This figure shows sonieedev
for which the cavity transmission peak is adversely influenced by the imperfe
tions in the fabrication process. This issue affected most of the fabridateces,
which highlights the fabrication challenges for this type of cavity with such small
hole shifts. Due to this limitation, it is recommended to fabricate future devices
with the same cavities but larger hole shifts while maintaining the butt-coupled ge-
ometry to preserve the higher transmission efficiency of the grating ceugher
PCS waveguides. More importantly, the PCS waveguide has a major advastag
discussed in Chapter 2; its coupling to cavity Mode 1 is better due to the similarity
in their mode profiles.

3.5 Conclusion

In conclusion, the fabrication and characterization of silicon-basetbplwinte-
grated circuits consisting of PCS cavities, waveguides and grating ceupfssr-

ating at telecommunication wavelengths in a fluidic medium, have been reported.
The structures, whose designs are described in the previous Chéfietea, mbust
means to enhance electric field intensity and hence light-matter interactions at a
precise location inside a fluidic medium, while minimizing fabrication complex-
ity and maximizing ease-of-use. Both 3D FDTD simulations and the experimental
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Figure 3.12: (a) Resonant transmission spectra from input to output ridge
waveguides through the slot-cavity for device EB485R1C1n6. The
simulation curve is blue and the experimental data are plotted in black.
The photonic crystal holes are 150 nm with slot width of 90 nm. The
Q value of the fabricated device is 4400 as compared to 7400 from
simulation. The peak resonant transmission efficiency for the fabri-
cated device is 6% as apposed to the simulated value of 17%. (b) Ex-
perimental transmission spectra of three SC2 devices: EB485R1C1n3
(black), EB485R2C1n7 (blue), and EB485R1C1n7 (red).
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transmission measurements demonstrate that such circuits, which aretéabrica
in a single lithography/single etch process without having to undercut thty,ca
exhibit Q factors> 7500 and resonant transmissions as high as6%, when op-
erated in hexane. Using a butt-coupled configuration improved the desighly

by increasing the transmission efficiency of all major parts of a full dewitmy-
ever due to the fabrication imperfections, the ca@tand peak transmission was
not as high as simulation predicted. Their performance could be improvigdigy
ing the original ( 12 nm, 8 nm, 4 nm) hole shifts for the SC1 cavity and presgrvin
the butt-coupling geometry to have both higrand high transmission efficiencies
and ii) by using a different cladding layer thickness to increase the gretimgling
efficiency.
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Chapter 4

Optical Trapping And Sensing
Using Photonic Crystal Slot
Cavities

4.1 Introduction

In this chapter, we focus on the capabilities of SC1 PCS cavities as higithgign
nanotweezers, which not only can trap tiny sub-50 nm Au nanosphétlesery
low laser power but also enable us to deduce the size of the trappegharwiith
nanometer sensitivity without using fluorescent particles and/or ancillaginga
apparatus [95, 101, 106].

In the first part of this chapter, the high sensitivity of the PCS cavity rasbn
frequency is demonstrated by measuring the peak transmission freguemay
different solvents (namely, hexane and acetone) with differentatafeaindices.

In the second part, these devices are immersed in a solution of Au nanesphe

it is found that wher> 0.1 mW of resonant CW laser power is launched into the
input waveguides, the temporal behaviour of transmitted light through tlhitesa
oscillates in a random fashion when individual nanoparticles are draiwwrthie
cavity region by the large gradient forces associated with the built-up bpteser

in the cavity. By modelling the time-series data with numerical simulations of
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how a small dielectic particle shifts the resonant frequency of the cavity mode
depending on where in the cavity it is located, it is shown that the size of the
particle can be determined with roughly single nanometre sensitivity.

4.2 Refractive Index Sensing

The fundamental ingredients for achieving large, 3D local field enlmeots of
CW light from 1D waveguides - critical coupling of the 1D waveguide with the
3D microcavity, small 3D mode volume, and relatively highalue, including the
waveguide coupling - also imply that the cavity mode resonant frequemcsict
by a significant fraction of its linewidth when the dielectric environment inside
the cavity is perturbed. By measuring the resonant frequency, onéetarmine
the background refractive index in the cavity. PCS cavities are spdlgifizated
for this kind of sensing application as their electric field mode profiles are mainly
concentrated outside of the silicon slab which allows the particles to maximally
interact with the strongest intensity region of the cavity mode.

This Section describes how the resonant frequency of Mode 1 of 8@1 ¢
ties depends on the solvent refractive index. Figure 4.1 shows the Meplectra
for two devices measured in hexame= 1.365) and acetonen(= 1.346). In both
devices, the cavity resonance wavelength red shifts Bynm in the large index en-
vironment, consistent with simulations. The largest shift in nm per unit vami@tio
refractive index (sensitivity) observed in chip EB312 is 370 nm RI(RIU refers
to Refractive Index Unit), for device EB312R22(2,2). This is less thatréported
for some samples in Ref. [114] because their structures are underduigaause
they have larger slot widths. Using EB312R22(2,2) caQtyalue, sensitivity, and
our signal to noise ratio (SNR) of 33 dB with@mW excitation power launched
into the input ridge waveguide, the detection limit (DL) [125] of these strestur
is estimated to be.3 x 10~° RIU. This is comparable to other photonic crystal
sensors [114, 124, 126, 1.27] based on undercut cavities. Despiactithat the)
values of our devices, reported in Table 3.3 are lower than Refs. P28, these
devices have larger sensitivity as a result of shifting the field maximum freiden
the silicon slab into the fluid. The fact that our samples require no undeguttin
means that they are remarkably robust: we have cleaned and reusadhelsp
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over 20 times, over a period of 2 years.
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Figure 4.1: Normalized resonant transmission spectra, fitted with a Fano line-
shape, for (a) device EB312R22(1,1) and (b) EB312R22(1,2) iarmeex
(blue) and acetone (red). In figure @)exane= 5450, Qacetone= 5700
and for figure (bQnhexane= 3980,Qacetone= 4100.

4.3 Optical Trapping Of Au Nanospheres

4.3.1 Experiment Setup

The experiment setup for optical trapping is the same as transmission nreastire
setup depicted in Fig. 3.6. The only difference is that the laser wavelenkdipis
fixed around cavity resonance (instead of sweeping in the case of nmggisans-
mission spectra) and the output of the power meter is recorded by the campute
to create transmission time-series. The data used in Fig. 4.3 of this chapter was
sampled at 1 kHz, while all of the remaining data shown or used for analgsis w
sampled at 250 kHz.

The optical trapping reported here employs SC1 devices in which photonic
crystal (PC) slot microcavities are integrated with single mode channebwaies
and grating couplers in a 220 nm thick silicon layer supported on a 8&ading
layer (SOI). These devices are located on chip EB355. This chip lzslexhe
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same design as chip EB312 which is fully described in Chapter 3 and thiéicpec
device used to collect the data shown here is EB355R1C1(2,2) with the fiogjow
nominal feature sizes; the diameter of the PC holes is 300 nm, the slot width is 90
nm, the grating coupler holes are 460 nm in diameter, and the coupling hetes ha
a diameter of 220 nm.

Instead of hexane, the devices are immersed in an Isopropyl alc&#9Iqolu-
tion containing polyvinylpyrrolidone (PVP)-encapsulated Au particles (®itP
layer thickness ofv 2 — 4 nm) of mean Au diameter 50 nm (14% standard
deviation), and a mean hydrodynamic diameter~080 nm, at a concentration
of 1.1 x 10" mL~* ( as reported in the data-sheet from nanoparticle manufac-
turer [130]). IPA is chosen for dispersing Au nanoparticles (Nam@usix Inc.)
because of its low absorption at1.6 um (most cavity resonances are at wave-
lengths from 153 um to 163 um when immersed in IPA) and the good stability
of PVP-coated Au particles in it.

4.3.2 Trapping Experiment

A schematic of a full SC1 device and its Mode 1 profile is shown in Fig. 4.2,
which clearly illustrates that the confined electromagnetic energy is coateuhtr
almost exclusively in a small volume within the slot (solution filled) region of the
microcavity [113, 115]. This concentration of the electric field in the solraither
than the silicon, distinguishes these cavities from some other planar-vidgegu
based three dimensional (3D) microcavities recently used to~urapicrometer
diameter polystyrene beads [101, 106].

When the CW optical power in the input channel waveguide 75 mW the
resonant transmission through the cavity fluctuates as shown in Fig. 4.8&gD
the first~ 230 s, the laser is turned on and off six times, and after each turn-on,
there is a period when the transmission is relatively stabte @0%, after which
it abruptly starts to fluctuate with large amplitude. The fluctuations are due to
perturbations of the cavity resonance frequency when a PVP-coat@diicle is
trapped in the vicinity of the mode antinodes (backaction). Since the transmissio
returns to its nominal, empty-cavity value after turning off and on the laser §ethe
six instances, they are referred to as Temporary Trapping EVergs), The sev-
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Figure 4.2: The full SSC1 photonic circuit [1] used for trapping is illustrated
schematically at the bottom (lateral dimensions to scale). It includes an
input and an output grating coupler at each end that symmetrically con-
nects to the photonic crystal microcavity region at the center, through
single mode channel waveguides, as shown in the scanning electron mi-
croscope (SEM) image at the top, right. The calculated electric field
intensity profile of the cavity mode excited in these experiments is also
shown at the top, left.

enth off/on cycle that occurs near 250 s is different, because the transmission
prior to turning off the laser is relatively constant, and it does not returimeéo
empty-cavity value after turning on the laser. This is due to a Permanent Attach
ment EventPAE) occurring at~ 230 s. Figure 4.3b shows the transmission spectra
measured just before and just after the trapping sequence shown $#Jag.The
almost rigid redshift, and relatively small change in linewidth after a particte ha
become permanently attached to the microcavity, quantifies the backaction effe
on the transmission. The amount of the shift is proportional to the reabptre

Au patrticle’s polarizability, and the electric field intensity of the mode at the loca-
tion of the particle. For a fixed incident power and initial detunifg, from the
peak empty-cavity transmission, the range over which the transmission fegtua
during any given TTE depends on the particle’s polarizability, as it egpltine
cavity under the influence of Brownian forces.
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Figure 4.3: (a) Normalized transmission time series from a device with an
initial empty-cavityQ factor of ~ 4500 when the laser is tuned close to
the peak transmission in the empty-cavity state (black vertical dashed
line in (b)), and the guided power in the input channel waveguide is
~ 0.75 mW. The shaded regions indicate when the laser is turned off to
release the transiently trapped particles. (b) The transmission spectrum
before any trapping events (blue) and after permanently attaching an Au
particle (green), both obtained at a power00.75 mW. The black cir-
cles and horizontal dashed lines show the nominal transmission values
at the trapping laser wavelength corresponding to the empty cavity and
the cavity with a permanently attached Au patrticle, as also indicated by
the dashed lines in (a).

4.3.3 Time-series Analysis

For the purpose of quantifying the dynamics of the particles during TTEBs;an-
venient to work at lower laser powers for which no PAEs occur. Fidudeshows
several examples of TTEs obtained witlB@nW of power in the input waveg-
uide, for two different initial detunings of the trapping laser. Qualitativétyilar
transmission dynamics were observed for many similar devices, for injegtiedlo
powers ranging from @ mW to Q4 mW. For a fixed power and initial detuning,

a diverse set of TTEs are always observed: in time series data, diETiast are
most obviously identified by the minimum value of the fluctuating transmission,
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Figure 4.4: (a) The transmission of the cavity when the laser is tuned to
97% of the empty-cavity peak transmission on the red side. (b) The
transmission of the same device under the same conditions but with the
laser tuned te- 82% of the empty-cavity peak transmission (on the red
side).

but also sometimes by its maximum value when the mode resonance is not swept
through the laser frequency as the particle moves about in the cavitye @stisict

TTEs likely correspond to situations when a single particle is temporarily tchppe

in the vicinity of the cavity, but eventually escapes and is replaced, or iskiego

out by a different particle.

Histograms of the fluctuating transmission provide a more detailed description
of the dynamics associated with distinct TTE, and can actually be used te defin
them: for a tlistinct TTE, histograms generated using any sub-interval are essen-
tially identical to the histogram generated using the entire interval. Figures 4.5b
and 4.5c show two experimental histograms (in red) corresponding to tivectlis
TTEs identified in Fig. 4.5a.

To simulate the histograms of the transmission data, the presence of an Au par-
ticle at a positiory, in the vicinity of the mode of interest is assumed to rigidly and
adiabatically red shift the empty-cavity spectrum by an amaéugtry) (although
not exact, Fig. 4.3b shows that this is a reasonable approximation). Agstimein
particle size is small compared to the length over which the mode intensity varies
(typically < %, [92]), and that its impact on the mode shape can be treated pertur-
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Figure 4.5: (a) A transmission time series obtained at an input power in the
waveguide of B mW at a red detuning set at 73% of the empty-cavity
peak transmission. (b) Experimental (red) histogram of the time series
data in the range indicated by the left horizontal bar in (a), and the sim-
ulated histogram (blue), using a mean particle diameter & 2vh. (c)
Experimental (red) histogram of the time series data in the range in-
dicated by the right horizontal bar in (a), and the simulated histogram
(blue), using a mean particle diameter ofB@m. The y-axes of both
histograms are re-normalized and therefore their units are arbitrary. The
total count number for (b) is.2 x 10 and for (c) is 375x 10°.

batively, 0Ac(Tp) can be approximated &s [1.31]

OAc(Tp) alAU|E(?p)|2
Ae 2[e(®)|E(T)[2d3F (1)

The integral in the denominator is taken over the mode excited in the cavity region
(which is well defined for these hig@-modes). The=(Tp) in the numerator is the
electric field at the location of the particle, and the shift is independentoitiéion
power due to the normalizatiom’ is the real part of the particle polarizability in
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a background medium with dielectric constagtand for a spherical particle with

volumeV,
Ep— &m

a =3NyEpEm———ri—
p0m8p+2£m7

(4.2)

whereg,, is the dielectric constant of the particle.

The cavity resonance shift can also be numerically calculated more pyecise
using an FDTD electrodynamic solver. As shown in the next sub-Sectompar-
ison of these full FDTD simulations with Equation 4.1 suggest that the factor of
2 in the denominator of Equation 4.1 should be replaced w#h ut otherwise
Equatior 4.1 provides the correct behaviour for diffefgrandaay.

To test Equation 4.1, a full FDTD simulation of the cavity is performed as
follows. The simulation region, which includes a slot-cavity, an Au particle and
an electric dipole source for excitation, is enclosed with perfectly-matchesidso
ary layers. The mesh sizes are non-uniform to make the simulations run faste
and more efficiently: a~ 5.5 nm mesh is used around the spherical Au parti-
cle while a~ 22 nm mesh is used elsewhere. The simulation time is set to 20 ps.
Figure 4.6 compares this full FDTD-calculated (black data) shift of th&ycesso-
nance A (1)) for a range of Au particle sizes (Fig. 4.6a) and positions (Fig. 4.6b)
in the cavity, with that obtained using Equation 4.1 with the empty-cavity mode
profile (blue line). While the agreement is reasonable, it can be significamily
proved by scaling the expression in Equation 4.1 by a factoy/®f52(red curve).
While the linewidth of the resonance also changes slightly due to the particle’s
presence, the effect is much smaller than the shift, and it is neglected inrtkatcu
analysis (see also the experimental data in Fig. 4.3).

The next part of the modelling involves self-consistently determining the ef-
fective optical potential experienced by a particle at a positigrincluding the
backaction. The empty-cavity transmission spectra are not typically Laaentr
symmetric, so the experimentally measured transmission spectrum at the trapping
power, in the absence of trapped particles, is numerically fit using 8 dasss
as shown in Fig. 4 8c. This defines the normalized transmission fundtidy),
whereA is the detuning of the laser wavelength from the cavity resonance. In the
presence of a particle at positiog A is the initial detuning of the laser wavelength
with respect to the empty cavity resonanfg)(minusdA (7p), as calculated using
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Figure 4.6: (a) A graph of the cavity resonance wavelength shift versus Au
particle diameter at the center of the cavity € (0,0,0)). (b) A graph
of the resonance shift versus the position of a 40 nm diameter Au parti-
cle along thez axis at ¢ =y = 0). For both figures, the solid black line
shows the full-FDTD simulation results and the dashed color lines are
the approximated resonance shifts from Equation 4.1 scaled by three
different factors; blue, red and magenta correspond to scaling Equa-
tion 4.1 by 2, 2/1.5 and 1, respectively.

Equatiori 4.1 with the 21.5 scaling factor included.

For a given incident power and initial detuning, the force on a particleat p
sition T'p, that includes the backaction of the particle on the cavity resonance, is
calculated as follows (all these steps are summarized in the flowchart iagra
Fig. 4.7);

1. ThedA (p) is estimated using the scaled version of Equation 4.1 and the
field intensity profile obtained from a full FDTD simulation of the empty-
cavity region excited by a guided mode incident in the channel waveguide
(example in Fig. 4.8a).

2. 8A (Tp) is then subtracted fromg to find the total detuningl(ry), of the
laser wavelength from the shifted cavity resonance (example in Fig. 4.8b).
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Figure 4.7: This diagrammatic representation illustrates the workflow of
modelling a TTE histogram for a given particle size and laser detuning.
The initial electric field intensity is calculated using FDTD simulator
and the rest of the modelling steps are performed using MATLAB pro-
gramming. The yellow boxes show the output of each simulation step.

3. The relative transmission at eahis calculated by mapping(ry) to the
normalized transmission spectrum of the cavity shown in Fig. 4.8c. The
resulting function isT (Tp; A) (example in Fig. 4.8d).

4. The empty-cavity optical gradient force is calculated using the first ¢érm
Equation 1.15 from Chapter 1 with empty cavity electric field intensity found
from FDTD simulations. For the simulations reported here, it was assumed
thate, = (1.37)? andep = —97.4+-11.2i corresponding to the medium (IPA)
and Au dielectric constants, respectively. There is also, in generada®
tion force associated with directionally-differential absorption of radiation
by the particle, but this is negligible in resonantly excited cavities where the
fields are essentially standing waves.

5. The empty-cavity force field is multiplied by(r;Ag) to obtain the final
force field that now takes into account the backaction of the particle.

6. After finding the trapping force field, the trapping potentidl(i(;)) of a
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particle located aft, is determined (example in Fig. 4.8e) by

™

U(Fy) = — /0 F(r)-dr. 4.3)

The reference point of the integral is selected to be the center of the slot
(r=(0,0,0)), but the resulting histograms are insensitive to the starting point
or path of integration.

7. Given the full trapping potential profile, the probability distribution for the
time spent by the particle at a given position (example in Fig. 4.8f) is esti-
mated [132] using

U(rp)

p(fp) =€ *&T . (4.4)

8. Equation(4.4) along witff (Tp; Ag) are used to calculate the histogram of
the device transmission by adding the probability of the points that share the
same transmission value.

9. As discussed in the following paragraph, in order to explain the expe+ime
tally measured transmission histograms, it is also necessary to average sev-
eral such simulated histograms over a narrow Gaussian distribution of polar
izabilities.

Figures 4.9b and 4.9c compare the measured and simulated histograms for
the several-second-long TTE identified in Fig. 4.9a. The calculated héstoir
Fig.'4.9b is generated using a single particle polarizability correspondingAa a
diameter of 33 nm, which is the value one might simply estimate based on the
minimum transmission value achieved during the relevant TTE, using Equaton 4
The much better agreement between simulated and experimental histograms sho
in Fig. 4.9c, is obtained by averaging over a range of polarizabilities with a 3%
standard deviation about a mean value of632m. The significantly improved
agreement obtained by averaging over particle polarizability is a gemsidt pb-
served in all TTE simulations. There are at least two possible physicabpiena
that might be contributing to this requirement to average over a range ofzatia
blities. Transmission electron microscope images of the particles indicate they ar
not spherical, so Brownian rotation of a trapped particle in the polariziekdfi¢he
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Figure 4.8: (a) The electric field intensity profile in they plane (i.e. the
plane that cuts through the middle of the silicon slab), from FDTD sim-
ulations with 03 mW of resonant modal power in the input ridge waveg-
uide. The unit of the intensity i@%)z. (b) The profile of the\ () func-
tion, which is the detuning (units of nm) of the laser wavelength from
the cavity resonance wavelength with a particle of diameter 30 nm lo-
cated arfp, calculated usingd (fp) = Ao — 8A (Tp). (€) The transmission
function T (Tp; Ao) plotted versud) . The laser wavelength is detuned
to 73% of the peak transmission wavelength of the empty-cavity, on the
red side. (d) The transmission functidriry; Ag) profile in x-y plane.
Note that at the center of the cavity= 0.2, showing when the particle
of diameter 30 nm is located at the center of the cavity, the transmis-
sion of the device is expected to drop t@ ®f its maximum because
of the shift in the cavity resonance (backaction effect). (e) The tragppin
potential energy including the backaction in unitskgl (Boltzmann
factor) calculated using Equation 4.3. (f) The probability distribution
calculated using Equation 4.4. This probability distribution is used in
calculating the histogram shown in Fig. 4.5c.
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Figure 4.9: (a) Normalized transmission time series obtained at an input
power in the waveguide of.B mW at a red detuning set at 31% of
the empty-cavity peak transmission. (b) Experimental (red) histogram
of the time series data in the range indicated by the horizontal bar in (a),
and the simulated histogram (blue), obtained using a fixed particle di-
ameter of 338 nm. (c) The same experimental histogram as in (b) (red)
is plotted with a histogram (blue) obtained by averaging over a normal
(Gaussian) distribution of particle diameters centered & & with
standard deviation of 3%. The total count number for the experimental
histogram is 5< 1¢F.

cavity could be one contributing factor. The PVP coating on the outside giaihe
ticles (interpreted as being responsible for the difference between tleeter

and the hydrodynamic diameter) is expected to be fluctuating in its configyration
which could also be contributing. The relatively small difference in dieleptiop-
erties of PVP and the solvent make us suspect that the non-sphegpal shthe

Au is most important. This issue is investigated in Chapter 5 by performing fur-
ther trapping experiments on more anisotropic nanoparticles and gengyalizin
histogram analysis.
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The two distinct TTE histograms simulated in Figs. 4.5b and 4.5c for fixed
laser excitation conditions, agree well with the experimental histograms. Téxe me
diameters of the particles in the two cases ar® &n (with 3% standard deviation)
and 300 nm (with 4% standard deviation). These and many similar simulations for
awide variety of histograms observed at different (red and blue) ohgfsiindicate
that most distinct TTEs correspond to particles of different sizes thdbexthe
full mode distribution in the slot. The best fitted histograms are selected based o
minimization of they? as a goodness of the fit parameter, which is defined as
2 (eG —sq)?

X:

(4.5)
i=histogram bin SG

The sum in this equation runs over each bin of the histogramgsdenotes the
count number of bin of the experimental histogram asd is the corresponding
count number for the simulated histogram. Figure4.10 shows an example)df the
function calculated for a TTE. The best fit histogram, calculated by minimization
of x2, is shown in Fig. 4.11c and Fig. 4.12c. Along with the best fitted histogram
in these two figures, the calculated histograms for slightly different ndmeosp
diameters and anisotropies are also plotted to demonstrate the extreme sensitivity
of this histogram model. It is obvious that for even a small change 65 nm

in the mean diameter of the trapped nanosphere, the calculated histogragesha
significantly and the fit quality decreases. This is also true for the anisotiop

the particle. The model is quite sensitive40l% anisotropy variations. These
estimates of the sensitivity of the fits to the fitting parameters are not yet based
on rigorousy? analysis, but rather on comparing plots as shown in Fig. 4.11 and
Fig. 4.12 'by ey&. More work along the lines reported in Ref. [1.33] is required to
produced statistically significant uncertainties for these fit parameters.

4.3.4 Cavity Mode 2 and Size Sensing In Heterogeneous Solutio

From many comparisons of model and experimental histograms similar to those
shown in Figs. 4.5 and 4.9, the maximum diameters of modeled Au particles cap-
tured in the trap is- 34 nm, considerably smaller than the mean diameter in solu-
tion. To verify that the relatively small size (compared to the mean particle diam-
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Figure 4.10: The graph oflogio(x?) as a function of particle diameter and
Gaussian averaging standard deviation. The best fit histogram is deter-
mined by finding the minimum of thg?.

eter of 50 nm, or the most probable diameter of 56 nm) of the particles trapped in
the slot cavity mode is indicative of some physical hindrance, rather thantian

fact of the model, the same analysis is applied to trapping data obtained using the
second mode supported by this type of microcavity [115]. Figure 4.13 skiwsv
simulated mode profile and resonant transmission spectra associated witbea de
that is identical to the one discussed in the manuscript except that its slot width
is 100 nm rather than 90 nm. The highest intensity regions for this modeewher
trapping occurs, are not in the slot, but at the edges of the 300 nm dianoétsr
adjacent to the slot. There should be no hindrance for any of the paitictedu-

tion accessing these holes, and indeed, several simulations of varigissfiom

this mode (examples of which are shown in Fig. 4.13c-h) yield particle sizés tha
are completely consistent with the average size of the nanopatrticles atpgpittee
manufacturer [130].

4.4 Conclusion

In this chapter, two applications of SC1 devices, as high-sensitivity toos, a
demonstrated experimentally. Both of these applications exploit the strong light-
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Figure 4.11:[(a)-(e)] An experimental histogram (red) versus simulated his-
tograms (black) of particles with various average diameter (D) and
a fixed standard deviation of 1% for Gaussian averaging. All his-
tograms are obtained for an input power in the waveguide »HV
and a red detuning set at 31% of the empty-cavity peak transmission.
The total count number for the experimental histogram is 16°.
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Figure 4.12:[(a)-(e)] Experimental histogram (red) versus simulated his-
tograms (black) of Au nanospheres with a fixed average diameter (D)
of 35.36 nm and various standard deviation for Gaussian averaging.
All histograms are obtained for an input power in the waveguide®f 0

mW and a red detuning set at 31% of the empty-cavity peak transmis-
sion.
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Figure 4.13: (a) The electric field intensity profile (in arbitrary units) of the
second cavity mode in they plane, calculated from a FDTD sim-
ulation. (b) The experimentally measured, normalized, empty-cavity
transmission at the second cavity mode resonance of a device almost
identical to the one discussed in the manuscript (see text for expla-
nation of the difference); the guided power i28® mW. The dashed
line indicates the trapping laser wavelength used to obtain the 6 sets
of experimental (red) and modelled (blue) histograms shown in (c)-
(h) associated with 6 distinct TTEs. The estimated diameter (percent
variation) of trapped Au particles extracted from these modelled his-
tograms are shown in each plot.
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matter interactions in these PCS cavities due to the fact that the majority of electric
field intensity in this structure is located outside of the silicon slab. As nanotweez
ers, these devices require very low optical power for trapping sulrbparticles
as demonstrated in Table 4.1. As a refractive index sensor, thesetionzep
structures have a detection limit for refractive index change-@&x 10~° RIU
which is comparable with best photonic crystal cavity based sensors 1214
126, 127]. Their performance can be further enhanced by unttiegcthe cavity
(removing SiQ undercladding will increase the refractive index contrast and re-
duce out-of-plane loss by enhanced TIR) and using a butt-coupledeipofor
exciting the cavity.

A self-consistent, quantitative model of optical backaction and opticdigmna
forces in a PC-based silicon slot waveguide microcavity quantitativelyritbesc
the dynamics of cavity transmission as influenced by Au nanoparticles as small
as~ 24 nm diameter, transiently trapped using sub-mW CW excitation powers.
The backaction footprint of trapped particles on cavity transmission dyisacait
distinguish mean particle diameters at the single nanometer level, and polarizabil-
ity anisotropies at the 1% level without requiring fluorescent tagging citlary
imaging apparatus. This low-power, silicon-wafer-based device gegrtegether
with the sensitivity of the transmission analysis technique, present exciting op
portunities for further advancing the science and application of naleoghaton-
ics [93].
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Table 4.1: Summary of trapping performance of various tweezers.

Tweezer | Operating | Particle Mate-| Particle Trapping | Reference
Type Wave- rial Diameter | Power

length (nm) (mW)

(nm)
Laser 5145 polystyrene | 100 15 [6€]
Tweezers
dipole 808 gold 10 2 [12]
antennas
nanopillar| 974 polystyrene | 110 10 [11]
double 975 silica 12 10 [13]
nanoholes
microring | 1550 polystyrene | 500 9 [15]
microdisk| 1550 polystyrene | 1000 7.6 [17]
PC 1548 polystyrene | 48 NA [1€]
nanobeam
PC 1064 polymer 22 11 [1€]
nanobeam
PC 1585 polystyrene | 1000 0.3 [101]
nanobeam
PC hol-| 1500 polystyrene | 250 0.36 [106]
low
cavity
our PCS| 1570 gold 25 0.3 [3]

cavity




Chapter 5

Optical Trapping of Nanorods

5.1 Introduction

The results presented in the previous chapter strongly suggest that theeties
histograms of TTEs are very sensitive to not only the overall size of tippdc
particle but also any anisotropy in its shape. This chapter describeseatiza-
tion of the histogram model described in Chapter 4 to include particle anigotrop
Using this model, we validate the conjecture that the particle anisotropy was the
reason that averaging over sphere size was required to get goeehagrt with
experimental data in Chapter 4, and then demonstrate how this generalizetl mod
can also be used to extract the size and shape of highly anisotropic Auodan
trapped in the same cavity as in Chapter 4. The corresponding experirdatgal
represent the first, to our knowledge, report of using hanotwesézérap sub-50
nm size nanorods. While the importance of including rotational potentiaggner
of anisotropic particles in polarized laser beams has been recognize3#6
138], the closest work to that reported here involved the use of 1D pioatoystal
nanotweezers to trap several micron long carbon nanotubes [139].

In Sectior 5.2, we first generalize our histogram-fitting model to explicitly ac-
count for nanoparticle anisotropy by considering the rotational motiondnted
by optical torques on ellipsoidally-shaped trapped nanoparticles. Thedifigin
ence in the new model is the use of a tensor-form polarizability and the inclakio
optical torques in addition to the Center Of Massy(.M) optical forces, when eval-
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uating the optical potential for a particle located at any point, and any otiemta

the cavity. Then in Section £.3, it is demonstrated that with this more generalized
model, we obtain high-quality histogram fits for Au nanospheres withoubgusgg

over sphere sizes as was done in Chapter 4 (i.e. the new model predietaex
sensitivity of the transmission histograms to slight particle asymmetries). In Sec-
tion 5.4 we present new experimental optical trapping data obtained with salution
containing sub-50 nm long; 15 nm diameter Au nanorods and show that the his-
tograms can be accurately fit with the generalized model to extract the size an
aspect ratio of such particles. The qualitatively different nature of tifotropic
histograms is intuitively explained, and the future applications of this techiique
identify the size and shape of nanoscale particles in solution is discusseg-in S
tion 5.5.

5.2 Self Consistent Model Including Anisotropic
Particles

To simulate the trapping of anisotropic particles, both the rotational and c.0.m mo-
tion of a particle in the presence of an electric field must be accounted fis A
explained in Chapter 1, for small nanopatrticles, the optical trapping fandbe
center of mass of the particle can be described using the dipole approximation

F:}Re[ S pOE]. (5.1)

2 i=XYy,z
where p; andE; are the components of the complex valued dipole moment and
external electric field respectively afndlenotes the complex conjugate. Under the
same approximation, the optical torque generated in the cavity electric field on a
point dipole is:
T= %Re{p* x EJ, (5.2)

The induced dipole moment depends on the polarizahilif the trapped parti-
cles:
p=a-E, (5.3)
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Figure 5.1: (a) A prolate spheroid in the cavity coordinate system. (b) The
calculated normalized electric field intensity profile of Mode 1 of a SC1
cavity, which is used for trapping nanorods, with slot width of 90 nm
and hole radius of 150 nm. The cavity mode is polarized along the y-
axis at its center.

For anisotropic particles, the polarizability necessarily becomes a tensasw
sume that the particles can be approximated as prolate spheres in order &otak
vantage of analytical expressions for the polarizability tensor of profdtersids.
Specifically, in the particle coordinate systexty(Z) with the particle’s long axis
parallel toZ-axis, the polarizability takes the form:

as O 0
a=|0 as O (5.4)
0 0 a_

wherea_sare the polarizabilities along the long and short axes of a prolate spheroid
of radiusR and length_ with:

Eau— Em
aLs= Em&Vau (5.5)
' Em~+ XL s(Eau— Em)

where gy, and eay are the dielectric constant of the background medium and the
Au nanopatrticles respectivel, is the nanopatrticle volume arxd andxs are the
well-known ellipsoidal depolarization factors given in [140].
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When the anisotropic particle is oriented in the cavity such that its long axis is
at an angléd to thez-axis and azimuthal angle @f to thex-axis (see Fig. 51 for
cavity coordinate systemy2, the polarizability tensom (6, ¢), in the cavity frame
of reference, is calculated using two rotational transformations:

a(6,¢) =Ra’'R L, (5.6)
where
co§¢) -—sin(¢) 0| | cog0) O sin(6)
R=|sin(¢) coq¢) O 0 1 0 |. (5.7)
0 0 1| [—sin(6) 0 cog0)

Since the slot cavity mode has a small mode volume and Qidetor, the
presence of a single nanoparticle translating and rotating in the vicinity of tde mo
volume can significantly shift the resonance wavelength of the cavity aneftine
change the amount of electromagnetic energy coupled to the cavity mode at the
laser wavelength. In the previous chapter, we included this backacfiect ef
our model by renormalizing the electric field intensity of the caviyr() by a
transmission functionT{(dA)), wheredA was the shift of the cavity resonance due
to the backaction (see Chapter 4 for details). The shiftcan be approximated
in terms of the nanopatrticle’s dipole moment (which now has a tensor form for
polarizability) and cavity electric field as:

~ AoRe{a(8,¢)E(r)}*-E(r)]
OA(r.6.0) = m [ goe(r) [E(r)[2dr 8

Ao is the empty cavity resonance wavelengtfr,) denotes the dielectric function
of the device andhis a prefactor that enhances the dipole approximation accuracy.
Following the same steps as in Chapter 4, for modelling experimental histograms,
the prefactomin Equation 5.8 is found by fitting the result of simulations of cavity
resonance wavelength, when different size and orientation nandgsigie placed
at cavity center. Figure 5.2 shows the best fitting results that happem=fot.5.

The total trapping potential enerdy(r, 0, ¢) of a spheroid inside the cavity
is found by calculating the work done by both the optical force and torqub®
spheroid located at the origin and alignedztexis (i.e. r =0, 8 =0, ¢ = 0)
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Figure 5.2: The amount of cavity resonance shift when different size and ori-

entation nanorods are placed at the center of a SC1 cavity with slot
width of 90 nm and hole radius of 150 nm. For (a)-(b) the nanorod is
perpendicular to the sloB(= 7 , ¢ = 7) and (a) is the resonance shift

as a function of nanorod diameter (length of 40 nm) and (b) shows the
dependance on nanorod length (diameter of 12 nm). (c) and (d) show
the same relationships as (a) and (b) respectively, except that the rod is
oriented along the slot (i.d = 7 , ¢ = 0) for these two plots. The filled
circles are the result from simulations and the curves are calculated from
Equation 5.3 withm = 1.5 and assumption of perfect cylindrical shape
for the nanorods.
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to a final center of mass location and orientation. From the trap potentiayener
map, a simulated transmission histogram for a certain laser power and detuning
and particle geometry can be calculated following the same procedurevas sho

Fig. 4.8 of Chapter 4.

As demonstrated in Fig. £.3, the overall shapes of calculated histograms sho
distinct qualitative differences based on the particle’s degree of amigotHigh-
aspect ratio spheroids will have a large impactdn as they rotate in and out
of alignment with the cavity mode polarization, which results in larger variation of
device transmission (as shown in Fig. 5.4). Therefore, when compasitogjlams
of particles of similar diameters, but different anisotropy, the transmissiri-d
bution is expected to be larger in total range for nanoparticles that atevegla
more anisotropic (as demonstrated in IFig. 5.3). As the aspect ratio ingifease
a perfect spherical shape to more anisotropic spheroids, the histoginitrie the
left but maintain their long tail to higher transmissions. The shift to the left is due
to the largedA when the long axis of the higher aspect ratio rods is aligned with
the electric field at the cavity mode antinode.

5.3 Explaining the Need to Average Histograms for
Imperfect Nanospheres

Another notable impact of including rotational motion in the model is that it nat-
urally yields smooth simulated histograms without requiring averaging. As dis-
cussed in Chapter 4, a model accounting only for translational degiréegdom
(which was appropriate for isotropic particles) can only match the smoatluies
experimental histograms of nominally, but not precisely spherical partizjesv-
eraging simulated histograms over a narrow distribution of nanospheretdiame
This is illustrated in Fig. 5.5a-b where the relatively poor fit of an experimen-
tal transmission histogram of a gold nanosphere TTE using the isotroficl@ar
model without averaging is shown. It was posited that the averagingreaognt
was because the Au nanospheres are not actually perfectly sphmrigabssess
shape irregularities and surface corrugation that give the particligsipability a
slight anisotropy. These irregular spheres rotate in the cavity mode, whigzh e
tively samples different size spheres, averaging out the transmissiograiss.
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Figure 5.3: [(a)-(d)] Histogram of 4 different spheroids with same short
diameter of 32 nm and different aspect ratios calculated with the
anisotropic trap model including torques. The aspect ratios are 1 (a),
1.1 (b), 12 (c), and 14 (d), respectively. The empty cavity transmission
(i.e. without any particle in the cavity) is shown with blue dashed line
in all graphs.
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Figure 5.4: [(a)-(d)] The dependence of the device transmission opthe-
entation of 4 different spheroids with same shorter diameter of 32 nm
and different aspect ratios. The aspect ratios are 1 ()b, 12 (c),
and 14 (d), respectively and the# angle for all 4 particles is 90 de-
grees. All particles are located at the intensity antinode of the cavity
mode.
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Figure 5.5: (a) Experimental histogram (red) during trapping of Au
nanosphere along with fitted histogram (black) assuming a perfectly
spherical shape of diameter.d8gm. (b) Same experimental (red) his-
togram as in (a), with the simulated histogram (black), using a normal
distribution of sizes of mean diameter.36 nm and 11% standard de-
viation. (c) The same experimental histogram (red) is fitted (black) as-
suming a spheroid shape for the trapped nanoparticle. The extracted
size of the spheroid is 34 nm x37.1 nm.

Figure 5.5¢ shows how this explanation is supported by including rotation in the
trap potential model. The same nanosphere TTE transmission data is fit with the
new model, which naturally yields the slight anisotropy of the imperfect spdued

the consequently smooth histograms (the nanopatrticle size extracted filohidgo
tograms in Fig. 5.5b-c agree very well, which confirms both models predict simila
amount of anisotropy for the trapped particle.). This highlights the importance
of including optical torques in the trap potential calculations even for nominally
spherical Au patrticles due to the impressive sensitivity of the trapping ekt

even the slightest particle non-uniformity.

5.4 Trapping Gold Nanorods

The trapping experiments are accomplished in Mode 1 of a SC1 PCS cavity (de
vice EB355R1C1(2,2)) with a 90 nm wide slot and hole diameter of 300 nm that
is immersed in a methanol solution of polyvinylpyrrolidone (PVP) coated gold
nanorods with average size of 44 nmi2 nm?. Figure 5.6 shows the SEM images

1These nanorods are synthesized by Jonathan Massey-Allard baseprocedure described in
Ref. [141]
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of the cavity and nanorods. The slot-cavity structure is designed to Huppav-
ity mode with a relatively highQ (~ 5200) (when immersed in methanol) and with
antinodes located in the slot where they are easily accessible to the rtariepar
These characteristics of the PCS cavity result in trapping sub-50 nnraumat
coupled laser power as small as onlg W (this is the estimated power in the
input channel waveguide).

200 nm EHT =15.00 kv Signal A = InLens.
| P WD = 3.1 mm Mag = 245.44 KX Time :16:16:4s

b = -

Figure 5.6: (a) Scanning electron microscope (SEM) image of a 90nm wide
slot cavity [1] used for trapping. (b) SEM image of the Au nanorods
used in the trapping experiments. The average size of the rods, extracted
from SEM images, is 44 nm 12 nm with 15% standard deviation.

Similar to nanosphere trapping in previous chapter, TTEs of nanorads ar
clearly evident as sudden high-amplitude fluctuations in the transmissiorl signa
through the photonic circuit (shown in insets of Fig. 5.7), which are duad&dx-
tion effect.

The distribution of transmission signal amplitudes during a TTE are arranged
in histograms that provide a rich description of the dynamics associated with tha
trapping event. Histograms corresponding to various nanorod trappémgseare
shown (in red) in Fig. 5.7a-f. Best fits to the experimentally obtained histagra
using the above described model are shown in black in Fig. 5.7a-f. Trected
sizes agree well with the average size of the nanorods as measure®&im
images (Fig. 5.6b). Among these histograms, Fig. 5.7c has significantlywsarro
distribution, which by looking at the extracted size, it is noticed that this paiticle
very low-aspect ratio, which explains its histogram shape and indeedi®BlEs
of these nanorods confirm that there are some low-aspect ratio isniordhe
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solution (some of them are observable in IFig. 5.6b).
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Figure 5.7: [(a)-(f)] 6 different nanorod experimental (red) histograms are
illustrated along with the calculated (black) histograms fits based on
theory accounting for the nanopatrticles’ anisotropy. The insets show
the corresponding normalized transmission time series collected dur-
ing the trapping experiment and the dashed black lines show the range
for which the experimental histogram is collected. (a)-(c) are for laser
power of 02 mW in the waveguide and the estimated nanorod size based
on the fits are 14 nnx 46 nm, 14 nmx 50 nm and 38 nnx 39 nm respec-
tively. The actual total count number for the experimental histograms in
these three plots are 3,06.25x 10%, and 125 x 10° respectively. (d)-(f)
are at 025 mW power and the estimated sizes based on the fits are 13
nm x42.5 nm, 12 nmx43 nm and 12 nnx46 nm. The total count
number for the experimental histograms in these three plots:af€?2,
8.75x 10%, and 75 x 10* respectively.

Another fact about these fitted histograms is that although the fits aretaccep
able, they are not as good as sphere histogram fits in the previous rch@pee
main reason for the lower quality of fitting is the shape of the nanorods that do
not have uniform uniform diameters along their lengths. As is shown in Félp, 5

110



the ends of the nanorods have a larger diameter compared to their waisss. Th
makes their polarizability tensor different than a perfect cylindrical shagich
results in inaccurate resonance shift estimation based on FDTD simulatipes of
fect cylinders and fits to the tensor-polarizability function of an ellipsoidsdloe

this issue, it is important to find the average shape of the nanorods in th®isolu
and try to use FDTD simulations to estimate the resonance shift of the cavity when
this shape nanorod is placed in it and from that find a more accurate ailtheef
prefactormin Equation 5.3.

5.5 Conclusion

This chapter reports the recent advances in trapping sub-50 nm gucbis using

an SOI cavity-based nanotweezers at sub-mW injected power. It is céraisa

that the strong sensitivity of the PCS cavity to the presence of a single trappe
particle can be utilized to study the size and shape of the trapped particles sim-
ply from the device’s transmission signal during a trapping event by maptim
linear and rotational motion of a nanorod in the trapping potential of the cavity
and including the backaction of the nanorod on the cavity resonanceg thsm
statistical model to fit the transmission histograms during a trapping eventewe ar
able to estimate the dimensions of trapped nanorods in the solution. Distinct sig-
natures in the transmission histograms of different aspect ratio particdeesu

that our imaging-free method can be used to differentiate the shapes aippedr
particles in heterogeneous solutions.
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Chapter 6

Conclusions and Outlook

6.1 Conclusions

Two slightly different and unique planar photonic circuits made using sil@mon-
insulator wafers were designed and characterized. Both were inteéodsmve

as robust chips that could be immersed in a solvent containing small dielectric
nanoscale particles that would be attracted to and trapped within sub-mizeon s
microcavities using the optical gradient forces available whdmW of ~ 1.5 um

laser radiation was coupled into the circuits. The microcavities in both cases we
based on locally modified slot photonic crystal waveguides, and theetiffes in

the two designs were in how light was coupled to the cavities via a seriestofggra
couplers and waveguides.

A series of samples based on the first design (SC1), that used photgstc c
tal waveguides to couple at a 60 degree angle to microcavities with cavityirggfi
hole shifts of 12, 8, and 4 nm in 3 rings of PC holes adjacent to the cavitipieed
Q factors and overall transmission values in reasonable agreement withtsomsila
when deviations of the fabricated patterns from the designs were takeard®f.

To our knowledge, the highe&s of 7500, are one of the best reported for sup-
ported PC cavity structures operating in solvent. By comparing the transmissio
spectra from one of the best samples using hexane and IPA solvergtectiah
limit for sensing refractive index changes in the environment.8£210~° RIU

was determined, which is comparable to other optical-chip based sensiuistsu
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reported in the literature.

Despite this design suffering scattering losses in the coupling waveguides a
their connections to each other and the microcavity, both Au spheres of -diame
ters dowr~ 20 nm, and Au nanorods as small as 13 rd2 nm were successfully
trapped using less thanBdmW of CW laser power coupled into the channel waveg-
uides. The experimental results from a series of samples fabricated daske
second design (i.e. SC2), which used in-line butt-coupling between ehand
PC slot waveguides, and cavity-defining hole shifts of 6, 4, and 2 nm ing3 r
adjacent to the cavity, were less satisfactory. While transmission resutistdisi
structures that did not include the microcavity, but did include the butt-cduple
channel/PC waveguides, agreed quite well with the design specificatiolysa o
few cavities exhibited the desired transmission characteristics. The risasost
likely due to the fact that with the small hole-shifts defining the cavity, its resona
frequency is very close to the photonic band-edge of the slot wavequide from
which it derives, so even small fabrication imperfections can be expéntegtro-
spect, to fos€’ the cavity mode. Nevertheless, the one sample that came closest to
the design specifications did in fact exhibit a 3 fold improvement in net transmis
sion over the best of the first designed samples (theoretically it shoudddesn 5
fold better), and it€Q value was 4400. Preliminary trapping experiments with this
one sample based on the second design proved that it was capablepofgrAp
spheres with diameters down to 15 nm with0.5 mW of power launched in the
input channel waveguide.

The most significant and interesting results of the work came from develop-
ing a fully self-consistent model for the statistics of the laser transmissiongdur
individual transient trapping events. This novel approach to analyth@dgrans-
mission histograms of individual trapped particle took into account the lboka
of the particle on the cavity resonance spectrum while undergoing Browmian
tion (both translation and rotation), leaving the particles size and shapan(iass
the functional dependence of a particles polarizability to be that of a ellipgwid
be fit by comparison to the experimental transmission data, plotted as a histogra
Several experiments with both nominally spherical and high aspect ratie-A) (
nanorods convincingly demonstrated that the histogram shapes aitaveg¢nghe
overall size and shape of the trapped particle, with approximately singbemetar
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sensitivity.

6.2 Future Work

The advances in this work in building nanotweezers and exploiting themaior tr
ping and sensing tiny particles holds great promises in terms of applications. F
instance it is possible to use these highsmall mode volume nanotweezers to
permanently trap and self-assemble tiny photon emitters like colloidal quantum
dots and quantum rods for increasing their spontaneous emission rdtesait

ing on-chip single photon sources for quantum communication circuitry. Slgnilar
because of their enhanced electric field, single molecule cavity-enhapeetto-
scopic analysis and low-threshold single quantum dot lasers can be sieated

in this platform.

Based on these applications, the main goal of future works is to push dewn th
size of the particles that can be trapped in these tweezers (to a few narg)mete
and find a controllable way to permanently localize trapped particles in the .cavity
Some of the challenges that need to be faced along the way, are disbeksed

1. Toincrease the trapping forces, the first thing to try is repeating bupitog
geometry as SC2 design, but with the larger hole-shift cavities, and test the
fabricated devices by trapping few-nm Au particles to indicate how much
smaller particles they can trap with up to 1 mW of coupled power. Also more
work can be done on optimizing structure parameters like under-cladding
thickness, slot width, cavity hole location and radii. Undercutting the cavity
would also improve th€) factor because of better vertical confinement.

2. Upon confirmation of trapping smaller Au particles, it is possible to use the
new devices for trapping other particles like colloidal quantum dots. Switch-
ing the particles requires totally different chemistry which in its own is a
big challenge. Solvents and stabilization methods for new types of particles
are different. For instance, we tried SC1 and SC2 devices for trapjbi8g P
guantum dots without successful results. One of the main issues is the Oleic
acid molecules that are used for functionalization of quantum dots to make
them stable in solvents. These Oleic acid can easily cover the surface of the
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PC and stops dots from reaching to the cavity center. New functionalization
methods in different solvents needs to be developed to solve this issue.

. Itis crucial to develop controllable ways to integrate single nanoparticles
into the cavity. In our nanosphere trapping, it was observed that bgaeer

ing the laser power it is possible to permanently localize single trapped par-
ticles. This power dependence needs to be further investigated in detalil.
Also it is important to find a way to flush out the rest of nanoparticles in
the solution without removing the trapped particle or cover the surface of
the cavity with contamination. Developing microfluidic channels or work-
ing with syringe pumps to create a controlled flow of solvent might be a
solution. Another benefit of microfluidic channels, is that it enables cigatin

a reservoir of nanoparticles and then have a slot waveguide passuglthr

it and delivering nanopatrticles to the cavity in a controlled way.

. As it is mentioned in Chapter 3, after each round of trapping experiments,
the chip needs to be cleaned. One of the reasons is having particle trapped
away from the cavity at locations like coupling holes, adapters etc. which
interferes with the transmission efficiency of devices. Increasing the op-
tical forces for a given input power is crucial to reduce these incidasits
increasing the laser power will cause more trapping in unwanted areas. Als
developing microfluidic channels will help solving this issue because it can
eliminate exposure of nanoparticles to unwanted areas of the chip.

. To improve the theory of backaction and the accuracy of the selistens
histogram analysis, the first thing to do is inclu@déactor changes associated
with particle motion/orientation in our model, specially when the trapped
particle has a dielectric resonance near the cavity resonance. Under the
conditions it is not possible to ignore the impact of the particle field on the
cavity mode field and a more general theory is needed to accurately @escrib
particle-cavity optomechanical interactions.

. The strong size-dependent backaction in this system, allows one topleve
size-selective tweezers. By fully investigating the influence of diffepant
rameters (e.g. laser detuning, power, location of trapped particles) on the
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depth of trapping potential, one can exploit these tweezers to specifically
trap a certain size/shape particles in a heterogeneous solution.
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