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Abstract

In this thesis, we calculate the linear dc conductance of two types of multi-terminal interacting

systems: junctions of interacting quantum wires attached to Tomonaga-Luttinger liquid (TLL) leads,

and closed and open long Aharonov-Bohm-Kondo (ABK) rings. In both cases, we obtain corrections

to the non-interacting Landauer formula, arising from interactions in the TLL leads and the quantum

dot (QD) in the Kondo regime respectively.

In junctions of interacting quantum wires, if the wires are attached to Fermi liquid (FL) leads, the

conductance is formally given by the Landauer formula with renormalized single-particle S-matrix

elements. If, however, the wires are attached to TLL leads, i.e. the interaction does not vanish even

in the leads, the conductance has an additional contribution dependent on the interaction strength

in the leads. We calculate this additional contribution both at the first order in interaction and

in the random phase approximation (RPA), and heuristically relate the FL conductance to the TLL

conductance through a “contact resistance” between an FL lead and a TLL wire.

In long ABK rings, where the interaction is due to spin-flip scattering at a QD in the Kondo

regime, the linear dc conductance consists of two parts: a disconnected part of the Landauer form,

and a connected part that can be approximately eliminated at low temperatures. For a closed long

ABK ring, where the electric current is conserved in the ring, the high-temperature conductance

has qualitatively different behaviors for temperatures greater than and lower than the characteristic

energy scale vF/L, where vF is the Fermi velocity and L is the ring circumference. Meanwhile, for

an open long ABK ring where electrons may leak into the side leads coupled to ring arms, as long

as the ring arms have both small transmission and small reflection, the ring behaves as a two-path

Aharonov-Bohm (AB) interferometer, and we predict the observation of a π/2 phase shift due to

scattering off the Kondo singlet formed at low energies around the impurity spin.
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Lay Summary

In nanostructures such as quantum wires and quantum dots, electrons are spatially confined along

the wire or inside the dot, and become much more likely to meet each other in their motion. In-

teractions between electrons are therefore especially important in nanostructures; combined with

quantum mechanical laws, they can lead to many interesting properties that promise applications

in quantum circuits and quantum computing. In this thesis, we theoretically study the effects of

interactions between electrons on the electric current response to external voltages, focusing on two

types of nanostructures: a junction connecting multiple quantum wires with interacting electrons,

and also a nano-ring with an embedded quantum dot and a threading magnetic field. Our quantita-

tive predictions are potentially applicable to quantum circuit design.
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Chapter 1

Introduction

Quantum wires and quantum dot (QD)s have received increasing attention from condensed matter

theorists and experimentalists alike[53]. One realization of a quantum wire has electrons in a two-

dimensional electron gas confined in a lateral direction, so that any motion of these electrons is effec-

tively one-dimensional, taking place in the direction perpendicular to the confinement. A QD, which

comprises a small droplet of electrons, can also be realized by confining a two-dimensional electron

gas in both lateral directions. Such spatial confinement at mesoscopic length scales not only ex-

poses interference effects, as demonstrated by the Aharonov-Bohm (AB) effect in one-dimensional

rings, but also enhances interaction and correlation. In particular, an interacting quantum wire can

behave as a paradigmic Tomonaga-Luttinger liquid (TLL), characterized by bosonic elementary ex-

citations formed by electron-hole pairs, together with the power law decay of various correlation

functions with interaction-dependent exponents[44]. In another example, tunneling through a QD

features the Coulomb blockade phenomenon: unless the plunger gate voltage falls outside certain

narrow intervals (the Coulomb peaks), the number of electrons in the QD is always an integer, and

it takes a finite energy to add/remove an electron to/from the QD due to the Coulomb repulsion,

which strongly suppresses tunneling. Meanwhile, when an odd number of electrons are on the QD,

tunneling will be anomalously enhanced at low temperatures due to the Kondo effect[53].

Both quantum wires and QDs have a broad range of potential applications; in particular, they

are conceived to be the building blocks of quantum computers. In quantum-circuit-based quantum

computers, qubits can be realized by the spin states of the QDs[73], which are coupled to each

other and manipulated externally through quantum wires; on the other hand, in topological quantum

computers[31], the Majorana zero modes forming topological qubits are thought to live at the ends

of quantum wires, and their braiding operations are achievable through quantum wire networks[8,

52].

In this thesis, we study two types of multi-terminal devices consisting of quantum wires and

QDs, namely junctions of interacting quantum wires[111] and long Aharonov-Bohm-Kondo (ABK)
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rings[112], with a focus on the influence of interactions on their transport properties. The former are

an essential ingredient of any practical quantum circuit and may find utilization as nano-switches,

while the latter prove useful in the quest for mesoscopic manifestations of Kondo physics. Before

elaborating on our motivations, it is helpful to first revisit the non-interacting problem.

1.1 Landauer formula for multi-terminal mesoscopic systems
In this section, we illustrate a number of basic concepts by outlining the generic setup for a multi-

terminal junction, and review the Landauer formula for the case without interactions[53, 54].

Consider N quantum wires meeting at a junction; each wire extends from x = 0 to x→ ∞, with

the x→ ∞ part representing a reservoir (or a “lead”). We assume that each wire supports only a

single channel and a single spin orientation; this is not a crucial assumption as we may view each

channel/spin in a realistic setup effectively as a separate “wire”. To define the linear dc conductance,

we apply a weak bias voltage Vj to the reservoir connected to wire j, j = 1, 2, ..., N. The dc current

(in the +x direction) probed in wire j′ is then given by

I j′ =
N

∑
j=1

G j′ jVj; (1.1)

the conductance tensor G j j′ obeys ∑ j G j j′ =∑ j′ G j j′ = 0, because the total current flowing out of the

junction is zero, and a uniform voltage applied to all leads results in no current. We emphasize that

here the conductance tensor is defined as the linear response coefficients to external bias voltages; it

is possible that experimentally measured voltage drops also contain contributions from the electric

polarization[55, 65, 91, 104, 125].

In the case where the junction, the wires and the reservoirs are all free from various interactions,

the conductance tensor is directly related to the scattering S-matrix via the Landauer formula, whose

derivation is sketched below.

The purely quadratic Hamiltonian consists of a kinetic term, and a potential scattering term

confined in the junction region. The potential scattering vanishes inside the wires x j > 0, so that

the scattering state incident from wire j′ at energy E has the following asymptotic wave function on

wire j at x j > 0:

Φ j′,E ( j,x j) =
1√

2πv j (E)

{
δ j j′ exp [−ik j (E)x j]+S j j′ (E)exp [ik j (E)x j]

}
, (1.2)

where k j (E) is the wave vector at energy E in wire j, and v j = (∂k j/∂E)−1 is the corresponding

group velocity. (Hereafter we let h̄ = 1.) The N×N scattering S-matrix S (E) has diagonal elements

representing reflection amplitudes and off-diagonal elements representing transmission amplitudes.

S (E) is a unitary matrix,
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∑
j′′

S j j′′ (E)S∗j′ j′′ (E) = δ j j′ , (1.3)

due to current conservation and orthogonality between different scattering states.

The central assumption of the Landauer formula is that electrons leaving a reservoir (“source”)

retain their shifted Fermi distribution in that reservoir, until they are scattered into the reservoirs

(“sinks”) where they are immediately absorbed and reach local thermal equilibrium. If we let the

equilibrium chemical potential be µ , in the presence of dc bias voltages Vj, the electrochemical

potential in reservoir j becomes µ + eVj where e is the electron charge. Consequently, taking the

expectation value of the electric current operator Î j = ev̂ j in the scattering state Eq. (1.2) where

v̂ j is the velocity operator, we find the following contribution from electrons in the scattering state

incident from wire j′ to the current in wire j:

I j, j′ =−e
∫

dEv j (E)
1

2πv j (E)

[
δ j j′−

∣∣S j j′ (E)
∣∣2] f

(
E−µ− eVj′

)
; (1.4)

here f (ε) = 1/
(
eβε +1

)
is the Fermi function, with β = 1/(kBT ). The δ j j′ part comes from the

incident component in Eq. (1.2) and the
∣∣S j j′

∣∣2 part comes from the scattered component. We have

neglected cross terms between the two components, which are associated with Friedel oscillations;

contributions from these cross terms are suppressed by O(T/(vF jkF j)) relative to the terms that we

have retained, where vF j and kF j are respectively the Fermi velocity and the Fermi wave vector in

wire j. Summing over j′ and expanding in powers of Vj, we find that the zeroth order term vanishes

due to the unitarity of S (E), i.e. there is no current in the absence of any bias voltage. We thus

obtain the total current of the first order in V :

I j =−
e2

2π
∑
j′

∫
dE
[
δ j j′−

∣∣S j j′ (E)
∣∣2][− f ′ (E−µ)

]
Vj′ . (1.5)

Comparing with Eq. (1.1) we find the linear dc conductance tensor[53, 54]

G j j′ =−
e2

2π

∫
dE
[
− f ′ (E−µ)

][
δ j j′−

∣∣S j j′ (E)
∣∣2] . (1.6)

As expected, it follows from the unitarity of S (E) that G j j′ satisfies ∑ j G j j′ = ∑ j′ G j j′ = 0.

The derivation above relies on the existence of noninteracting scattering states characterized by

the scattering S-matrix, and their thermal equilibrium with quasiparticles in the Fermi liquid (FL)

reservoirs. As we will see in this thesis, interactions can change the Landauer picture significantly

whether they are in the reservoirs, in the wires or at the junction itself.
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1.2 Junctions of multiple interacting quantum wires
A class of powerful theoretical approaches to junctions of interacting quantum wires models the

quantum wires as conformally invariant bulk TLL[40, 41, 51, 60, 61, 93, 130]. In the spirit of

boundary conformal field theory, at low energies the junction with its boundary operators should

eventually renormalize to conformally invariant boundary conditions; it is these conformally invari-

ant boundary conditions that control the low-energy physics of any realistic junction, regardless of

their microscopic details. Possible fixed points of the renormalization group (RG) flow are then

postulated, and their various properties, such as zero-temperature conductance and operator scaling

dimensions, are explored. Details of the RG flow, however, are largely open to conjecture except

in the vicinity of these fixed points. These approaches are often consolidated with the technique

of bosonization, as the elementary excitations of TLLs are bosonic in nature, and various boundary

conditions imposed by the junction are often conveniently expressed in bosonic field variables.

Alternate formalisms have been independently developed in the language of fermions. Con-

sider first the junction system without bulk electron-electron interaction in the quantum wires; we

further ignore local interactions so that this system becomes completely non-interacting. (For a

free-fermion system, unless localized discrete states exist, local interactions are irrelevant in the

RG sense and do not affect leading order physics.) A single-particle S-matrix determines the

scattering basis, a new set of single-particle states which diagonalizes the non-interacting sys-

tem. The bulk electron-electron interaction is then reintroduced and handled by perturbation the-

ory, whose infrared divergence is resummed in an RG procedure. The S-matrix elements are

now scale-dependent coupling constants. In the simplest approximation scheme, both the renor-

malized single-particle self-energy and the renormalized two-particle vertex depend only on the

renormalized S-matrix at every point in the RG flow; the S-matrix elements (or the transmission

probabilities) are thus treated as the only running coupling constants of the theory, and by solv-

ing their RG equations we gain information about the conductance. This scheme is first adopted

by Refs. [28, 70, 77, 132] to the first order in interaction; various generalizations include resonant

tunneling with an energy-dependent S-matrix[87, 99], second order perturbation theory in interac-

tion in a setup with a tunnel electrode[16], random phase approximation (RPA) in interaction[11–

15], superconducting junctions[27, 29, 30, 126], and refermionization of fixed points proposed by

bosonic theory[45], to list a few. In particular, it has been found that the RPA in the Tomonaga-

Luttinger model with a linear dispersion reproduces various scaling dimensions of the conductance

known from bosonic methods. (The term RPA has been used interchangeably with “ladder ap-

proximation” in Refs. [11, 13, 15].) An improved approximation, known as the functional RG

method[18, 19, 36, 78–81], explicitly studies the flows of single-particle self-energy and the two-

particle vertex. Despite its basis on perturbation theory in interaction, the functional RG shows

excellent agreement with analytic results at Luttinger parameter K = 1/2, and with numerical den-

sity matrix renormalization group data for fairly strong interactions. The merit of these formalisms
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are that the crossover behavior between different fixed points can, in principle, be found to any

order in interaction. Nevertheless, when the interaction becomes sufficiently strong in a junction

of three wires (a “Y-junction”), the fixed points and the RG flow predicted by the RPA fermionic

approach and the bosonic approach begin to differ qualitatively. Also a careful analysis reveals that,

in the RPA approach, the β function of the S-matrix beyond one-loop order contains non-universal

terms[11, 13] which depend on the precise cutoff scheme of the theory, and may potentially change

its predictions.

To our knowledge, many aspects of the junction problem have not been explored in the fermionic

formalism. One such example is the well-known distinction between a semi-infinite TLL wire and

a finite TLL wire connected to a FL reservoir[10, 42, 55, 56, 61, 65, 68, 69, 76, 90, 91, 97, 100, 105,

106, 125]. There have been controversies on the nature of the conductance measured in a realistic

experimental setup[55, 125]. However, if we consider the linear dc response to an externally applied

bias voltage[65, 91], then it has been predicted that the corresponding linear response coefficients

(which we have been referring to as the “conductances”) with and without the FL reservoirs are

generally different[104]. (These coefficients are well-defined and can be studied numerically.) For

instance, the conductance of a finite TLL wire attached to FL leads on both sides is e2/h, irrespective

of the interaction strength; on the other hand, the conductance of an infinite spinless TLL wire is

Ke2/h, where K is the Luttinger parameter. The Landauer formula based on a perfectly transmitting

S-matrix alone cannot recover the Ke2/h result. In existing literature employing the fermionic

formalism, the case of FL leads has been well studied, but the effects of TLL leads on the conductance

are not discussed.

The reasons are twofold for our interest in the effects of TLL leads on the conductance from the

fermionic perspective. At the fixed points well understood in the bosonic approach, such as the per-

fect transmission fixed point in the two-lead junction and the chiral fixed points in the Y-junction, the

agreement of these results in both approaches is a necessary validation of the fermionic approach.

On the other hand, for the fixed points eluding the bosonic treatment, such as the maximally open

fixed point of the Y-junction (known as the “M fixed point”[13, 15, 19, 93, 99]), these results can be

directly compared to numerics[104] where available.

1.3 Linear dc conductance through ABK rings
Another important ingredient in mesoscopic devices is the QD[26, 47, 48, 102, 114, 127]. The

conductance through a QD can be measured by embedding it between two reservoirs. When the QD

has a non-zero spin in its ground state, as is the case when there is an odd number of electrons,

the conductance may undergo a strong enhancement as the temperature is reduced well below the

charging energy. This is due to spin-flip cotunneling processes; for a spin-1/2 dot in e.g. the spin-

down state, such a process can be a spin-up electron hopping onto the QD from one reservoir, and a

spin-down electron hopping off the QD at the same time to the other reservoir. An effective model

5



thus features a localized impurity spin coupled with a Fermi sea of conduction electrons, in analogy

with the famous Kondo problem[49, 67], which usually refers to the low-temperature resistivity

minimum in a system of magnetic impurities embedded in a non-magnetic metallic host.

In the Kondo model, perturbation theory in the coupling constant is plagued by infrared di-

vergence, but after much theoretical endeavor[9, 89, 129] it has been recognized that the model

has a relatively simple low energy behavior. For the single-channel spin-1/2 model, at temper-

atures well below the Kondo temperature TK , the impurity spin is “screened” by the conduction

electrons, forming a local singlet state. The spatial extent of this singlet state, commonly termed

the “Kondo screening cloud”, is expected to be LK = vF/TK where vF is the Fermi velocity. The

remaining conduction electrons are well described by a FL theory at zero temperature, and acquire

a phase shift (π/2 in the presence of particle-hole symmetry) upon being elastically scattered by

the Kondo singlet. Moreover, at finite temperatures, scattering by the Kondo impurity can have

both elastic and inelastic contributions[21, 134], and it has been suggested that the inelastic scat-

tering can be the origin of decoherence in mesoscopic structure, as measured for example by weak

localization[83, 98, 134]. The possibility of imitating the impurity spin by a QD has triggered re-

newed experimental and theoretical interest in mesoscopic manifestations of Kondo physics, such as

the observation of the length scale LK , the π/2 phase shift, and also decoherence effects of inelastic

Kondo scattering.

Many mesoscopic configurations have been proposed in order to observe LK . These include

QD-terminated finite quantum wires[95], and also various geometries with an embedded QD, in-

cluding finite quantum wires[25, 94, 116, 117], small metallic grains/larger QDs[24, 63, 64, 71,

72, 119, 124], and in particular, closed long AB rings with[118, 131] and without[4, 115] external

electrodes. (A closed ring conserves the electric current and there is no leakage current.) Another

motivation for quantum rings is that they may be used to answer the question of whether or not

the inelastic scattering from the Kondo QD can cause decoherence by suppressing the amplitude of

AB oscillations. A common feature of all these configurations is that they introduce at least one

additional mesoscopic length scale L. When the bare Kondo coupling strength is adjusted so that

LK crosses the scale L, the dependence of observables on other control parameters changes qualita-

tively. In the closed long AB ring with an embedded QD [also known as the ABK ring], for instance,

L is the circumference of the ring: it is known that both LK itself and the conductance through the

ring can have drastically different AB phase dependences for LK � L and LK . L[118, 131]. In the

“large Kondo cloud” regime LK � L, corresponding to a relatively small bare Kondo coupling, the

Kondo cloud “leaks” out of the ring and the size of the cloud becomes strongly influenced by the

ring size and other mesoscopic details of the system. For a given bare Kondo coupling, LK can be

extremely sensitive to the AB phase at certain values of Fermi energy, varying by many orders of

magnitude. This sensitivity is completely lost in the opposite “small Kondo cloud” regime LK . L,

where the bare Kondo coupling is relatively large.
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The conductance calculation of ABK rings, however, involves an additional layer of complication[66]

that went neglected in a number of early works. In mesoscopic Kondo problems with FL electrodes,

it is usually convenient to work with the scattering states and rotate to the basis of the so-called

screening and non-screening channels: the screening channel ψ is coupled to the QD and there-

fore has a nonzero T-matrix, while the non-screening channel φ is described by a decoupled non-

interacting theory[22, 46, 75, 103, 131]. A careful evaluation by Kubo formula at finite temperatures

reveals that, unlike a QD directly coupled to external leads, the interaction effects on the linear dc

conductance of short ABK rings are generally not fully encoded by the screening channel T-matrix

in the single-particle sector, or equivalently the two-point function. Instead, there exists a contri-

bution from connected four-point diagrams, corresponding to two-particle scattering processes in

the screening channel, which cannot be interpreted as resulting from a single-particle scattering

amplitude[66]. This is not in contradiction with the famous Meir-Wingreen formula[57, 82] due to

the violation of the proportionate coupling condition[33]. For the short ABK ring, the four-point

contribution becomes comparable to the two-point contribution well above the Kondo tempera-

ture T � TK , but can be approximately eliminated at temperatures low compared to the bandwidth

and the on-site repulsion of the QD, T � min{t,U}, by applying the bias voltage and probing

the current in a particular fashion. (This does not mean the four-point contribution is negligible for

T �min{t,U}, however.) One naturally wonders how this result generalizes to the closed long ring

at high and low temperatures, and how it possibly modifies early predictions on conductance[131],

which is again expected to display qualitatively different behaviors for LK � L and LK . L.

On the other hand, efforts to measure the π/2 phase shift are mainly concentrated on two-path

AB interferometer devices[17, 58, 59, 108, 123, 133]. In these devices, electrons from the source

lead propagate through two possible paths (QD path and reference path) to the drain lead; the two

paths enclose a tunable AB phase ϕ , and a QD tuned into the Kondo regime is embedded in the

QD path. Most importantly, the complex transmission amplitudes through the two paths tdeiϕ and

tre f should be independent of each other, and the total coherent transmission amplitude at zero

temperature tsd = tre f + tdeiϕ is the sum of the individual amplitudes (the “two-slit condition”),

meaning multiple traversals of the ring are negligible. Using a multi-particle scattering formalism,

and assuming that only single-particle scattering processes are coherent, Ref. [23] calculates the

conductance of such an interferometer with an embedded Kondo QD in terms of the single-particle

T-matrix through the QD, and concludes that the AB oscillations are suppressed by inelastic multi-

particle scattering processes due to the Kondo QD.

The two-path interferometer can in principle be realized through open AB rings, where in con-

trast to closed rings, the propagating electrons may leak into side leads attached to the ring. For a

non-interacting QD, Ref. [7] presents the criteria for an open long ring to yield the intrinsic trans-

mission phase through the QD: all lossy arms with side leads should have a small transmission and

a small reflection. A small transmission suppresses multiple traversals of the ring and guarantees
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the validity of the two-slit assumption, while a small reflection prevents electrons from “rattling”

(tunneling back and forth) across the QD. However, when the QD is in the Kondo regime, as with

the previously discussed closed AB rings, the transmission probability through the QD[6] and even

the Kondo temperature[118] may be sensitive to the AB phase and other details of the geometry,

hampering the detection of the intrinsic phase shift across the QD. In addition, since the screening

channels in the open ABK ring and in the simple embedded QD geometry are usually not the same,

it is not obvious that the single-particle sector T-matrices coincide in the two geometries. These

issues are not addressed in Ref. [23], which simply assumes that the two-slit condition is obeyed by

the coherent processes, and that the T-matrix of the open ABK ring is identical to that of the QD em-

bedded between source and drain leads. To our knowledge, it has been a mystery whether in certain

parameter regimes the open long ABK ring realizes the two-path interferometer with a Kondo QD,

where the Kondo temperature and the transmission probability through the QD are independent of

the details of other parts of the ring, and the T-matrix of the ring truthfully reflects the T-matrix of

the QD.

The aforementioned problems in closed and open ABK rings prompt a unified treatment of linear

dc conductance in different mesoscopic geometries containing an interacting QD. Much work has

been done on generic mesoscopic geometries[33, 37, 62], but in the formalism to be presented in this

thesis, we aim to take the connected contribution into account expressly, and refrain from making

assumptions about the geometry in question (such as parity symmetry).

1.4 This thesis
In this thesis, we discuss how the linear dc transport through a multi-terminal system is affected

by interactions, namely interacting quantum wires and reservoirs[111], and an interacting QD in the

Kondo regime[112].

In the first part of the thesis, we adopt the RPA fermionic approach to study the conductance

tensor for a generic multi-lead junction in the presence of TLL leads. Our theory makes extensive

use of the scattering basis transformation of the non-interacting part of the system; as a result it

is explicitly formulated on the basis of the single-particle S-matrix (much like that in Ref. [70]),

and is formally independent of the number of wires. This stands in contrast to previous RPA treat-

ments of junctions attached to FL leads, whose formulation heavily depends on the parametrization

of the conductance tensors, different for two-lead junctions[11] and Y-junctions[13, 15]. We derive

a Landauer-type conductance formula, appropriate for the renormalized S-matrix, and recover the

additional contribution from the TLL leads to the conductance, absent in the naive Landauer formal-

ism. Our theory is applied to the two-lead junction and Y-junction problems, where in addition to

verifying existing results on the fixed points and the phase diagrams, the conductance of the M fixed

point attached to TLL leads is calculated.

In the second part of this thesis, we study a QD represented by an Anderson impurity, which
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is embedded in a junction connecting an arbitrary number of FL leads. The junction is regarded

as a black box characterized only by its scattering S-matrix and its coupling with the QD, and all

leads (including source, drain and possibly side leads) are treated on equal footing. In parallel with

Ref. [66] we find that the linear dc conductance is given by the sum of a “disconnected” part and a

“connected” part. The disconnected part has the appearance of a linear response Landauer formula,

where the “transmission amplitude” is linear in the T-matrix of the screening channel in the single-

particle sector, and indeed reduces at zero temperature to a non-interacting transmission amplitude

appropriate for the local FL theory. The connected part is again a Fermi surface property, can be

eliminated by proper application of bias voltages, and is calculated perturbatively at weak coupling

T � TK , as well as at strong coupling T � TK provided the local FL theory applies. Our formalism

is subsequently applied to long ABK rings. In the case of closed rings, we show that for T � TK ,

the high-temperature conductance exhibits qualitatively different behaviors as a function of the AB

phase for T � vF/L and T � vF/L. In the case of open rings, when the small transmission con-

dition is met, we find the mesoscopic fluctuations are suppressed, and the two-path interferometer

behavior is indeed recovered at low temperatures. If in addition the small reflection condition is

satisfied, the Kondo temperature of the QD and the complex transmission amplitude through the

QD are both unaffected by the details of the ring. We then find the conductance at T � TK and

T � TK , and in particular rigorously calculate the normalized visibility[23] of the AB oscillations in

the FL regime. We show that while the deviation of normalized visibility from unity is indeed pro-

portional to inelastic scattering as predicted by Ref. [66], the constant of proportionality depends

on non-universal particle-hole symmetry breaking potential scattering. Our findings also suggest

that the π/2 phase shift across the QD is measurable in our two-path interferometer when the cri-

teria of small transmission and small reflection are fulfilled. While we focus on long ABK rings

in this thesis, our general formalism is applicable to a Kondo impurity embedded in an arbitrary

non-interacting multi-terminal mesoscopic structure.
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Chapter 2

Conductance of junctions of multiple
interacting quantum wires with TLL

leads

This chapter is devoted to junctions of multiple interacting quantum wires[111]. We first review the

bosonic approach to quantum wires in Section 2.1, and outline its application to 2-lead junctions and

Y-junctions in Section 2.2. Switching to the fermionic approach, we then elaborate on our model

for a generic multi-lead junction in Section 2.3. Viewing the single-particle S-matrix elements as

running coupling constants, we derive an S-matrix RG equation à la Wilson in Section 2.4. This

derivation does not directly shed light on the conductance, however, which prompts us to calculate

the linear dc conductance of the junction to the first order in interaction in Section 2.5. Section 2.6 is

based on perturbative RG, again to the first order in interaction. We recover the S-matrix RG equation

from a Callan-Symanzik (CS) approach, using the Kubo conductance calculated in Section 2.5. This

establishes a modified Landauer formula involving the renormalized S-matrix in the case of FL leads.

An additional contribution to the conductance is shown to arise from TLL leads. In Section 2.7, the

conductance is found in the RPA to arbitrary order in interaction; we derive an S-matrix RG equation

in the RPA, and again find the conductance in terms of the renormalized S-matrix both with and

without TLL leads. Section 2.8 applies our results to the fixed points of 2-lead junctions and Y-

junctions at the first order and in the RPA. In particular, we find the conductance at the M fixed

point of a Z3 symmetric Y-junction attached to TLL leads. We discuss some open questions and

summarize our findings in Section 2.9. Finally, a review of various RG fixed points in the fermionic

approach is given in Appendix A.
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2.1 Bosonic approach to interacting quantum wires with TLL leads
As a first example of how TLL leads may modify the Landauer formula in quasi one-dimensional

mesoscopic structures, we examine a simple model of an interacting quantum wire of spinless elec-

trons connected to TLL leads from the bosonization perspective[42, 61, 76, 100, 105, 106, 125].

2.1.1 Uniform wire

Let us begin by considering a uniform quantum wire with spinless electrons. Retaining the de-

grees of freedom in the vicinity of the Fermi wave vector k ≈ ±kF only, and approximating their

dispersions by linear ones, we have the Hamiltonian

H = H0 +Hg2 +Hg4 , (2.1)

where

H0 =
∫

∞

−∞

dx(ivF)
[
ψ

†
L (x)∂xψL (x)−ψ

†
R (x)∂xψR (x)

]
, (2.2)

Hg2 = g2

∫
∞

−∞

dxρL (x)ρR (x) , (2.3)

Hg4 =
g4

2

∫
∞

−∞

dx
[
ρ

2
L (x)+ρ

2
R (x)

]
. (2.4)

H0 is a kinetic term describing right-moving and left-moving electrons ψR and ψL with velocities

±vF and dispersions ε±,k = vF (±k− kF) respectively. The full electron annihilation operator is sim-

ply ψ (x) = eikF xψR (x)+e−ikF xψL (x). ρR/L = : ψ
†
R/LψR/L : are the normal-ordered chiral density op-

erators (i.e. with their ground state expectation value subtracted); Hg2 then accounts for the interac-

tion between electrons of opposite chiralities, and Hg4 accounts for the interaction between electrons

of the same chirality[122]. We ignore Umklapp processes [e4ikF xψ
†
R (x)ψ

†
R (x+a)ψL (x)ψL (x+a)+h.c.

where a is a small distance] which do not play a significant role away from commensurate fillings,

as well as backscattering processes (ψ†
RψLψ

†
LψR+h.c.) which can be absorbed into Hg2 for spinless

fermions[42, 44].

The above model can be solved exactly by the bosonization technique[44], which takes advan-

tage of the fact that the elementary excitations are density fluctuations. We introduce bosonic fields

φ and θ such that

∂xφ (x) =−π [ρR (x)+ρL (x)] , (2.5)

∂xθ (x) = π [ρR (x)−ρL (x)] ; (2.6)
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thus ∂xφ is proportional to the zero-momentum piece of the density fluctuations (the other piece

is ψ
†
RψL+h.c. of momentum ±2kF ), and ∂xθ is proportional to the zero-momentum piece of the

current operator. φ commutes with itself and so does θ , but they obey the commutation relation

[φ (x) ,θ (y)] = i
π

2
sgn(y− x) ; (2.7)

thus the canonical momentum conjugate to φ is

Π(x) =
1
π

∂xθ (x) . (2.8)

The original fermion operators are solitons in the boson language:

ψR/L (x) =UR/L
1√

2πα
exp [∓iφ (x)+ iθ (x)] , (2.9)

where the short-distance cutoff α mimics a finite bandwidth which scales as 1/α . UR/L are Klein

factors encoding the Fermi statistics of ψR/L; they commute with both bosons and anticommute

with each other. Their presence ensures that the application of ψR/L on a state reduces the fermion

number of that state by 1.

It turns out that both the kinetic part of the Hamiltonian H0 and the interaction parts Hg2 and

Hg4 are quadratic in bosons. Therefore, Hg2 and Hg4 does not change the linear spectrum other than

renormalizing the speed of sound from vF :

H0 =
vF

2π

∫
dx
[
(πΠ(x))2 +(∂xφ (x))2

]
, (2.10)

H = H0 +Hg2 +Hg4 =
u

2π

∫
dx
[

K (πΠ(x))2 +
1
K
(∂xφ (x))2

]
, (2.11)

where

u = vF

√(
1+

g4

2πvF

)2

−
(

g2

2πvF

)2

(2.12)

is the renormalized speed of sound,

K =

√
1+(g4−g2)/(2πvF)

1+(g4 +g2)/(2πvF)
(2.13)

is known as the Luttinger parameter. For repulsive interactions g2 > 0, K < 1, while for attractive

interactions g2 < 0, K > 1; free electrons have K = 1. Also notice that, when g2 = 0, g4 alone does

not change the Luttinger parameter from 1, which means a minimal model of interacting electrons

requires the g2 term but not the g4 term.
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Figure 2.1: Sketch of a quantum wire connected to two leads. The leads are modeled with
Luttinger parameters KL and KR that are different from the Luttinger parameter of the
wire, KW . For FL leads KL = KR = 1.

2.1.2 TLL leads

To investigate the effect of TLL leads on conductance, it is convenient to introduce a slightly more

general model, with position-dependent speed of sound and Luttinger parameter:

H =
1

2π

∫
dx
[

u(x)K (x)(πΠ(x))2 +
u(x)
K (x)

(∂xφ (x))2
]

, (2.14)

where

u(x) =


uL, x < xL

uW , xL < x < xR

uR, x > xR

, (2.15)

K (x) =


KL, x < xL

KW , xL < x < xR

KR, x > xR

. (2.16)

This model may result from e.g. a position-dependent g2 interaction, which is stronger inside the

quantum wire segment xL < x < xR than in the reservoirs[42, 76, 105, 106, 125]; see Fig. 2.1. Note

that the infinitely long wire limit |xR− xL| → ∞ would not be well-defined if the asymptotic behav-

ior of K (x) as x→±∞ were not specified, because as we shall see momentarily, this asymptotic

behavior is required to determine the Green’s function which in turn determines the conductance.

Assuming the wire is subjected to an electric field which exists between reservoirs only and is

13



turned on slowly from t→−∞,

E =−∂A
∂ t

= E0 (x)e−i(ω+i0)t , (2.17)

where E0 (x) = 0 for x < xL and x > xR, the Hamiltonian is modified according to

πΠ(x)→ πΠ(x)− eA(x, t) ; (2.18)

Thus the current is, in the linear response regime[44],

I (x, t) =−
〈

δH
δA(x, t)

〉
= eu(x)K (x)〈Π(x, t)〉− e2

π
u(x)K (x)A(x, t)

=−e2u(x)K (x)
∫

dt ′
∫

dx′u
(
x′
)

K
(
x′
)

A
(
x′, t ′

)
GΠΠ

(
x,x′, t− t ′

)
− e2

π
u(x)K (x)A(x, t) ,

(2.19)

where the equilibrium retarded current-current correlation function is

GΠΠ

(
x,x′, t− t ′

)
≡ (−i)H

(
t− t ′

)〈[
Π(x, t) ,Π

(
x′, t ′

)]〉
. (2.20)

Here we denote the Heaviside unit-step function by H (t). It is useful to study similarly defined

objects GΠφ and Gφφ ; for instance,

GφΠ

(
x,x′, t− t ′

)
≡ (−i)H

(
t− t ′

)〈[
Π(x, t) ,φ

(
x′, t ′

)]〉
. (2.21)

From the quadratic Hamiltonian Eq. (2.14) we can work out the equations of motion for GΠφ and

Gφφ :

∂t ′GΠφ

(
x,x′, t− t ′

)
= δ

(
x− x′

)
δ
(
t− t ′

)
+πu

(
x′
)

K
(
x′
)

GΠΠ

(
x,x′, t− t ′

)
, (2.22)

∂tGφφ

(
x,x′, t− t ′

)
= πu(x)K (x)GΠφ

(
x,x′, t− t ′

)
. (2.23)

With these two equations, we can remove the diamagnetic term and cast the current into the follow-

ing form:

14



I (x, t) =− e2

π2

∫
dt ′
∫

dx′A
(
x′, t ′

)
∂t ′∂tGφφ

(
x,x′, t− t ′

)
=

e2

π2

∫
dx′E0

(
x′
)

iωGφφ

(
x,x′,ω

)
e−iωt . (2.24)

In the second line we have performed Fourier transform Gφφ (x,x′, t− t ′)=
∫ dω

2π
e−iω(t−t ′)Gφφ (x,x′,ω).

For our particular choice of u(x) and K (x), it is not difficult to solve for Gφφ . Writing down the

equation of motion for GΠφ ,

∂tGΠφ

(
x,x′, t− t ′

)
=−δ

(
x− x′

)
δ
(
t− t ′

)
+∂x

[
1
π

u(x)
K (x)

∂xGφφ

(
x,x′, t− t ′

)]
, (2.25)

we may eliminate GΠφ to find a closed equation for Gφφ ,

ω
2Gφφ

(
x,x′,ω

)
= πu(x)K (x)δ

(
x− x′

)
−u
(
x′
)

K
(
x′
)

∂x′

[
u(x′)
K (x′)

∂x′Gφφ

(
x,x′,ω

)]
. (2.26)

Gφφ should be continuous everywhere, [u(x′)/K (x′)]∂x′Gφφ should be continuous everywhere ex-

cept when x′ = x, and as x′ →±∞, Gφφ should describe purely outgoing wave. Choosing x < xL

(because in the dc limit it is unimportant where we choose to measure the current), the aforemen-

tioned boundary conditions lead to the following solution:

Gφφ

(
x,x′,ω

)
=

πKW KL

iω
e−i ω

uL
x (KW +KR)ei ω

uW
x′− (KW −KR)e2i ω

uW
xRe−i ω

uW
x′

(KW +KL)(KW +KR)− (KW −KL)(KW −KR)e2i ω

uW
(xR−xL)

. (2.27)

Therefore, in the dc limit ω → 0,

I (x, t) =
e2

2π

2KLKR

KL +KR

∫
dx′E0

(
x′
)

, (2.28)

i.e. the linear dc conductance is

G =
e2

2π

2KLKR

KL +KR
. (2.29)

Remarkably, G is independent of properties of the quantum wire, but does depend on the in-

teraction strength in the reservoirs. In particular, for Fermi liquid reservoirs interactions become

negligible (KL = KR = 1), and G reduces to the Landauer prediction e2/(2π); on the other hand,

when an interacting quantum wire acts as its own reservoir (KL = KR = KW ), G = KW e2/(2π) de-

15



viates from the Landauer prediction.

It is also worth mentioning that, in the limit of tunneling through a junction of two quantum

wires with Luttinger parameters KL and KR (i.e. xL → xR so that the central segment becomes

infinitely short), there exists a heuristic understanding of Eq. (2.29): a series connection between an

infinite wire with Luttinger parameter KL and a “contact resistance” Gc[32]. If we assume loss of

coherence, we have G−1
c +

[
KLe2/(2π)

]−1
= G−1. Solving for Gc, we find

G−1
c =

(
e2

2π

)−1 1
2

(
1

KR
− 1

KL

)
. (2.30)

Note that here Gc is defined for the right wire relative to the left wire: the sign of Gc changes if it is

defined for the left wire relative to the right wire.

2.2 Bosonic approach to junctions of two wires and Y-junctions
We now review the RG flow diagrams of junctions of two wires and Y-junctions[40, 41, 51, 60, 61,

93, 130]. The RG fixed points of these models control their low-energy behavior, and correspond

to conformally invariant boundary conditions. The simplest way to identify the RG fixed points is

the method of delayed evaluation of boundary condition[51, 93]. While bosonizing the electron

operators at the junction according to Eq. (2.9), we keep both types of bosonic variables φ and θ

without imposing any specific conformally invariant boundary condition on them, thus doubling the

degrees of freedom in the system. The boundary conditions are reintroduced and the extraneous

degrees of freedom eliminated only when we compute the scaling dimensions of various tunneling

processes at the junction.

2.2.1 2-lead junctions

We illustrate the method through 2-lead junctions. Each wire extends from x = 0 to ∞, and the

junction is located at x = 0, as shown in Fig. 2.2 panel a).

Introducing boson fields (φ j,θ j) for wire j, we further define rescaled fields
(
φ̃ j, θ̃ j

)
such that

φ̃ j =
φ j√
K j

, θ̃ j = θ j
√

K j, (2.31)

where K j is the Luttinger parameter for wire j; this transformation preserves the commutation
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Figure 2.2: a) The sketch of a 2-lead junction, with possibly different Luttinger parameters
and speeds of sound in the two wires. The wires extend from x = 0 to ∞, and the junction
is at x = 0. b) The RG fixed points of this model: D (smoothly connected wires) and N
(decoupled wires). c) The RG flow diagram from the bosonic approach. RG flows are
towards N when Ke < 1 (repulsive interactions) and towards D when Ke > 1 (attractive
interactions); here Ke is the harmonic average of K1 and K2.

relation. The imaginary time action of the bulk wires may then be written as a non-interacting form,

S0 = ∑
j=1,2

1
2π

∫
∞

0
dx̃
∫

β

0
dτ

[(
∂τ φ̃ j

)2
+
(
∂x̃φ̃ j

)2
]

(2.32a)

= ∑
j=1,2

1
2π

∫
∞

0
dx̃
∫

β

0
dτ

[(
∂τ θ̃ j

)2
+
(
∂x̃θ̃ j

)2
]

, (2.32b)

where we have also rescaled x = u jx̃ for wire j.
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For future convenience we define the following linear combinations of θ̃ :

Θ0 =

√
K1θ̃1 +

√
K2θ̃2√

K1 +K2
, (2.33a)

Θ1 =

√
K2θ̃1−

√
K1θ̃2√

K1 +K2
. (2.33b)

The bulk action S0 is also of a non-interacting form in terms of Θ0 and Θ1. We can similarly define

conjugate variables Φ0 and Φ1. The right- and left-moving chiral fields for these linear combinations

are

ϕ0R/L = Θ0∓Φ0, (2.34a)

ϕ1R/L = Θ1∓Φ1. (2.34b)

The right-movers depend only on τ− ix̃ and the left-movers depend only on τ + ix̃. The LL and RR

correlation functions are unaffected by the boundary at x = 0:

〈
ϕ jL (τ, x̃)ϕ j′L (0,0)

〉
= δ j j′ ln

α

τ + ix̃+α sgnτ
, (2.35a)

〈
ϕ jR (τ, x̃)ϕ j′R (0,0)

〉
= δ j j′ ln

α

τ− ix̃+α sgnτ
; (2.35b)

the LR and RL correlation functions, however, are usually nonzero due to the junction.

Since the total current is conserved at the junction, from Eq. (2.6) we have the boundary condi-

tion

∂x (u1K1θ1 +u2K2θ2)|x=0 =
√

K1 +K2 ∂x̃Θ0|x̃=0 = 0; (2.36)

Thus ∂τΦ0|x̃=0 = ∂x̃Θ0|x̃=0 = 0, and Φ0 is constant (“pinned”) at the boundary. This corresponds

to the following boundary condition on ϕ0R/L:

ϕ0R (x̃ = 0) = ϕ0L (x̃ = 0)+ const. (2.37a)

We need an additional boundary condition for the remaining degrees of freedom, in this case ϕ1R/L.

A natural ansatz is

ϕ1R (x̃ = 0) = R11ϕ1L (x̃ = 0)+ const., (2.37b)

where R is an orthogonal matrix; this is because all ϕ fields are real, and the correlation functions
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〈ϕRϕR〉 and 〈ϕLϕL〉 should have the same constant prefactor. For a junction of two wires, R is 1×1

and the only possibilities are R11 =±1.

We may view the right-movers as analytic continuation of the left-movers. For x̃ < 0, based on

the above boundary conditions, we have the following “unfolding” transformation:

ϕ0R (x̃) = ϕ0L (−x̃)+ const., (2.38a)

ϕ1R (x̃) = R11ϕ1L (−x̃)+ const. (2.38b)

It then follows that, for instance,

〈ϕ1R (τ, x̃)ϕ1L (0,0)〉= R11 ln
α

τ− ix̃+α sgnτ
.

Let us calculate the scaling dimensions of some tunneling processes. Defining Ke as the har-

monic average of K1 and K2,

Ke =
2K1K2

K1 +K2
, (2.39)

we can write down the bosonized form of several typical processes using Eq. (2.9),

ψ
†
2Rψ1L

∣∣∣
x=0

∝ exp [i(φ2−θ2 +φ1 +θ1)] = exp

[
i

(
√

K1 +K2Φ0 +

√
2

Ke
Θ1

)]
, (2.40a)

ψ
†
1Rψ1L

∣∣∣
x=0

∝ exp(2iφ1) = exp
[

i
(

2K1Φ0√
K1 +K2

+
√

2KeΦ1

)]
, (2.40b)

ψ
†
2Rψ1R

∣∣∣
x=0

∝ exp [i(φ2−θ2−φ1 +θ1)] = exp

[
i

(
(K2−K1)Φ0√

K1 +K2
−
√

2KeΦ1 +

√
2

Ke
Θ1

)]
,

(2.40c)

where all boson fields are evaluated at x̃ = 0. We have discarded the Klein factors which do not

contribute to the power law decay of the correlation functions. Neglecting the constant Φ0, the

correlation functions are easily evaluated:

〈
Tτ exp

(
i

√
2

Ke
[Θ1 (τ,0)−Θ1 (0,0)]

)〉
∝ exp

(
2

Ke
〈TτΘ1 (τ,0)Θ1 (0,0)〉

)
=
(

α

τ

) 1+R11
Ke ,

(2.41)

meaning ψ
†
2Rψ1L

∣∣∣
x=0

has scaling dimension (1+R11)/(2Ke). Similarly, ψ
†
1Rψ1L

∣∣∣
x=0

has dimen-
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sion (1−R11)Ke/2, and ψ
†
2Rψ1R

∣∣∣
x=0

has dimension (1+R11)/(2Ke)+(1−R11)Ke/2.

We examine the two conformally invariant boundary conditions separately:

1) When R11 = 1, ψ
†
2Rψ1L

∣∣∣
x=0

and ψ
†
2Rψ1R

∣∣∣
x=0

have dimension 1/Ke, whereas ψ
†
1Rψ1L

∣∣∣
x=0

has

dimension zero for any Ke, i.e. becomes the identity operator. The latter result implies that ψ1R can

be identified with ψ1L up to a constant phase, indicative of an open boundary condition at x = 0 for

both wires. Thus, at this fixed point, the two wires are completely decoupled. Alternatively, note that

Φ0 and Φ1 are both pinned at x̃ = 0, so φ1 and φ2 are also pinned; Eq. (2.6) then leads to zero current

in each wire. This fixed point is known as the N (Neumann) fixed point in literature. It is stable

when Ke < 1, and unstable when Ke > 1. The dimension of leading irrelevant operators is 1/Ke;

second-order perturbation theory thus implies that, when Ke < 1, the conductance is proportional to

T 2/Ke−2 at low temperatures.

2) When R11 =−1, ψ
†
1Rψ1L

∣∣∣
x=0

and ψ
†
2Rψ1R

∣∣∣
x=0

have dimension Ke, and ψ
†
2Rψ1L

∣∣∣
x=0

becomes

identity. The latter result implies that ψ2R can be identified with ψ1L up to a constant phase, which

means the two wires are smoothly connected without backscattering. This fixed point is known as

the D (Dirichlet) fixed point. For K1 = K2 it further reduces to the case of a single infinite wire.

The D fixed point is stable when Ke > 1, and unstable when Ke < 1. The dimension of leading

irrelevant operators is Ke, so when Ke > 1, the low-temperature correction to the zero-temperature

conductance should scale as T 2Ke−2[51].

These two RG fixed points are shown in Fig. 2.2 panel b), and the RG flow diagram is shown in

panel c).

Finally, we calculate the linear dc conductance, again using the Kubo formula. In the dc limit

where the current is measured or how the external electric field is applied should be unimportant.

Measuring the current at position x on wire j and applying a uniform electric field from 0 to L on

wire j′, we have the Kubo formula

G j j′ =
e2

π2 u jK ju j′K j′ lim
ω→0

1
iωL

[∫
dτeiωτ

∫ L

0
dy
〈
Tτ∂yθ j′ (τ,y)∂xθ j (0,x)

〉
− (ω → 0)

]
. (2.42)

Taking G12 as an example,

G12 =
e2

π2

√
K1K2

K1 +K2
lim
ω→0

1
iω L

u2

[∫
dτeiωτ

∫ L
u2

0
dỹ

×
〈
Tτ∂ỹ

(√
K2Θ0−

√
K1Θ1

)
(τ, ỹ)∂x̃

(√
K1Θ0 +

√
K2Θ1

)
(0, x̃)

〉
− (ω → 0)

]
; (2.43)

the 〈Θ0Θ1〉 and 〈Θ1Θ0〉 cross terms vanish as Θ0 and Θ1 are decoupled, and the 〈Θ0Θ0〉 contribution

must also vanish since it corresponds to the conductance of a semi-infinite wire. The remaining
〈Θ1Θ1〉 contribution is straightforward to evaluate:
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G12 =−
e2

π2
K1K2

K1 +K2
lim
ω→0

1
4iω L

u2

[∫
dτeiωτ

∫ L
u2

0
dỹ∂ỹ∂x̃ 〈Tτ (ϕ1R +ϕ1L)(τ, ỹ)(ϕ1R +ϕ1L)(0, x̃)〉− (ω → 0)

]

=− e2

π2
K1K2

K1 +K2
lim
ω→0

1
4iω L

u2

{∫
dτeiωτ

∫ L
u2

0
dỹ∂ỹ∂x̃

[
ln

α2

τ2 +(ỹ− x̃)2 +R11 ln
α2

τ2 +(ỹ+ x̃)2

]
− (ω → 0)

}

=− e2

π2
K1K2

K1 +K2
lim
ω→0

1
4iω L

u2

{
(2πi)

[
e−ω

∣∣∣ L
u2
−x̃
∣∣∣ sgn

(
L
u2
− x̃
)
+ e−ω x̃−R11e−ω

(
L

u2
+x̃
)
+R11e−ω x̃

]
− (ω → 0)

}
=

1−R11

2
Ke

e2

2π
. (2.44)

In other words, the conductance at the N fixed point is 0, and the conductance at the D fixed point

is Kee2/(2π). This is a special case of Eq. (2.29).

2.2.2 Y-junctions

We proceed to apply the method above to Y-junctions[51]. In this case, the “center-of-mass” field

Θ0 should be

Θ0 =

√
K1θ̃1 +

√
K2θ̃2 +

√
K3θ̃3√

K1 +K2 +K3
, (2.45)

while a convenient set of definitions of the remaining two Θ fields is

Θ1 =

√
K2θ̃1−

√
K1θ̃2√

K1 +K2
, (2.46)

Θ2 =

√
K1K3θ̃1 +

√
K2K3θ̃2− (K1 +K2) θ̃3√

K1 +K2 +K3
√

K1 +K2
. (2.47)

(Other linear combinations are possible, as long as they are orthogonal to each other and to Θ0.)

Again Φ fields can be similarly defined, and their chiral fields are given as before. Φ0 is pinned at

the junction x̃ = 0 by current conservation, and ϕ0R/L obey an open boundary condition. We group

the remaining fields as ~Θ ≡ (Θ1,Θ2) and ~Φ ≡ (Φ1,Φ2), and express the boundary condition for

these fields as ~ϕR = R~ϕL. R is now a 2×2 rotation matrix which can be parametrized as

R =

(
cosξ sinξ

−sinξ cosξ

)
. (2.48)

It is tedious but straightforward to enumerate all single-particle processes at the junction and express

their scaling dimensions in terms of R.

It turns out that there are at least four different types of fixed points, namely the N fixed point

with three decoupled wires where ξ = 0 and R = 1, the A j fixed point with wire j ( j = 1,2,3)
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decoupled from the other two wires which are smoothly connected, and also two types of fixed

points with novel physics: D (Dirichlet) fixed point and χ± (chiral) fixed points.

At the D fixed point, ξ = π and R = −1. None of the single-particle tunneling processes

becomes identity, but some two-particle processes do, such as ψ
†
2Rψ1Lψ

†
2Lψ1R which describes an

electron pair tunneling from wire 1 to wire 2. This evinces Andreev reflection physics at the D fixed

point. We can also look at the linear dc conductance

GD
j j′ = 2

e2

2π

(
−K jδ j j′+

K jK j′

K1 +K2 +K3

)
, (2.49)

which indicates G11 = −(4/3)e2/(2π) in the case of non-interacting wires K1 = K2 = K3 = 1.

(In this case the D fixed point would only be possible for an interacting junction.) |G11| exceeds

e2/(2π), and the enhancement can be attributed to Andreev reflection. The D fixed point cannot

possibly be stable unless the interactions in all three wires are very strongly attractive.

At the χ± fixed points, tanξ = ±
√
(K1 +K2 +K3)/(K1K2K3). At χ+, ψ

†
2Rψ1L, ψ

†
3Rψ2L and

ψ
†
1Rψ3L simultaneously become identity; heuristically, this means incident electrons are scattered

from wire j into wire j + 1 (here we identify j + 3 ≡ j). Similarly, at χ−, ψ
†
1Rψ2L, ψ

†
2Rψ3L and

ψ
†
3Rψ1L simultaneously become identity. The linear dc conductance is given by

Gχ±

j j′ =−2
e2

2π

K j (K1 +K2 +K3)δ j j′+
(
±K1K2K3ε j j′−K jK j′

)
K1 +K2 +K3 +K1K2K3

, (2.50)

where the anti-symmetric tensor ε j j′ is defined as follows: ε12 = ε23 = ε31 = 1, ε21 = ε32 = ε13 =−1,

ε j j = 0.

We now focus on the Z3 symmetric Y-junction of three identical quantum wires, with Luttinger

parameter K j = K. The RG flow diagram is greatly simplified under this assumption[93].

1) At K < 1, the only stable fixed point is the N fixed point. Neither χ± nor D is stable.

2) At K = 1, the system is non-interacting in the bulk and all single-particle processes are

marginal in the RG sense. There is a manifold of fixed points, which contains both N and χ±,

although not D.

3) At 1<K < 3, N becomes unstable, and the RG flows are eventually toward χ± which become

stable. However, while N preserves time-reversal symmetry, χ± explicitly breaks it (since Gχ±

j j′ 6=
Gχ±

j′ j when j 6= j′). Therefore the most economic assumption is that there exists an intermediate fixed

point (termed M for mysterious) that preserves time-reversal symmetry. M is stable against time-

reversal symmetric perturbations, such as tunneling between any two wires; however, it is unstable

against time-reversal symmetry breaking perturbations, such as an AB phase at the junction that is

seen in either tunneling cycle (1→ 2→ 3→ 1 or 1→ 3→ 2→ 1). It is not difficult to see from a

non-interacting model that M also belongs to the fixed manifold when K = 1. D remains unstable.

4) At K = 3, the system again has non-interacting quasiparticles but they are not the bare elec-
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trons. There is a manifold of fixed points, which contains χ± but not N, M or D.

5) At K > 3, N remains unstable, χ± becomes unstable once more, and D becomes stable.

(There are in fact two types of D fixed points which have the same conductance tensor; however,

only one type can be reached by an RG flow that preserves time-reversal symmetry. This type of D

fixed point is stable when K > 9.)

We are particularly interested in the realistic case of K close to 1, when the interactions are not

too strong. In this case the D fixed point is never stable, and important fixed points are N, χ±,

M and also the asymmetric A j if Z3 asymmetry is allowed. The RG flow diagrams for K < 1 and

1 < K < 3 are depicted in Fig. 2.3, along with schematic representations of N, χ+, M, A3 and D.

Unfortunately, important as the M fixed point may be in the presence of time-reversal symmetry

and Z3 symmetry, we are unaware of its corresponding conformally invariant boundary condition

in terms of bosonic variables. In the remainder of this chapter, we turn to the fermionic approach

to junctions of quantum wires, which appears to be a more convenient description of the M fixed

point.

2.3 Fermionic formulation
In this section, we establish the model Hamiltonian for a generic junction of interacting quantum

wires, to be studied by the fermionic approach in the remainder of the chapter.

The system consists of N quantum wires of interacting spinless electrons, numbered j = 1, 2,

..., N, meeting at a junction which we choose as the origin x = 0. We align the wires so that they are

parallel to the +x axis; see Fig. 2.4.

In the continuum limit of the model, on each quantum wire we retain right- and left-movers in

narrow bands of wave vectors around the Fermi points ±kF j:

ψ j (x)≈ eikF jxψ jR (x)+e−ikF jxψ jL (x)=
∫ D

−D

dE√
2πvF j

[
ψ jR (E)e

i
(

E
vF j

+kF j

)
x
+ψ jL (E)e

−i
(

E
vF j

+kF j

)
x
]

,

(2.51)

where vF j is the Fermi velocity in wire j, the dispersion relation is linearized as E = E j (k) = vF jk,

and D� vF jkF j is the high-energy cutoff. Left-movers ψ jL are incident on the junction, scattered,

and turned into right-movers ψ j′R; ψ jL and ψ j′R are not independent degrees of freedom, but related

by the single-particle S-matrix of the junction S j j′ [see also Eq. (2.57)].

The Hamiltonian consists of three parts:

H =
N

∑
j=1

(
H j

0,wire +H j
int

)
+H0,B. (2.52)

H j
0,wire is the non-interacting part of the Hamiltonian for wire j, quadratic in electron operators,
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Figure 2.3: a) Typical RG fixed points of the Y-junction, as predicted by the bosonic approach
(with the exception of the M fixed point): N (decoupled wires), χ+ (chiral transmission
which breaks time-reversal symmetry: 1 to 2, 2 to 3 and 3 to 1), M (electrons incident
from any wire can be reflected or transmitted), D (Andreev reflection) and the asymmetric
A3 (1 and 2 are smoothly connected and 3 is decoupled). b) The RG flow diagram for a
Z3 symmetric Y-junction at K < 1. The horizontal axis measures the coupling strength
between any two wires, so the N fixed point occupies the entire vertical axis. The vertical
axis measures time-reversal symmetry breaking (e.g. due to an AB flux at the junction),
which means the time-reversal symmetric M should be on the horizontal axis, but χ±

should not. RG flows are always towards N when K < 1, although it is found from the
fermionic approach that M is more stable than χ±. c) Same as b) but with 1 < K < 3. RG

flows are towards χ± whenever time-reversal symmetry is broken; in the time-reversal
symmetric case, however, the RG flow is from N to M.
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Figure 2.4: Sketch of a typical junction system with the number of quantum wires N = 3. The
shaded junction area to the left is modeled by quadratic hopping terms between ends of
the wires, which are all aligned at the origin x = 0. The electron-electron interaction
strengths inside the wires are also plotted for comparison. The interaction strength in
wire j = 1 is uniform, and that in wire j = 2 also goes to a constant nonzero value as
x→ ∞; these two wires are said to be attached to TLL leads. In contrast, the wire j = 3
has a vanishing interaction strength far away from the junction, and is connected to an
FL lead (the FL lead itself is too wide to be shown in full).

H j
0,wire ≈ ivF j

∫
∞

0
dx
[
ψ

†
jL∂xψ jL−ψ

†
jR∂xψ jR

]
(x)≈

∫ D

−D
dE E

(
ψ

†
jR (E)ψ jR (E)−ψ

†
jL (E)ψ jL (E)

)
,

(2.53)

while the quartic term H j
int to be specified below describes the electron-electron interaction in wire

j. The boundary term H0,B is quadratic, and is responsible for electron transfer between wires across

the junction. For simplicity we again assume that each wire only supports one single channel, and

ignore quartic interactions between wires, at the junction and between the junction and the wires.

To model the electron-electron interaction, we assume it is short-ranged and the system is away

from half-filling, so that the Umklapp processes are unimportant. We further ignore processes where

two chiral densities of the same chirality interact with one another, ψ
†
RψRψ

†
RψR or ψ

†
LψLψ

†
LψL; as

discussed in Section 2.1 these g4 processes renormalize the Fermi velocity but do not change the

Luttinger parameter by themselves. For spinless fermions, this leaves us with only processes in-

volving two chiral densities of different chiralities (g2 processes) ψ
†
RψRψ

†
LψL. The electron-electron

interaction is then represented by a spatially variant g2 term:
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H j
int =

∫
∞

0
dxg j

2 (x)ψ
†
jR (x)ψ jR (x)ψ

†
jL (x)ψ jL (x) . (2.54)

g j
2 (x→ ∞) is a constant. A finite g j

2 (∞) 6= 0 corresponds to a TLL lead attached to wire j, while

if g j
2 (∞) = 0 the junction is considered to be connected to an FL lead. We define a dimensionless

interaction strength

α j (x) = g j
2 (x)/(2πvF j) . (2.55)

Along the lines of Refs. [77, 132], viewing the electron-electron interaction as a perturbation, we

can first diagonalize the quadratic part of the Hamiltonian. The resultant eigenstates, which form the

so-called scattering basis, can be related to the S-matrix in the low-energy theory. Note that such

a scattering basis transformation is independent of the actual eigenstates of the fully interacting

system; we are therefore always able to proceed with this transformation, regardless of whether

the interaction is present at x → ∞. For non-resonant scattering, which we assume throughout

this chapter, the S-matrix elements S j j′ (E) ≡ S j j′ are independent of the electron energy E at low

energies, and the single-particle scattering state incident from wire j′ with energy E ′ reads

φ
†
j′
(
E ′
)
|0〉= ∑

j

∫
∞

0
dx

1√
2πvF j

(
δ j j′e

−i E′
vF j

x
ψ

†
jL (x)+S j j′e

i E′
vF j

x
ψ

†
jR (x)

)
|0〉+ · · · , (2.56)

where |0〉 corresponds to the filled Fermi sea, and the omitted terms represent the part of the wave

function from the junction area. Under our assumption of non-resonant scattering, these omitted

terms do not contribute to the renormalization of the interaction[132]. Inverting Eq. (2.56) we may

express the original electrons ψ in terms of the scattering basis operators φ ,

ψ jR (E) =
N

∑
j′=1

∫
dE ′

∫
∞

0
dx

(
1√

2πvF j
e

i E
vF j

x
)∗(

1√
2πvF j

S j j′e
i E′

vF j
x
)

φ j′
(
E ′
)

= ∑
j′

∫ D

−D

dE ′

2π

−i
E−E ′− i0

S j j′φ j′
(
E ′
)

. (2.57a)

Similarly

ψ jL (E) =
∫ D

−D

dE ′

2π

i
E−E ′+ i0

φ j
(
E ′
)

. (2.57b)

The coefficients of this transformation would be δ -functions if the Fourier transform were per-

formed on the real axis; however, they pick up a principal value part here because our system is

defined on the positive x-axis.
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Now recast the Hamiltonian in the scattering basis. By definition, the quadratic part of the

Hamiltonian is diagonal:

N

∑
j=1

H j
0,wire +H0,B = ∑

j

∫
dE Eφ

†
j (E)φ j (E) . (2.58)

We insert the scattering basis transformation into the interaction Eq. (2.54). Allowing the energies

to run freely from −∞ to ∞ and calculating the energy integrals using the method of residues[34],

we find

H j
int =

∫
∞

0
dxg j

2 (x) ∑
l1l2l3l4

∫ dE1dE2dE3dE4

(2π)2 v2
F j

φ
†
l1 (E1)φl2 (E2)φ

†
l3 (E3)φl4 (E4)e

i(−E1+E2+E3−E4)
x

vF j S∗jl1S jl2δ jl3δ jl4

(2.59)

This is a plausible manipulation, seeing that the scattering basis transformation should not introduce

additional singularities at the band edge. Now

H j
int =

∫
∞

0
dxg j

2 (x) ∑
l1l2l3l4

∫ dE1dE2dE3dE4

(2π)2 v2
F j

ρ
j

l1l2l3l4 (E1,E2,E3,E4;x)φ
†
l1 (E1)φl2 (E2)φ

†
l3 (E3)φl4 (E4) ,

(2.60)

where we introduce the function

ρ
j

l1l2l3l4 (E1,E2,E3,E4;x)≡ 1
2

[
e

i(−E1+E2+E3−E4)
x

vF j S∗jl1S jl2δ jl3δ jl4 + e
i(−E3+E4+E1−E2)

x
vF j S∗jl3S jl4δ jl1δ jl2

]
.

(2.61)

Note that we have symmetrized the function ρ so that ρ
j

l1l2l3l4 (E1,E2,E3,E4;x)= ρ
j

l3l4l1l2 (E3,E4,E1,E2;x).

This interaction is diagrammatically represented by the symmetric vertex in Fig. 2.5. We may well

opt not to symmetrize ρ; however, the two created electrons E1l1 and E3l3 (or the two annihilated

electrons E2l2 and E4l4) would be inequivalent in that case, and the diagrammatic bookkeeping

would be more difficult.

2.4 Wilsonian approach to S-matrix renormalization
We now review the derivation of the S-matrix RG equation using the Wilsonian scaling approach in

Ref. [132].

Starting from Eq. (2.60), we reduce the energy cutoff D to D− δD (δD � D), and inte-

grate out the so-called “fast modes” with energies in one of the two slices (−D+δD,−D) and

(D−δD,D). This procedure generates corrections of O(αδD/D) to the quadratic part of the

Hamiltonian [Eq. (2.58)] as well as the quartic part [Eq. (2.60)]. We assume that the corrections
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Figure 2.5: Diagrammatic representation of the electron-electron interaction.

to the quartic part are unimportant; the rationale is that the quartic part originates entirely from the

bulk, so it should renormalize independently of the junction. In fact, since the quartic part is free

of Umklapp processes, it should be exactly marginal in the RG sense[109]. Meanwhile, the renor-

malized quadratic part becomes off-diagonal and must be diagonalized with a new scattering basis,

which is in turn associated with a running (i.e. cutoff-dependent) S-matrix.

The quadratic correction generated by Eq. (2.60) reads

δH j
0 =−2

∫
∞

0
dxg j

2 (x) ∑
l1l2l3

∫
δD

dE1

∫ D

−D

dE2dE3

(2π)2 v2
F j

ρ
j

l1l2l3l1 (E1,E2,E3,E1;x) f (E1)φ
†
l3 (E3)φl2 (E2) .

(2.62)

The E2E3 contraction is equivalent to the E1E4 contraction; hence the factor of 2. The E1E2 and

E3E4 contractions are discarded because, once we sum over l taking into account the S-matrix

unitarity ∑l1

∣∣S jl1

∣∣2 = 1, we find the resulting “tadpole” diagrams only harmlessly shift the chemical

potential[109].

We let φ ′ be the renormalized scattering basis after integrating out fast modes. φ ′ is related to φ

by another S-matrix, Sδ

j j′ , which only weakly deviates from the N×N identity matrix:

φ j (E) =
∫ dE ′

2π

[
i

E−E ′+ i0
φ
′
j
(
E ′
)
+

−i
E−E ′− i0 ∑

j′
Sδ

j j′
(
E ′;E

)
φ
′
j′
(
E ′
)]

(2.63)

The inverse transformation is obtained by calculating anti-commutators:

(
φ
′
j′
(
E ′
))†

= ∑
j

∫ dE
2π

[
i

E−E ′+ i0
δ j j′+

−i
E−E ′− i0

Sδ

j j′
(
E ′;E

)]
φ

†
j (E) (2.64)

By definition φ ′ diagonalizes the renormalized quadratic Hamiltonian,
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[
∑

j
H j

0,wire +H0,B +∑
j

δH j
0 ,
(
φ
′
j′
(
E ′
))†

]
= E ′

(
φ
′
j′
(
E ′
))† (2.65)

Substituting Eq. (2.64) into the above, we find to O(δD/D)

i
[
δ j j′−Sδ

j j′
(
E ′;E

)]
= δD

∫
∞

0
dx
{

f (D)

[
α j (x)

vF j
S∗j jS j j′e

−i 2D−E−E′
vF j

x
+

α j′ (x)
vF j′

S j′ j′S∗j′ je
i 2D−E−E′

vF j′
x
]

+ f (−D)

[
α j (x)

vF j
S∗j jS j j′e

i 2D+E+E′
vF j

x
+

α j′ (x)
vF j′

S j′ j′S∗j′ je
−i 2D+E+E′

vF j′
x
]}

. (2.66)

We now perform the x integral in a simple model. Let us assume that the junction is connected

through wire n to a TLL or FL lead at x = Ln; in other words, when x≥ Ln, αn (x) = αn (∞) becomes

a constant independent of x and dαn (x)/dx = 0. We further assume that the interaction inside the

wire is also uniform, i.e.

α j (x) = α j (0)+ [α j (∞)−α j (0)]H (x−L j) (2.67)

where H (x) is the Heaviside unit-step function. Now

δ j j′−Sδ

j j′
(
E ′;E

)
= δD

 f (D)

S∗j jS j j′
(α j (0)−α j (∞))e

−i 2D−E−E′
vF j

L j −α j (0)
2D−E−E ′

+S j′ j′S∗j′ j

(
α j′ (0)−α j′ (∞)

)
e

i 2D−E−E′
vF j′

L j′ −α j′ (0)
2D−E−E ′

+ f (−D)

S∗j jS j j′
(α j (0)−α j (∞))e

i 2D+E+E′
vF j

L j −α j (0)
−2D−E−E ′

+S j′ j′S∗j′ j

(
α j′ (0)−α j′ (∞)

)
e
−i 2D+E+E′

vF j′
L j′ −α j′ (0)

−2D−E−E ′


 (2.68)

If D& |E|, |E ′|,±2D−E−E ′ can be approximated as±2D, thus giving rise to a scaling contribution

O(δD/D). If D & vFn/Ln, exp(±i2DLn/vFn) oscillates rapidly with D and is negligible; on the

other hand, when D . vFn/Ln, exp(±i2DLn/vFn)≈ 1. Finally, if D & T , the factors f (D)≈ 0 and

f (−D)≈ 1 are approximately independent of D. Therefore, to O(δD/D), Eq. (2.68) predicts that

Sδ

j j′
(
E;E ′

)
= δ j j′−

δD
2D

(
α j (D)S∗j jS j j′−α j′ (D)S j′ j′S∗j′ j

)
(2.69)

independent of |E|, |E ′| and T as long as D & max{|E| , |E ′| ,T}. Here we have defined a cutoff-

dependent interaction strength
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αn (D)≡
{

αn (0) , D & vFn/Ln

αn (∞) , D . vFn/Ln
. (2.70)

This means the renormalization will stop at the energy scale of the incident/scattered electron or the

temperature, whichever is higher. In addition, the energy scale associated with the inverse length of

wire n, vFn/Ln, determines whether the renormalization due to that wire is controlled by interaction

strength in the wire αn (0) or that in the lead αn (∞): the effective interaction strength crosses over

from αn (0) to αn (∞) as the D is reduced below vFn/Ln.

The renormalized S-matrix S+ δS relates φ ′ to the original fermions ψ . Inserting Eq. (2.63)

into Eq. (2.57) we find that δS and Sδ obey the simple matrix relation δS = SSδ −S, and according

to Eq. (2.69), δS j j′ is given by

δS j j′ =−
δD
2D

(
∑
n

αn (D)S jnS∗nnSn j′−α j (D)S j jδ j j′

)
. (2.71)

We are now in a position to write down the RG equation for the S-matrix valid to O(α). Restoring

the explicit cutoff dependence, we have

−
dS j j′ (D)

d lnD
=−1

2 ∑
n

αn (D)
[
S jn (D)S∗nn (D)Sn j′ (D)−δ j′nSnn (D)δn j

]
(2.72)

where the RG flow is cut off at the temperature T . In the special case of αn independent of D, this is

the equation given in Refs. [70, 77]. It can be readily checked that Eq. (2.72) preserves the unitarity

of the S-matrix.

We pause to remark that, as the cutoff is reduced below the inverse length of one of the wires,

renormalization due to that wire is governed only by the lead to which that wire is attached. This is

reasonable because a junction of finite-length TLL wires attached to FL leads should, at low energies,

renormalize into a junction connected directly to FL leads[12, 42, 93].

2.5 First-order perturbation theory conductance
Intuitively, once the renormalization flow of the S-matrix is stopped by a physical infrared cutoff,

the renormalized S-matrix should represent the non-interacting part of the low-energy theory of the

junction, and can be taken as an input to the Landauer formalism. However, such an argument

does not address the role of the low-energy residual interaction, which turns out to be especially

important in the case of TLL leads. Also, in principle, the Landauer formalism is well-founded only

in the absence of inelastic scattering. We are therefore motivated to study the conductance in the CS

formulation, which fully exposes possible deviations from the Landauer predictions.

In the CS formulation of RG, we start from a field theory with a running cutoff D, and calculate

low-energy physical observables (in our case the linear dc conductance tensor G j j′) as a function of

the running coupling constants of the theory [in our case the S-matrix elements S j j′ (D)]. This is
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once again accomplished by perturbation theory in interaction. We require that when D is greater

than the energy scales at which the system is probed, namely the finite temperature T , G j j′ should

be independent of D. Therefore, by allowing the cutoff to run from D to D−δD, where δD� D,

we can find the RG equation satisfied by the coupling constants S j j′ (D), and subsequently find the

conductance. In this section and the next, we first compute the linear dc conductance in Kubo

formalism to the first order in interaction, then apply the CS formulation to our perturbation theory

results.

The current operator at coordinate x in wire j is first written in terms of the fermion fields:

Î j (x) = evF j

(
ψ

†
jRψ jR−ψ

†
jLψ jL

)
(x) . (2.73)

Note that Î j is not changed by the interaction; it is proportional to the commutator of the elec-

tron density with the Hamiltonian, but the interaction commutes with the electron density. Using

Eq. (2.57) we find the imaginary time correlation function Ω j j′ (x,x′;τ− τ ′)≡−
〈
Tτ I j (x,τ) I j′ (x′,τ ′)

〉
to be

Ω j j′
(
x,x′;τ− τ

′)
=− e2

(2π)2 ∑
j1 j2 j′1 j′2

∫
dε1dε2dε

′
1dε

′
2

[
e

i ε2−ε1
vF j

x
S∗j j1S j j2− e

−i ε2−ε1
vF j

x
δ j j1δ j j2

]

×

[
e

i
ε ′2−ε ′1
vF j′

x′
S∗j′ j′1S j′ j′2

− e
−i

ε ′2−ε ′1
vF j′

x′
δ j′ j′1

δ j′ j′2

]〈
Tτφ

†
j1 (ε1,τ)φ j2 (ε2,τ)φ

†
j′1

(
ε
′
1,τ
′)

φ j′2

(
ε
′
2,τ
′)〉

H
.

(2.74)

The imaginary time-ordered expectation value should be evaluated in the Heisenberg picture. The

linear dc conductance G j j′ is then given by the retarded current-current correlation function Ω,

G j j′
(
x,x′
)
= lim

ω→0
lim

ηω→0+

1
iω

[
Ω j j′

(
x,x′;ω

+
)
−Ω j j′

(
x,x′;0

)]
, (2.75)

where again ω+ ≡ ω + iηω . The coordinate dependence should vanish in the ω → 0 limit, since

where exactly we apply the bias or measure the current is inconsequential in a dc experiment[42, 93].

Eq. (2.75) is now calculated in perturbation theory. Switching to the interaction picture, we

perform a Wick decomposition of the time-ordered product, go to the frequency space and sum

over the Matsubara frequencies. The retarded correlation function is then obtained by analytic

continuation iωn → ω+ ≡ ω + iηω where the ηω → 0+ limit is taken. The energy integrals are

calculated afterwards, followed by real space integrals [which appear in Eq. (2.60)] in the end.

Feynman diagrams involved to the first order are shown in Fig. 2.6, with the final results given by

Eqs. (2.88) and (2.98).
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Figure 2.6: Diagrams contributing to the linear dc conductance at the first order in interaction.
The second line shows the self-energy dressed bubble diagrams, while vertex correction
diagrams are in the third line.

2.5.1 Zeroth order

At the zeroth order, there is only a single bubble diagram for the current-current correlation function[35,

38]. Wick’s theorem gives

〈
Tτφ

†
j1 (ε1,τ)φ j2 (ε2,τ)φ

†
j′1

(
ε
′
1,τ
′)

φ j′2

(
ε
′
2,τ
′)〉

=−δ j2 j′1
δ
(
ε2− ε

′
1
)
G j2
(
ε2,τ− τ

′)
δ j1 j′2

δ
(
ε1− ε

′
2
)
G j1
(
ε1,τ

′− τ
)

. (2.76)

Here G is the free scattering basis Matsubara Green’s function G j (E, iωn) = 1/(iωn−E), ωn =

(2n+1)π/β . We have dropped the H subscript in Eq. (2.74) when switching to the interaction

picture. Going to the frequency space, we have the standard Matsubara sum

1
β

∑
iωn

G j2 (E2, iωn)G j1 (E1, iωn− ipm) =
f (E2)− f (E1)

−ipm +E2−E1
, (2.77)

where pm = 2mπ/β is a bosonic frequency and f (ε) = 1/
(
eβε +1

)
is the Fermi distribution at

temperature β = 1/T . Performing analytic continuation ipm → ω+ ≡ ω + iηω (ηω → 0+) then

yields the zeroth order retarded correlation function,
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Ω
(0)
j j′
(
x,x′;ω

+
)
=

e2

(2π)2 ∑
j1 j2

∫
dε1dε2

f (ε2)− f (ε1)

−ω++ ε2− ε1

[
δ j j′e

i(ε2−ε1)

(
x

vF j
− x′

vF j′

)

+δ j j′e
i(ε1−ε2)

(
x

vF j
− x′

vF j′

)
−
∣∣S j′ j

∣∣2 e
i(ε1−ε2)

(
x

vF j
+ x′

vF j′

)
−
∣∣S j j′

∣∣2 e
i(ε2−ε1)

(
x

vF j
+ x′

vF j′

)]
. (2.78)

We have done the j1 and j2 sums using unitarity of the S-matrix. Employing contour techniques, we

integrate over ε1 on (−∞,∞) for the term proportional to f (ε2), and integrate over ε2 on (−∞,∞)

for the term proportional to f (ε1):

Ω
(0)
j j′
(
x,x′;ω

+
)

=
e2

(2π)2

∫
dε2 (2πi) f (ε2)

[
δ j j′e

iω+

∣∣∣∣ x
vF j
− x′

vF j′

∣∣∣∣−0−
∣∣S j j′

∣∣2 e
iω+

(
x

vF j
+ x′

vF j′

)]

− e2

(2π)2

∫
dε1 (2πi) f (ε1)

[
δ j j′e

iω+

∣∣∣∣ x
vF j
− x′

vF j′

∣∣∣∣−0−
∣∣S j j′

∣∣2 e
iω+

(
x

vF j
+ x′

vF j′

)]
. (2.79)

We note that the
∣∣S j′ j

∣∣2 term vanishes because the associated singularities are on the wrong side

of the contour. Now combine the f (ε2) and f (ε1) terms and restore the cutoff D, recalling that

ε2− ε1 = ω+. This gives

Ω
(0)
j j′
(
x,x′;ω

+
)
= i

e2

2π

∫
dε2
[

f (ε2)− f
(
ε2−ω

+
)][

δ j j′e
iω+

∣∣∣∣ x
vF j
− x′

vF j′

∣∣∣∣−0−
∣∣S j j′

∣∣2 e
iω+

(
x

vF j
+ x′

vF j′

)]
.

(2.80)

Substituting into Eq. (3.31), taking the ηω → 0+ limit and then the ω → 0 limit, we obtain

G(0)
j j′ =−

e2

2π

(
δ j j′−

∣∣S j j′
∣∣2) , (2.81)

which is the usual linearized Landauer formula.

2.5.2 First order

Higher order diagrams can be classified into two basic types, namely self-energy diagrams and

vertex corrections. They are discussed separately in the following.
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Self-energy diagrams

At the first order, as shown in Fig. 2.6, the bubble diagram is dressed by two types of self-energies:

contraction of E1 with E2 or E3 with E4 in Eq. (2.60) (the “tadpole”), and contraction of E1 with E4

or E2 with E3.

For the self-energy diagrams and the dressed conductance bubbles we need two more types of

Matsubara frequency sums. The first one is

1
β

∑
iωn

G j (ε, iωn) = f (ε) . (2.82)

The second one is

1
β

∑
iωn

G j′1

(
ε
′
1, iωn

)
G j1 (ε1, iωn)G j2 (ε2, iωn + ipm)

= f (ε2)
1

(ε2− ipm)− ε ′1

1
(ε2− ipm)− ε1

−
∫ dε̃

2πi
f (ε̃)

× 1
ε̃ + ipm− ε2

[
1

ε̃ + i0− ε ′1

1
ε̃ + i0− ε1

− 1
ε̃− i0− ε ′1

1
ε̃− i0− ε1

]
. (2.83)

To compute this sum, we consider the following contour integral,

∮ dz
2πi

f (z)
1

z− ε ′1

1
z− ε1

1
z+ ipm− ε2

, (2.84)

where the integration contour is wrapped around the branch cut on the real axis[74], so that poles

inside the contour are z = iωn (n running over all integers) and also z = ε2− ipm. The f (ε2) term in

Eq. (2.83) comes from z = ε2− ipm, and the f (ε̃) term comes from the branch cut z = 0.

We ignore the tadpole-type self-energy diagrams, again on the grounds that they only modify

the chemical potential. The other type of self-energy diagrams turn out to dress the S-matrix. One

instance of these diagrams reads
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Ω
(1),SE,non-tadpole,1
j j′

(
x,x′;τ− τ

′)=− e2

(2π)2 ∑
j1 j2 j′1 j′2

∫
dε1dε2dε

′
1dε

′
2

×

[
e

i (
ε2−ε1)

vF j
x
S∗j j1S j j2− e

−i (
ε2−ε1)

vF j
x
δ j j1δ j j2

][
e

i (
ε ′2−ε ′1)
vF j′

x′
S∗j′ j′1S j′ j′2

− e
−i (

ε ′2−ε ′1)
vF j′

x′
δ j′ j′1

δ j′ j′2

]

× (−)
∫

β

0
dτ1 ∑

n

∫
dygn

2 (y) ∑
l1l2l3l4

∫ dE1dE2dE3dE4

(2π)2 v2
Fn

ρ
n
l1l2l3l4 (E1,E2,E3,E4;y)

×δ j2 j′1
δ
(
ε2− ε

′
1
)
G j2
(
ε2,τ− τ

′)
δ j′2l1δ

(
ε
′
2−E1

)
G j′2

(
ε
′
2,τ
′− τ1

)
×δl2l3δ (E2−E3)Gl2 (E2,0)δl4 j1δ (E4− ε1)G j1 (ε1,τ1− τ) . (2.85)

Going to the frequency space, performing Matsubara sums and analytic continuation, we find

Ω
(1),SE,non-tadpole,1
j j′

(
x,x′;ω

+
)
=− e2

(2π)2 ∑
j1 j2 j′2

∫
dε1dε2dε

′
2

×

[
e

i (
ε2−ε1)

vF j
x
S∗j j1S j j2− e

−i (
ε2−ε1)

vF j
x
δ j j1δ j j2

][
e

i (
ε ′2−ε2)
vF j′

x′
S∗j′ j2S j′ j′2

− e
−i (

ε ′2−ε2)
vF j′

x′
δ j′ j2δ j′ j′2

]

× (−)∑
n

∫
dygn

2 (y)
∫ dE2

(2π)2 v2
Fn

f (E2)ρ
n
j′2nn j1

(
ε
′
2,E2,E2,ε1;y

)
×
[

f (ε2)
1

(ε2−ω+)− ε ′2

1
(ε2−ω+)− ε1

−
∫ dε̃

2πi
f (ε̃)

1
ε̃ +ω+− ε2

×
(

1
ε̃ + i0− ε ′2

1
ε̃ + i0− ε1

− 1
ε̃− i0− ε ′2

1
ε̃− i0− ε1

)]
. (2.86)

Carrying out the ε1 and ε ′2 integrations, and also the ε2 integration in the f (ε̃) term, this becomes in

the x, x′→ ∞ limit

Ω
(1),SE,non-tadpole,1
j j′

(
x,x′;ω

+
)
=− e2

2π

∫
dε2
[

f (ε2)− f
(
ε2−ω

+
)]

× (−)∑
n

∫
dyαn (y)

∫ dE2

vFn
f (E2)

1
2

e
iω+

(
x

vF j
+ x′

vF j′

)

×S j j′
[
S∗jnSnnS∗n j′e

2i(E2−(ε2−ω+)) y
vFn +δ jnS∗nnδ j′ne−2i(E2−(ε2−ω+)) y

vFn

]
. (2.87)

This is just one of the four terms which contribute to the dressing of the S-matrix in Eq. (3.31).

Another identical term comes from contracting E1 with E4 (completely equivalent to contracting E2

with E3 which we have done). The remaining two terms have all their electron propagators reverted,

so that their contributions to the conductance are the complex conjugate of the first two terms. In
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the end, contributions from first-order self-energy diagrams can be integrated into a Landauer-type

formula:

G(0)
j j′ +G(1),SE

j j′ =− e2

2π

(
δ j j′−

∫
dε [− f (ε)]

∣∣∣Sd(1)
j j′ (ε)

∣∣∣2) (2.88)

where the first order “dressed S-matrix” Sd(1) is given by

Sd(1)
j j′ (ε) = S j j′− i∑

n

∫
∞

0
dyαn (y)

∫ dε ′

vFn
f
(
ε
′)

×S jnS∗nnSn j′ exp
(

2i
(
ε− ε

′) y
vFn

)
+δ jnSnnδ j′n exp

(
−2i

(
ε− ε

′) y
vFn

)
; (2.89)

αn (y) has been defined in Eq. (2.55). For a non-interacting system Sd(1)
j j′ (ε) = S j j′ ; this is in agree-

ment with our intuitive expectation.

For the simple model Eq. (2.67), integrating over y:

Sd(1)
j j′ (ε) = S j j′ (ε)−∑

n

∫
dε
′ f (ε ′)
2(ε ′− ε)

(
S jnS∗nnSn j′

[
(αn (∞)−αn (0))e2i(ε−ε ′) Ln

vFn +αn (0)
]

−δ jnSnnδ j′n

[
(αn (∞)−αn (0))e−2i(ε−ε ′) Ln

vFn +αn (0)
])

. (2.90)

The ε ′ integral is infrared divergent, which prompts an RG resummation of leading logarithms. We

will determine the renormalization of the S-matrix using Eq. (2.90) and discuss its implications in

Section 2.6.

Vertex correction diagrams

There are two types of first order vertex correction diagrams, the “cracked egg” diagram and the

ring diagram. Neither type of vertex corrections to the conductance requires Matsubara sums other

than Eq. (2.77).

By summing over all dummy wire indices, we can show that the “cracked egg” contribution to

the dc conductance is proportional to δ j j′ . On the other hand, due to current conservation and the

absence of equilibrium currents, the full dc conductance G j j′ obeys

∑
j

G j j′ = ∑
j′

G j j′ = 0; (2.91)

this must also be true at O(α). Since Eq. (2.91) is already satisfied by the self-energy contribution

Eq. (2.88), and also by the ring diagram contribution Eq. (2.98) as we shall see below, it must be

separately satisfied by the “cracked egg” diagrams as well. But ∑ j δ j j′ = ∑ j′ δ j j′ = 1, and we infer
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that the “cracked egg” diagrams must be identically zero.

An example of the ring diagram is

Ω
(1),VC,ring,1
j j′

(
x,x′;τ− τ

′)=− e2

(2π)2 ∑
j1 j2 j′1 j′2

∫
dε1dε2dε

′
1dε

′
2

×

[
e

i (
ε2−ε1)

vF j
x
S∗j j1S j j2− e

−i (
ε2−ε1)

vF j
x
δ j j1δ j j2

][
e

i (
ε ′2−ε ′1)
vF j′

x′
S∗j′ j′1S j′ j′2

− e
−i (

ε ′2−ε ′1)
vF j′

x′
δ j′ j′1

δ j′ j′2

]

× (−)
∫

β

0
dτ1 ∑

n

∫
dygn

2 (y) ∑
l1l2l3l4

∫ dE1dE2dE3dE4

(2π)2 v2
Fn

ρ
n
l1l2l3l4 (E1,E2,E3,E4;y)

×δ j2l1δ (ε2−E1)G j2 (ε2,τ− τ1)δl4 j′1
δ
(
ε
′
1−E4

)
G j′1

(
ε
′
1,τ1− τ

′)
×δ j′2l3δ

(
ε
′
2−E3

)
G j′2

(
ε
′
2,τ
′− τ1

)
δ j1l2δ (E2− ε1)G j1 (ε1,τ1− τ) . (2.92)

Going to the frequency space, performing Matsubara sums and analytic continuation:

Ω
(1),VC,ring,1
j j′

(
x,x′;ω

+
)
=− e2

(2π)2 ∑
j1 j2 j′1 j′2

∫
dε1dε2dε

′
1dε

′
2

×

[
e

i (
ε2−ε1)

vF j
x
S∗j j1S j j2− e

−i (
ε2−ε1)

vF j
x
δ j j1δ j j2

][
e

i (
ε ′2−ε ′1)
vF j′

x′
S∗j′ j′1S j′ j′2

− e
−i (

ε ′2−ε ′1)
vF j′

x′
δ j′ j′1

δ j′ j′2

]

×∑
n

∫
dygn

2 (y)
1

(2π)2 v2
Fn

ρ
n
j2 j1 j′2 j′1

(
ε2,ε1,ε

′
2,ε
′
1;y
) f (ε2)− f (ε1)

ε2− ε1−ω+

f (ε ′2)− f (ε ′1)
ε ′2− ε ′1 +ω+

. (2.93)

Integrating over the energies as before, we find

Ω
(1),VC,ring,1
j j′

(
x,x′;ω

+
)
=− e2

2π

∫
dε1dε

′
1 (−)

[
f
(
ε1 +ω

+
)
− f (ε1)

][
f
(
ε
′
1−ω

+
)
− f

(
ε
′
1
)]

×∑
n

∫
dyαn (y1)

1
vFn

1
2

[∣∣S jn
∣∣2 δ j′ne

iω+

(
x

vF j
− x′

vF j′

)
e2iω+ y

vFn H
(
y− x′

)
−δ jnδ j′ne

−iω+

(
x

vF j
+ x′

vF j′

)
e2iω+ y

vFn H (y− x)H
(
y− x′

)
−δ jnδ j′ne

iω+

(
x

vF j
+ x′

vF j′

)
e−2iω+ y

vFn H (x− y)H
(
x′− y

)
−
∣∣S jn
∣∣2 ∣∣Sn j′

∣∣2 e
iω+

(
x

vF j
+ x′

vF j′

)
e2iω+ y

vFn +δ jn
∣∣Sn j′

∣∣2 e
−iω+

(
x

vF j
− x′

vF j′

)
e2iω+ y

vFn H (y− x)

]
. (2.94)

There exists an analogous term with all electron lines reverted. Upon substitution into Eq. (3.31)

these two terms produce
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G(1),VC
j j′

(
x,x′
)
=

e2

2π
i∑

n

∫
∞

0

dy
vFn

αn (y)

× lim
ω→0

lim
ηω→0+

ω

[∣∣S jn
∣∣2 δ j′ne

iω+

(
x

vF j
− x′

vF j′

)
e2iω+ y

vFn H
(
y− x′

)
−δ jnδ j′ne

−iω+

(
x

vF j
+ x′

vF j′

)
e2iω+ y

vFn H (y− x)H
(
y− x′

)
−δ jnδ j′ne

iω+

(
x

vF j
+ x′

vF j′

)
e−2iω+ y

vFn H (x− y)H
(
x′− y

)
−
∣∣S jn
∣∣2 ∣∣Sn j′

∣∣2 e
iω+

(
x

vF j
+ x′

vF j′

)
e2iω+ y

vFn

+δ jn
∣∣Sn j′

∣∣2 e
−iω+

(
x

vF j
+ x′

vF j′

)
e2iω+ y

vFn H (y− x)

]
. (2.95)

Integration by parts gives us

2iω+

vFn

∫ yu

yl

dyαn (y)e2iω+ y
vFn = αn (yu)e2iω+ yu

vFn −αn (yl)e2iω+ yl
vFn −

∫ yu

yl

dye2iω+ y
vFn

dαn (y)
dy

, (2.96)

where yu can be vFnx/vF j, vFnx′/vF j′ or ∞, and yl can be vFnx/vF j, vFnx′/vF j′ or 0. We can let x

and x′ be sufficiently large so that yu > Ln is always satisfied; thus in the dαn/dy term in Eq. (2.96),

yu may be replaced by Ln.

If yu → ∞, the αn (yu) term damps out due to the small imaginary part ηω , and Eq. (2.96)

becomes in the ω → 0 and ηω → 0 limit

2iω+

vFn

∫ yu

yl

dyαn (y)e2iω+ y
vFn =−αn (yl)−

∫ Ln

yl

dy
dαn (y)

dy
=−αn (Ln) =−αn (∞) . (2.97a)

On the other hand, if yu is finite, the αn (yu) term will survive the ω → 0 and ηω → 0 limit:

2iω+

vFn

∫ yu

yl

dyαn (y)e2iω+ y
vFn = αn (yu)−αn (yl)−

∫ Ln

yl

dy
dαn (y)

dy
= αn (yu)−αn (Ln) = 0. (2.97b)

Therefore, taking the dc limit explicitly in Eq. (2.95), we find wire n contributes to the vertex

correction only when it is attached to a TLL lead, and the interaction inside the wire is immaterial:

G(1),VC
j j′

(
x,x′
)
=

e2

2π
∑
n

1
2

αn (∞)
(

δ jn−
∣∣S jn
∣∣2)(δn j′−

∣∣Sn j′
∣∣2) . (2.98)

When αn (∞) = 0, as is the case for any wire n attached to an FL lead, the vertex correction due to n

vanishes.
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2.6 First-order CS formulation of RG

In this section, we analyze the result of Section 2.5 from the perspective of the CS formulation of

RG[12], and present a modified Landauer formula involving the renormalized S-matrix in the case

of FL leads, supplemented by vertex corrections from TLL leads.

Beginning from the simplest case where all leads are FL leads, i.e. αn (∞) = 0 for all n, the vertex

correction Eq. (2.98) vanishes, and the full linear dc conductance to O(α) is given by Eq. (2.88).

Reducing the cutoff from D to D−δD and demanding the right-hand side of Eq. (2.88) be a scaling

invariant, we have

∫
δD

dε
[
− f ′ (ε)

]∣∣∣Sd(1)
j j′ (ε,D)

∣∣∣2 +∫ D

−D
dε
[
− f ′ (ε)

][(
Sd(1)

j j′ (ε,D)
)∗

δSd(1)
j j′ (ε,D)+ c.c.

]
= 0

(2.99)

where
∫

δD =
∫ D
(D−δD)+

∫ −(D−δD)
−D stands for integration over fast modes, and δSd(1) is the renormal-

ization of Sd(1):

δSd(1)
j j′ (ω,D)≡ Sd(1)

j j′ (ω,D)−Sd(1)
j j′ (ω,D−δD) . (2.100)

Here Sd(1)
j j′ (ε,D) is Eq. (2.90) with the ε ′ integral going from−D to D. We have made the cutoff de-

pendence explicit, and all S-matrix elements are understood to be cutoff-dependent, S j j′→ S j j′ (D).

Since the derivative of the Fermi function is peaked at the Fermi energy with width T , the
∫

δD

integral in Eq. (2.99) approximately vanishes while D & T ; Eq. (2.99) is thus automatically satisfied

if Eq. (2.100) vanishes. The implication is that, at least in the case of FL leads, the renormalization

of the conductance can be fully accounted for by the renormalization of the S-matrix.

To the lowest order in δD, the condition that δSd(1)
j j′ (ω,D) = 0 is equivalent to

δS j j′ (ω,D)≡ S j j′ (ω,D)−S j j′ (ω,D−δD)

= ∑
n

∫
δD

dε
′ f (ε ′)
2(ε ′−ω)

(
S jnS∗nnSn j′

[
(αn (∞)−αn (0))e2i(ω−ε ′) Ln

vFn +αn (0)
]

−δ jnSnnδ j′n

[
(αn (∞)−αn (0))e−2i(ω−ε ′) Ln

vFn +αn (0)
])

. (2.101)

When we assume D & max{|ω| ,T}, and apply the same considerations below Eq. (2.68), from

Eq. (2.101) we recover none other than Eq. (2.71). Thus to the first order in interaction the CS

approach and the Wilsonian approach predict the same S-matrix renormalization, Eq. (2.72).

Once the cutoff D is reduced to the order of T , the perturbative correction to the S-matrix

Sd(1)
j j′ (ε,D)−S j j′ (D) vanishes to the scaling accuracy; thus S j j′ (D = T ) may be used to approximate

the dressed S-matrix in Eq. (2.88), and the conductance for a junction connected to FL leads is given
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Figure 2.7: Dressing of the first order vertex correction diagrams by the first order self-energy
diagrams.

by the modified Landauer formula,

GFL
j j′ =−

e2

2π

(
δ j j′−

∣∣S j j′ (T )
∣∣2) , (2.102)

where the S-matrix is now fully renormalized according to Eq. (2.72), with the cutoff reduced to the

temperature T . This is the Landauer-type formula invoked in Refs. [70, 77, 132].

When some of the leads are TLL leads, corrections of Eq. (2.98) must also be taken into account.

It is important to note, however, that in a CS analysis of the total conductance, Eq. (2.100) remains

valid to O(α). This is because as the cutoff is lowered, Eq. (2.98) contributes additional terms of

the form of α (∞)S∗δS to Eq. (2.99). However, by Eq. (2.100), δS is O(α); hence α (∞)S∗δS is

O
(
α2
)
, and is negligible to O(α).

To calculate the total conductance at D = T with TLL leads, we go slightly beyond the first order

and dress the O(α) vertex correction diagrams with O(α) self-energy diagrams, shown in Fig. 2.7.

The bare S-matrix in Eq. (2.98) is then replaced by the dressed S-matrix, Sd(1):

Gd(1),VC
j j′

(
x,x′
)
=

e2

2π
∑
n

1
2

αn (∞)

(
δ jn−

∫
dε1
[
− f ′ (ε1)

]∣∣∣Sd(1)
jn (ε1)

∣∣∣2)
×
(

δn j′−
∫

dε2
[
− f ′ (ε2)

]∣∣∣Sd(1)
n j′ (ε2)

∣∣∣2) . (2.103)

This allows us to repeat our previous analysis for the case of FL leads, and further approximate Sd(1)
j j′

by S j j′ (D = T ). Thus the TLL leads contribute an additional conductance of
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GTLL
j j′ −GFL

j j′ =
e2

2π
∑n

αn (∞)

2

(
δ jn−

∣∣S jn (T )
∣∣2)(δn j′−

∣∣Sn j′ (T )
∣∣2) . (2.104)

Eqs. (2.72), (2.102) and (2.104) provide a comprehensive first-order picture for non-resonant

tunneling through a junction: the interaction renormalizes the S-matrix, the renormalized S-matrix

determines the conductance through a Landauer-type formula if the junction is connected to FL

leads, and the residual interaction further modifies the conductance if the junction is attached to

TLL leads[111]. As will be demonstrated in Section 2.7, this picture is by no means limited to the

first order.

2.7 RPA

In this section, we extend our first-order RG analysis in Section 2.6 to arbitrary order in interaction

under the RPA[11, 13, 15]. The correlation function Eq. (2.74) is perturbatively evaluated for both

self-energy diagrams and vertex corrections by the same procedures, except that the interaction is

dressed with ring diagrams; see Fig. 2.8. We subsequently find the S-matrix RG equation in the CS

scheme and express the conductance in terms of the renormalized S-matrix. This is once more a

straightforward calculation, and we present the result first before laying out the details.

Introduce the shorthand Wj j′ (D) ≡
∣∣S j j′ (D)

∣∣2. The RPA self-energy diagrams give rise to a

modified Landauer formula:

GFL
j j′ =−

e2

2π

[
δ j j′−Wj j′ (T )

]
, (2.105)

where the renormalization of the S-matrix is governed by a generalization of Eq. (2.72)[111],

−
dS j j′ (D)

d lnD
=−1

2 ∑
n1n2

[
S jn1 (D)Πn1n2 (D)S∗n2n1

(D)Sn2 j′ (D)−δ j′n1Π
∗
n1n2

(D)Sn2n1 (D)δn2 j
]

.

(2.106)

The RPA-dressed interaction is

Π(D)≡ 2 [Q (D)−W (D)]−1 , (2.107)

where

Q j j′ = Q j (D)δ j j′ , Q j (D) =
1+K j (D)

1−K j (D)
, (2.108)

with K j (D) =
√
(1−α j (D))/(1+α j (D)) being the cutoff-dependent “Luttinger parameter” for

wire j; α j (D) is given in Eq. (2.70). To lowest order in α j, Πi j = δi jα j. When all wires of the

junction are attached to FL leads, in parallel with the O(α) calculation, Eq. (2.105) captures the
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Figure 2.8: The RPA diagrammatics: (a) effective interaction in the RPA represented by thick
wavy lines; (b) dressed propagator in the RPA, to O(δD/D) in RG, represented by thick
straight lines; and (c) diagrams contributing to the Kubo conductance in the RPA. The
dressed propagator in (b) is calculated to O(δD/D) only, because higher order terms
in δD/D do not contribute to the renormalization of the S-matrix [Eq. (2.106)]— see
Section 2.6 for an explanation in the first order context. (a) and (c) do not involve trun-
cation at O(δD/D) because any renormalization of the interaction [Eq. (2.107)] and the
conductance [Eqs. (2.105) and (2.109)] can be attributed to the renormalization of the
S-matrix. Note that (c) features a thin interaction line (rather than a thick one) to avoid
double-counting.

entirety of the conductance. This is in agreement with the Kubo formula calculation in Refs. [11–

13, 15] in the language of chiral fermion densities.

When some wires are attached to TLL leads, they again provide important corrections to the dc

conductance. All RPA vertex correction diagrams dressed with RPA self-energy evaluate to

GTLL
j j′ −GFL

j j′ =
e2

2π
∑n1n2

[δ jn1−Wjn1 (T )]
1
2

Π
L
n1n2

[
δn2 j′−Wn2 j′ (T )

]
, (2.109)

where the residual effective interaction is

Π
L = 2

[
QL−W (T )

]−1
, (2.110)

and QL is given by Eq. (2.108) with K j replaced by KL
j =

√
(1−α j (∞))/(1+α j (∞)), the Lut-

tinger parameter of the lead.

Remarkably, if we follow Eq. (2.30) and introduce the dc “contact resistance” tensor between

the wires and leads,
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Figure 2.9: Schematic representation of the relation between the conductance of a junc-
tion with FL leads and that of a junction with TLL leads, through the “contact resis-
tance”Eq. (2.30).

(
G−1

c
)

j j′ =

(
e2

2π

)−1 1
2

[(
KL

j
)−1−1

]
δ j j′ , (2.111)

then Eq. (2.109) can be formally recast as

GTLL =
(
1−GFLG−1

c
)−1 GFL, (2.112)

where 1 is the N×N identity matrix. The same relation has been derived in Refs. [51, 93], which

assume that the dc contact resistance between a finite TLL wire and an FL lead is not affected by the

junction at the other end of the TLL wire. This assumption is reinforced by our RPA calculations.

While it is tempting to further simplify Eq. (2.112) into
(
GTLL

)−1
+G−1

c =
(
GFL

)−1, this simplifi-

cation cannot be rigorous since neither GTLL nor GFL is invertible. Nevertheless, it does provide us

with an intuitive understanding of Eq. (2.112); see Fig. 2.9.

We emphasize that the inclusion of the vertex correction diagrams does not change the RG equa-

tion of the S-matrix, Eq. (2.106). [The TLL leads do change the renormalization of the S-matrix

through the scale-dependent interaction, Eq. (2.70).] The reason for this is as follows. Eq. (2.106)

results from dressing the single particle propagator as shown in panel (b) of Fig. 2.8. The conduc-

tance is calculated in perturbation theory by replacing all bare single particle propagators (the thin

lines) with the dressed ones (the thick lines) in the basic bubble diagram and the vertex correction

diagrams; or equivalently, by replacing all bare S-matrix elements with the ones dressed with the

RPA self-energy. As with the case at the first order, the RPA vertex correction diagrams do not

introduce additional cutoff-sensitive integrals, and all cutoff-sensitive integrals originate from the

dressed S-matrix. Therefore, the dressed S-matrix should be a cutoff-independent quantity when
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we apply the CS scheme to the conductance, regardless of whether the vertex correction diagrams

contribute to the conductance. The form of Eq. (2.106) is thus independent of vertex corrections.

An immediate consequence of the robustness of the S-matrix renormalization is that, in the

temperature range above the inverse lengths of the wires, the leading universal scaling exponents of

the conductance versus temperature are the same for FL leads and TLL leads to the accuracy of the

RG method. Since the temperature dependence of the residual interaction ultimately results from

that of the renormalized W matrix, Taylor-expanding Eq. (2.109) in the vicinity of a fixed point,

we find that the leading scaling exponents of the TLL lead conductance are none other than those

of the W matrix, i.e. those of the FL lead conductance; in this temperature range the TLL leads

merely modify the non-universal multiplicative coefficients to the power law. Therefore, for the

temperature dependence of the conductance in the introduction, we have directly quoted the FL lead

results from Refs. [13, 15, 70].

Eqs. (2.105)–(2.112) are the central results of this chapter. They show that at least in the RPA,

in addition to the Landauer-type formula, TLL leads give rise to important corrections to the linear

dc conductance which are also given in terms of the renormalized S-matrix[111]. In the remaining

sections of this chapter, we will implement these results in non-resonant tunneling through 2-lead

junctions and Y-junctions.

We now expound the RPA calculations that lead to Eqs. (2.106) and (2.109).

2.7.1 Details of the RPA conductance

The RPA self-energy beyond the first order involves a new type of Matsubara sum. For instance, at

the third order in interaction, we need

1
β

∑
ipm

f (E4)− f (E3)

ipm +E4−E3

f (E8)− f (E7)

ipm +E8−E7

1
i(pm +ωn)−E2

= f (E2)
f (E4)− f (E3)

E2− iωn +E4−E3

f (E8)− f (E7)

E2− iωn +E8−E7

+
∫ dε̃

2πi
nB (ε̃)

1
ε̃ + iωn−E2

(
f (E4)− f (E3)

(ε̃ + i0)+E4−E3

f (E8)− f (E7)

(ε̃ + i0)+E8−E7

− f (E4)− f (E3)

(ε̃− i0)+E4−E3

f (E8)− f (E7)

(ε̃− i0)+E8−E7

)
(2.113)

where nB (ε) = 1/
(
eβε −1

)
is the Bose distribution. To derive Eq. (2.113) we again wrap the

integration contour around the branch cut at the real axis. The fraction with numerator f (E3)−
f (E4) originates from the fermion loop with loop energy E3 and E4; at the lth order there will be

l− 1 loops present. ipm is the bosonic frequency carried by the interaction lines; after ipm, iωn is

also summed over following Eq. (2.83).
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After we perform analytic continuation and integrate over the loop momenta, as x, x′→ ∞, the

three most important terms in the correlation function at the third order are

Ω
(3),SE,RPA,E2
j j′

(
x,x′;ω

+
)
=

e2

2π
e

iω+

(
x

vF j
+ x′

vF j′

) ∫
dε
′
1
[

f
(
ε
′
1
)
− f

(
ε
′
1−ω

+
)]

S j j′

× ∑
n1n2n3

∫
∞

0
dỹ1dỹ2dỹ3αn1 (vFn1 ỹ1)αn2 (vFn2 ỹ2)αn3 (vFn3 ỹ3)

∫
dE2 f (E2) Ẽ2

2

×
[
S∗jn3

Sn1n3S∗n1 j′ |Sn2n1 |
2 |Sn3n2 |

2 e2iẼ2(ỹ1+ỹ2+ỹ3)

+S∗jn3
Sn1n3S∗n1 j′δn3n2δn2n1H (ỹ1− ỹ2)H (ỹ3− ỹ2)e2iẼ2(ỹ1−ỹ2+ỹ3)

+δ jn3δn3n1S∗n1 j′δn3n2 |Sn2n1 |
2 H (ỹ2− ỹ3)e2iẼ2(ỹ1+ỹ2−ỹ3)

+S∗jn3
δn3n1δn1 j′ |Sn3n2 |

2
δn2n1H (ỹ2− ỹ1)e2iẼ2(−ỹ1+ỹ2+ỹ3)

+δ jn3S∗n3n1
δn1 j′δn3n2δn2n1H (ỹ2− ỹ1)H (ỹ2− ỹ3)e2iẼ2(−ỹ1+ỹ2−ỹ3)

]
(2.114a)

where we have substituted ỹn = yn/vFn and Ẽ2 = E2− ε ′1 +ω+,

Ω
(3),SE,RPA,ε̃+
j j′

(
x,x′;ω

+
)
=

e2

2π
e

iω+

(
x

vF j
+ x′

vF j′

) ∫
dε
′
1
[

f
(
ε
′
1
)
− f

(
ε
′
1−ω

+
)]

S j j′

× ∑
n1n2n3

∫
∞

0
dỹ1dỹ2dỹ3αn1 (vFn1 ỹ1)αn2 (vFn2 ỹ2)αn3 (vFn3 ỹ3)

∫
dε̃nB (ε̃) ε̃

2

×
[
δ jn3δn3n1S∗n1 j′δn3n2 |Sn2n1 |

2 H (ỹ2− ỹ3)H (ỹ3− ỹ1)e2i(ε̃+i0)(ỹ1+ỹ2−ỹ3)

+S∗jn3
δn3n1δn1 j′ |Sn3n2 |

2
δn2n1H (ỹ2− ỹ1)H (ỹ1− ỹ3)e2i(ε̃+i0)(−ỹ1+ỹ2+ỹ3)

+δ jn3S∗n3n1
δn1 j′δn3n2δn2n1H (ỹ2− ỹ1)H (ỹ2− ỹ3)e2i(ε̃+i0)(−ỹ1+ỹ2−ỹ3)

]
(2.114b)

and finally

Ω
(3),SE,RPA,ε̃−
j j′

(
x,x′;ω

+
)
=

e2

2π
e

iω+

(
x

vF j
+ x′

vF j′

) ∫
dε
′
1
[

f
(
ε
′
1
)
− f

(
ε
′
1−ω

+
)]

S j j′

× ∑
n1n2n3

∫
∞

0
dỹ1dỹ2dỹ3αn1 (vFn1 ỹ1)αn2 (vFn2 ỹ2)αn3 (vFn3 ỹ3)

∫
dε̃nB (ε̃) ε̃

2

×
[
−δ jn3δn3n1S∗n1 j′δn1n2 |Sn2n3 |

2 H (ỹ2− ỹ1)H (ỹ3− ỹ1)e2i(ε̃−i0)(ỹ1−ỹ2−ỹ3)

−δ jn3S∗n3n1
δn1 j′δn1n2δn2n3H (ỹ1− ỹ2)H (ỹ3− ỹ2)e2i(ε̃−i0)(−ỹ1+ỹ2−ỹ3)

−S∗jn3
δn3n1δn1 j′ |Sn1n2 |

2
δn2n3H (ỹ2− ỹ3)H (ỹ1− ỹ3)e2i(ε̃−i0)(−ỹ1−ỹ2+ỹ3)

−δ jn3S∗n3n1
δn1 j′ |Sn1n2 |

2 |Sn2n3 |
2 e2i(ε̃−i0)(−ỹ1−ỹ2−ỹ3)

]
(2.114c)
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plus similar terms with all electron lines reverted. ỹ j ≡ y j/vF j runs between 0 and ∞, j = 1, 2, 3.

These three terms come from lines 2, 3 and 4 of Eq. (2.113) respectively.

In the dc limit, the zeroth order contribution and the self-energy corrections to the conductance

again constitute a Landauer-type formula with a dressed S-matrix, similar to Eq. (2.88). Now we

reduce the cutoff and demand the conductance be cutoff-independent. Once the ỹ integrals are

performed, it is obvious that the cutoff-sensitive integrals are the E2 integral and the ε̃ integral.

We are in a position to discuss the real space integrals. We first focus on the simplest case where

the interactions in wires and leads are uniform and identical, αn1 (y) = αn1 for any n1, so that all α’s

factor out. At the third order, we find the following integrals:

I1
(
E+
)
≡
∫

∞

0
dỹ1dỹ2dỹ3eiE+(ỹ1+ỹ3)eiE+(ỹ1−2ỹ2+ỹ3)H (ỹ1− ỹ2)H (ỹ3− ỹ2) (2.115)

which appears alongside the factors δn1n2δn2n3 , and

∫
∞

0
dỹ1e2iE+ỹ1 =

i
2E+

(2.116)

which appears alongside, for example, Wn1n2Wn2n3 . (More accurately, Eq. (2.116) comes with each

“node” n2 as long as n2 is not sandwiched between two Kronecker δ factors.) Here E+ ≡ E + i0

may be replaced by Ẽ2 or (±ε̃ + i0). At higher orders, we need to evaluate the integral

IM
(
E+
)
≡

2M+1

∏
l=1

(∫
∞

0
dỹl

)
eiE+(ỹ1+ỹ2M+1)

M

∏
j=1

[
eiE+(ỹ2 j−1+ỹ2 j+1−2ỹ2 j)H (ỹ2 j−1− ỹ2 j)H (ỹ2 j+1− ỹ2 j)

]
(2.117)

This is accompanied by a string of 2M consecutive δ factors uninterrupted by W factors, δn1n2δn2n3 · · ·δn2Mn2M+1 .

We will prove in Section 2.7.2 that

IM
(
E+
)
=

(
i

2E+

)2M+1

CM (2.118)

where CM = (2M)!/ [M!(M+1)!] is the Mth Catalan number[120, 121]. The first few Catalan

numbers 0≤M ≤ 5 are 1, 1, 2, 5, 14, 42.

At this stage we can combine the (E+)
−1 factors in Eqs. (2.116) and (2.118) with the Ẽ2 or ε̃

factors. At each order there will be a single (E+)
−1 factor left unpaired, which gives the leading-log

renormalization δD/D as the cutoff is reduced from D to D−δD. Collecting terms of all orders we

see the S-matrix RG equation is of the form of Eq. (2.106), but the interaction Π(D) is given by
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Π j j′

2
=

α j

2
δ j j′+

α j

2
α j′

2

{
Wj j′+∑

n1

αn1

2
[
δ jn1δn1 j′+Wjn1Wn1 j′

]
+ ∑

n1n2

αn1

2
αn2

2
[
δ jn1δn1n2Wn2 j′+Wjn1δn1n2δn2 j′+Wjn1Wn1n2Wn2 j′

]
+ ∑

n1n2n3

αn1

2
αn2

2
αn3

2
[
2δ jn1δn1n2δn2n3δn3 j′+δ jn1δn1n2Wn2n3Wn3 j′

+Wjn1δn1n2δn2n3Wn3 j′+Wjn1Wn1n2δn2n3δn3 j′+Wjn1Wn1n2Wn2n3Wn3 j′
]
+ · · ·

}
(2.119)

The rules to write down terms in Eq. (2.119) are as follows. At O(αm), there is a total number of

(m−1) factors of δ and W . The δ factors always appear in even-length strings separated by the

W factors. Each string of δ of length 2M is associated with a multiplicative coefficient of the Mth

Catalan number CM. For instance, at O
(
α17
)

there is a term WδδδδδδWWWδδδδWW , whose

prefactor will be C3C2 = 5×2 = 10.

We can resum Eq. (2.119) by observing that we can uniquely construct every term containing a

least one factor of W , by adding to an existing term a (possibly empty) even-length string of δ fol-

lowed by one factor of W ; e.g. the term δδδδWWδδW is uniquely constructed as δδδδ /W /WδδW .

In other words, Π satisfies the relation

Π j j′

2
=

Π̄ j j′

2
+∑

l1l2

Π̄ jl1

2
Wl1l2

Πl2 j′

2
. (2.120)

Here Π̄ is the part of Π which does not contain any factors of W :

Π̄ j j′

2
=

α j

2
δ j j′+

α j

2
α j′

2

[
∑
n1

αn1

2
δ jn1δn1 j′+ ∑

n1n2n3

αn1

2
αn2

2
αn3

2
2δ jn1δn1n2δn2n3δn3 j′+ · · ·

]

=
α j

2
δ j j′

∞

∑
M=0

CM

(
α j

2

)2M
=

α j

1+
√

1−α2
j

δ j j′ . (2.121)

In the last line we have used the generating function of Catalan numbers[120],

∞

∑
M=0

CMxM =
2

1+
√

1−4x
. (2.122)

Inserting Eq. (2.121) into Eq. (2.120) and solving for Π, we obtain Eq. (2.107) in the case of spatially

uniform interactions, αn (y) = αn.

We now argue that the cutoff-dependence of the Luttinger parameter is through Eq. (2.70) as

is the case with the first order calculation. To this end, notice that it is values of ỹn between 0 and
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O(1/E+) that dominate the integral in Eq. (2.117). Therefore, when D = ReE+ & vFn/Ln, the

integral is governed by vFnỹn . Ln; in this range of ỹn, αn (vFnỹn) = αn (0). On the other hand,

when D� vFn/Ln, the integral is controlled mainly by vFnỹn � Ln, where αn (vFnỹn) = αn (∞).

This justifies the crossover behavior given by Eqs. (2.70) and (2.108), and concludes the calculation

of the self-energy terms in the RPA conductance.

Calculations of the RPA vertex corrections, or the ring diagrams, are completely in parallel with

the first-order vertex corrections except Eq. (2.117) appears in the real space integrals. Here E+ in

Eq. (2.117) should be substituted for ω+. At the mth order, all m factors of 1/ω+ in Eqs. (2.116) and

(2.118) can be paired with the m+1 factors of ω+ from loop energy integrals; the single unpaired

ω+ will be combined with the 1/ω factor in Eq. (3.31) so that the conductance is finite in the dc

limit. Also, all interaction strengths appearing here are those in the leads αn (∞); this is because in

the dc limit ω . vFn/Ln for any lead n, and we may refer to our argument in the previous paragraph

for D� vFn/Ln. Eventually, taking into account the dressing of the electron lines, we recover

Eq. (2.109).

2.7.2 Real space integral Eq. (2.118)

To prove Eq. (2.118), we adopt the following change of variables in Eq. (2.117): z0 = ỹ1, z2 j−1 =

ỹ2 j−1− ỹ2 j, z2 j = ỹ2 j+1− ỹ2 j, 1 ≤ j ≤ M. The absolute value of the Jacobian of this change of

variables is simply
∣∣∣(−1)M

∣∣∣ = 1. We also introduce the shorthand s j = ∑
j
l=0 (−1)l zl . Eq. (2.117)

then becomes

IM
(
E+
)
=
∫

∞

0
dz0

M

∏
l=1

(∫ s2l−2

0
dz2l−1

∫
∞

0
dz2l

) M

∏
j=0

e2iE+z2 j (2.123)

Now consider the auxiliary object,

ĨM
(
E+,z0

)
≡

M

∏
l=1

(∫ s2l−2

0
dz2l−1

∫
∞

0
dz2l

) M

∏
j=0

e2iE+z2 j ≡
(
2iE+

)−2M e2iE+z0
M

∑
l=0

TM,l

l!
(
−2iE+z0

)l

(2.124)

where TM,l are dimensionless coefficients; obviously Ĩ0 (E+,z0) = e2iE+z0 and T0,0 = 1. ĨM obeys the

recurrence relation

ĨM+1
(
E+,z0

)
=
∫ z0

0
dz1e2iE+z1

∫
∞

0
dz2ĨM

(
E+,z0− z1 + z2

)
. (2.125)

Inserting Eq. (2.124) into Eq. (2.125), we find that TM,l satisfies the simple recurrence relation

TM+1,l = ∑
M
j=l−1 TM, j, and that TM+1,0 = 0 (M ≥ 0). Such a recurrence relation leads to the Catalan’s

triangle[121],
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TM,l =
(2M− l−1)!l

M!(M− l)!
(M ≥ 1) . (2.126)

Therefore,

IM
(
E+
)
=
∫

∞

0
dz0ĨM

(
E+,z0

)
=−

(
2iE+

)−2M−1
M

∑
l=0

TM,l (2.127)

Noting that ∑
M
l=0 TM,l = CM, which is a property of Catalan’s triangle, we immediately recover

Eq. (2.118).

2.8 2-lead junctions and Y-junctions
In this section we evaluate the conductance at several established fixed points of 2-lead junctions

and Y-junctions attached to FL leads and TLL leads. The analysis is carried out at the first order in

interaction [Eqs. (2.102) and (2.104)] and then in the RPA [Eqs. (2.105) and (2.112)]. In particular,

we will examine the conductance of the maximally open M fixed point in the RPA for the Z3 sym-

metric Y-junction. A more detailed discussion on RG fixed point S-matrices and their stability can

be found in Appendix A.

For simplicity, the interactions are once more modeled by Eq. (2.67). We write α j (0), the

interaction strength in wire j, simply as α j; also when the junction is connected to TLL leads, we

assume the interactions in wires and leads are uniform and identical, i.e. α j (∞) = α j. Of course,

by definition α j (∞) = 0 for FL leads.

2-lead junction

In a 2-lead junction of spinless fermions away from resonance, solving the S-matrix RG equations

[Eq. (2.72) at the first order and Eq. (2.106) in the RPA], we find that the only fixed points are the

complete reflection fixed point (the N fixed point) and the perfect transmission fixed point (the D

fixed point)[11, 77, 132].

At the N fixed point W12 = 0, the two wires are decoupled from each other, and we find the

obvious result that the conductance GN,FL
j j′ = GN,TLL

j j′ = 0, irrespective of what leads the junction is

attached to.

On the other hand, at the D fixed point W12 = 1, the backscattering between the two wires

vanishes. With FL leads GD,FL
j j′ =

(
e2/2π

)(
1−2δ j j′

)
, as predicted by the naive Landauer formula;

with TLL leads, Eq. (2.104) predicts

GD,TLL
j j′ =

(
1− α1 +α2

2

)
e2

2π

(
1−2δ j j′

)
(2.128)

at the first order, and Eq. (2.112) predicts
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GD,TLL
j j′ =

2K1K2

K1 +K2

e2

2π

(
1−2δ j j′

)
(2.129)

in the RPA. Here the RPA has recovered the famous result for the conductance of two semi-infinite

TLL wires, which takes the form of Eq. (2.29).

Y-junction

Even at the first order in interaction, the RG flow portrait for a Y-junction is more complicated than

the two-lead junction[70]. Solving Eq. (2.72), we find a “non-geometrical” M fixed point whose

existence and transmission probabilities generally depend on the interaction strengths, in addition

to the “geometrical” fixed points N, A j and χ±. Provided the interactions are not too strong, these

are also the only fixed points allowed in the RPA[15]. N (complete reflection) and A j (asymmetric)

can be obtained by adding a third decoupled wire with label j to the N and D fixed points of the

two-lead junction respectively. The conductances at N and A j are therefore a trivial generalization

of the two-lead case, and we will focus on χ± and M alone.

At the chiral fixed points χ±, in the absence of interaction, an electron incident from wire j is

perfectly transmitted to wire j±1 (here we identify j+3≡ j); thus the time-reversal symmetry is

broken. The W matrix is given by Wj j′ =
(
1−δ j j∓ ε j j′

)
/2, where the anti-symmetric tensor ε j j′ is

defined by ε12 = ε23 = ε31 = 1, ε21 = ε32 = ε13 =−1 and ε j j = 0. At the first order, inserting the W

matrix into Eqs. (2.102) and (2.104), we find Gχ±,FL
j j′ =−

(
e2/2π

)(
3δ j j′−1± ε j j′

)
/2, and

Gχ±,TLL
j j′ −Gχ±,FL

j j′ =
e2

2π

1
2

[(
α j +α j′

)(3
2
−δ j j′

)
+

1
2
(α1 +α2 +α3)

(
1−δ j j′± ε j j′

)]
. (2.130)

In the RPA, on the other hand, Eq. (2.112) gives the conductance at χ± with TLL leads as

Gχ±,TLL
j j′ =−2

e2

2π

K j (K1 +K2 +K3)δ j j′+
(
±K1K2K3ε j j′−K jK j′

)
K1 +K2 +K3 +K1K2K3

, (2.131)

which again agrees with the bosonization result Eq. (2.50).

The presence of the M fixed point can be inferred in a Z3 symmetric time-reversal invariant Y-

junction with attractive interactions: in this system, N is unstable, A j is forbidden by Z3 symmetry,

and χ± are forbidden by time-reversal symmetry, so there must be at least one stable fixed point.

The W matrix has generally interaction-dependent elements at M. At the first order,

Wj j′ =

{ (
α1α2α3/α j

α1α2+α2α3+α3α1

)2
, j = j′(

1− α1α2α3/α j
α1α2+α2α3+α3α1

)(
1− α1α2α3/α j′

α1α2+α2α3+α3α1

)
, j 6= j′

. (2.132)

We see explicitly that M obeys time-reversal symmetry, Wj j′ =Wj′ j. Demanding 0 ≤Wj j′ ≤ 1, we
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find that at the first-order M can only exist in the following situations: 1) α1, α2, α3 > 0; 2) α1, α2,

α3 < 0; 3) α1 > 0, α2 > 0, α3 < −α1, α3 < −α2; 4) α1 < 0, α2 < 0, α3 > −α1, α3 > −α2; and

situations equivalent to 3) and 4) up to permuted subscripts (e.g. (α1,α2,α3)→ (α3,α1,α2)).

Substituting Eq. (2.132) into Eq. (2.104), we find that at the first-order the conductance at M

obeys

GM,TLL
j j′ −GM,FL

j j′ =

{ e2

2π

(α1+α2)(α2+α3)(α1+α3)

2(α1α2+α2α3+α3α1)
3 α2

j (α1 +α2 +α3−α j)
2 , j = j′

− e2

2π

(α1+α2)(α2+α3)(α1+α3)

2(α1α2+α2α3+α3α1)
3

[
α jα j′ (α1α2 +α2α3 +α3α1)− (α1α2α3)

2

α jα j′

]
, j 6= j′

.

(2.133)

Note that for Z3 symmetric interactions (α j = α), Wj j′ = 1/9+δ j j′/3 becomes independent of

the interaction strength. Now Wj j′ produces the maximal transmission probability 8/9 allowed by

unitarity in a Z3 symmetric S-matrix, and at the first order GM,TLL
j j′ −GM,FL

j j′ =−(8/27)α
(
e2/2π

)(
1−3δ j j′

)
.

Compared to FL leads, TLL leads enhance conductance for attractive interactions and reduce con-

ductance for repulsive interactions, as with the two-lead D fixed point.

In the RPA, the W matrix of the M fixed point is generally cumbersome, but reduces to the

aforementioned maximally transmitting W matrix for Z3 symmetric interactions. Eq. (2.112) then

gives[111]

GM,TLL
j j′ =

4K
3K +6

e2

2π

(
1−3δ j j′

)
. (2.134)

This result supports the findings of Ref. [104]. There the M fixed point conductance of a Y-junction

of infinite TLL wires is computed numerically using density matrix renormalization group, and

conjectured to be

G j j′ =
2Kγ

2K +3γ−3Kγ

e2

2π

(
1−3δ j j′

)
, (2.135)

where it is suggested that the dimensionless parameter γ is 4/9 based on the non-interacting limit

K = 1.

2.9 Conclusion and discussions
We would like to discuss some of the questions left open in our approach.

First, we have assumed that scattering by the junction is fully described by operators which are

quadratic in conduction fermions and independent of other degrees of freedom. Local operators

quartic in fermions are ignored, among others. This does not pose a threat to the first-order calcula-

tions, because any quartic local operator has a scaling dimension of at least 4×1/2 = 2 in the non-

interacting case, and is necessarily highly irrelevant. However, it has been shown that sufficiently
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strong attractive bulk interactions can render quartic boundary operators relevant[93]. An example

is the electron pair hopping operator at the Z3 symmetric Y-junction, ψ
†
1Lψ

†
1Rψ3∂xψ3 (x = 0)+h.c.:

it is of dimension 3/K at the asymmetric fixed point A3, where K is the Luttinger parameter of all

three wires, and A3 sees wire 3 decoupled from perfectly connected wires 1 and 2. Apparently,

for very strong interactions K > 3, this operator becomes relevant and can potentially dominate the

physical properties of the stable fixed point. Unfortunately, the present RPA analysis does not pre-

dict a scaling exponent consistent with this operator[15]; it is hence incomplete in this regard, and

should not be carried too far into the regime of strongly attractive bulk interactions.

A related issue is the existence of the D fixed points in the Y-junction. Predicted by the bosonic

approaches[51, 86, 93] but not the fermionic ones[13, 15], these fixed points are only stable for

strong attractive interactions. They are most notably characterized by Andreev reflections, even

when electron-electron interaction is absent in the bulk. This hints at multi-particle scattering

at the junction, and rules out the possibility to represent the D fixed points by single-particle S-

matrices. (Single-particle S-matrices with particle-hole channels are not feasible either since the

D fixed points respect particle number conservation[93].) The D fixed points are not predicted by

purely fermionic approaches, because the latter are based on the ansatz that the junction is always

described by a single-particle S-matrix along the RG flow; but such an ansatz will likely be invali-

dated if, for instance, relevant quartic boundary operators are present. We are thus led to believe that

the lack of D fixed points in the present RPA analysis does not refute their possible stability when

the bulk interactions are strongly attractive. Indeed, the refermionization method adopted by Ref.

[45] may be successfully used to describe the crossover from the “pair tunneling” D fixed point to

the χ± fixed points in the vicinity of Luttinger parameter K = 3, with an S-matrix of free fermions

which are not the original electrons.

On the other hand, even when the bulk interactions are relatively weak, it is not a priori clear to

what extent the RPA is successful. In the Tomonaga-Luttinger model (which we have adopted in our

bulk quantum wires), the RPA is known to be exact due to the interaction which separately conserves

the numbers of right- and left-movers[34]. This is no longer the case once right- and left-movers

become mixed up by the scattering at the junction. It has been pointed out that going beyond the RPA

changes the renormalization of the S-matrix away from the “geometrical” fixed points, although all

universal scaling exponents stay the same[11–13]. As for the “non-geometrical” M fixed point in the

Y-junction, its position is generally shifted when we go beyond the RPA. Remarkably, however, if

the interaction is Z3 symmetric, not only the W matrix but also the scaling exponents at the M fixed

point remain identical with the RPA results up to the third order in interaction[13]. The agreement

of our RPA result with the numerics of Ref. [104] is suggestive, but more work on vertex corrections

is required to verify the validity of our RPA conductance at the Z3 symmetric M fixed point with TLL

leads, Eq. (2.134).

As a conclusion to this chapter, using the fermionic RG formalism, we calculated the linear dc
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conductance tensor of a junction of multiple quantum wires. We showed, both at the first order and

in the RPA, that a junction attached to FL leads has a conductance tensor which obeys a linearized

Landauer-type formula with a renormalized S-matrix. TLL leads modify the conductance through

vertex corrections, and the conductance with FL leads can be heuristically related to the conductance

with TLL leads through the contact resistance between leads.
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Chapter 3

Conductance of long ABK rings

This chapter tackles the problem of long ABK rings[112]. We begin by reviewing the spin-1/2

single-channel Kondo effect in Section 3.1, focusing on the size of the Kondo screening cloud and

the π/2 phase shift from scattering by the Kondo singlet. To treat ABK rings, we introduce a gen-

eralized Anderson model with an interacting QD in Section 3.2; the screening channel is separated

from the non-screening ones, and an effective Kondo model in the local moment regime is obtained.

In Section 3.3 the linear dc conductance is calculated using Kubo formula. Disconnected and con-

nected contributions are examined separately, and the approximate elimination of the connected

contribution is discussed. Perturbation theories in the weak-coupling and FL regimes are employed

in Section 3.4; weak-coupling results applicable at high temperatures formally resemble the short

ring case. In Section 3.5, we make contact with earlier results by applying our formalism to a short

ABK ring as well as a QD connected to two finite non-interacting quantum wires. Section 3.6 then

applies the formalism to the closed long ring, and Section 3.7 studies open long rings and their

potential utilization as two-path interferometers. Conclusions and open questions are presented in

Section 3.8. Appendix B consists of details related to the calculation of disconnected contributions.

Finally, Appendix C include technical details of the two perturbation theories, explicitly calculating

the screening channel T-matrix and the connected contribution to the conductance.

3.1 The spin-1/2 single-channel Kondo effect
Let us go over properties of the spin-1/2 single-channel Kondo model[1]. For concreteness, we

consider an impurity spin in a three-dimensional electron gas. If the system is spherically sym-

metric, only the s-wave harmonic is coupled to the impurity spin. Hence the low-energy effective

Hamiltonian is one-dimensional:

H =
∫

∞

0
dx(ivF)

[
ψ

†
L (x)∂xψL (x)−ψ

†
R (x)∂xψR (x)

]
+ Jψ

†
L
~σ

2
ψL (0) ·~S, (3.1)
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where vF is again the Fermi velocity of the conduction band, with the dispersion εk = vFk (we

measure energies relative to the Fermi energy), ~S is the impurity spin, and J is the Kondo coupling

constant. The right- and left-movers ψR/L are respectively outgoing and incoming s-wave compo-

nents, and obey the anticommutation relation

{
ψL/R (x) ,ψ

†
L,R

(
x′
)}

= δ
(
x− x′

)
. (3.2)

Here we only let ψL (0) couple to ~S, because in absence of J, ψR and ψL satisfy the boundary

condition at x = 0:

ψR (0) = ψL (0) ; (3.3)

thus coupling ψR (0) to ~S merely amounts to redefining J. We can again unfold the system so that

for x > 0, ψR (x) = ψL (−x); the Hamiltonian then becomes

H =
∫

∞

−∞

dx(ivF)ψ
†
L (x)∂xψL (x)+ Jψ

†
L
~σ

2
ψL (0) ·~S. (3.4)

The perturbation theory in J is infrared divergent; the energy scale associated with this diver-

gence is the Kondo temperature TK . To find TK we can, for instance, calculate the β -function of J

which describes how J renormalizes as the high-energy cutoff decreases. This is done by restricting

the energy of ψL to (−D,D), where the reduced bandwidth D is much smaller than the original

bandwidth, and subsequently integrating out in the action the “fast” degrees of freedom with en-

ergies between (−D,−D+δD) and (D−δD,D), where δD� D. The high-energy cutoff in the

resultant theory is thus reduced from D to D−δD.

The O
(
J2
)

fast-mode correction to the Euclidean action is

J2

2

∫
dτdτ

′
〈

Tτψ
†
L (τ)

σa

2
ψL (τ)ψ

†
L

(
τ
′) σb

2
ψL
(
τ
′)〉

f

〈
TτSa (τ)Sb (

τ
′)〉 (3.5)

where both expectation values are calculated in the interaction picture, 〈〉 f indicates that only fast

modes are integrated over (or, equivalently, contracted), all ψL operators are at x = 0, and sums over

repeated indices are implied. The impurity spin operator has no dynamics of its own in the absence

of J; thus

〈
TτSa (τ)Sb (

τ
′)〉= H

(
τ− τ

′)SaSb +H
(
τ
′− τ

)
SbSa =

1
4

δab +
1
2

iεabcSc sgn
(
τ− τ

′) , (3.6)

where H (τ) is again the Heaviside function, and εabc is the Levi-Civita symbol. It is the sign

function term that makes the spin-flip Hamiltonian very different from normal potential scattering.

Meanwhile, each ψL can be decomposed into a “fast” component ψL f and a “slow” one ψLs, so
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the correlation function of ψL has 24 = 16 terms. Of these, the only two terms contributing to the

renormalization of J are
〈

Tτψ
†
L f (τ)σaψLs (τ)ψ

†
Ls (τ

′)σbψL f (τ
′)
〉

f
and

〈
Tτψ

†
Ls (τ)σaψL f (τ)ψ

†
L f (τ

′)σbψLs (τ
′)
〉

f
.

The slow modes are not affected by the contraction, while the fast modes are contracted as follows:

−
〈

TτψL f (τ)ψ
†
L f

(
τ
′)〉

f
=−

(∫ −D+δD

−D
+
∫ D

D−δD

)
dε

2πvF
e−ε(τ−τ ′)

[
H
(
τ− τ

′)− f (ε)
]

=− δD
2πvF

e−D|τ−τ ′| sgn
(
τ− τ

′) . (3.7)

In the second line we are considering the zero temperature case (we expect the only effect of finite

temperatures to be cutting off the RG flow). The sign function here cancels the sign function from

time-ordering the impurity spin. Noting that σaσb = δab+ iεabcσc, and that εabcεabd = 2δcd , we find

the overall O
(
J2
)

contribution to the action to be

− J2

2

∫
dτdτ

′
ψ

†
L (τ)

~σ

2
ψL
(
τ
′) ·~S δD

2πvF
e−D|τ−τ ′|

≈−J2 1
2πvF

δD
D

∫
dτψ

†
L (τ)

~σ

2
ψL (τ) ·~S; (3.8)

in the second line we have neglected the slight retardation when integrating over τ ′, since only
|τ ′− τ|. 1/D contributes significantly to the integral.

Therefore, the renormalization of J is given by δJ = (δ lnD)J2/(2πvF), and the RG equation

for the dimensionless coupling constant λ ≡ J/(2πvF) is

− dλ

d lnD
= λ

2. (3.9)

With the boundary condition λ (D = D0) = λ0, this equation has the solution

λ =
1

ln D
TK

,

where the Kondo temperature is defined as

TK ≡ D0 exp
(
− 1

λ0

)
. (3.10)

For ferromagnetic coupling λ0 < 0, λ simply flows to zero as the cutoff is reduced. However, for

antiferromagnetic coupling λ > 0, TK is the energy scale at which λ becomes O(1) and perturbation

theory breaks down.

To obtain a qualitative picture of what happens in the antiferromagnetic case well below TK ,

where apparently the Kondo coupling J flows to +∞, it is useful to consider a lattice model. The
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impurity spin is coupled to the end of a semi-infinite tight-binding chain of hopping strength t, and

the Hamiltonian takes the form

H =−
∞

∑
n=0

t
(
c†

ncn+1 +h.c.
)
+ Jc†

0
~σ

2
c0 ·~S. (3.11)

In the naive strong coupling limit J � t, due to the second term, the impurity spin should be

“screened”, and form a singlet with one electron on site 0. Other electrons are essentially free

except they are now forbidden to visit site 0, as doing so requires an energy penalty ∼ J. Hence our

strong coupling boundary condition is that the overall wave function should vanish at site 0; or, in

terms of right- and left-movers,

ψR (0)+ψL (0) = 0. (3.12)

Comparing Eq. (3.12) with Eq. (3.3), we see that the strong coupling boundary condition corre-

sponds to an additional phase factor of−1 = exp(2iπ/2), i.e. a π/2 phase shift due to the scattering

by the Kondo singlet (together with the removal of the impurity spin from the effective Hamilto-

nian).

A question not addressed by the lattice model is the true length scale of the wave function of the

screening electron LK (or size of the “Kondo screening cloud”) in the strong coupling limit[2, 85].

This length scale is one lattice spacing in the J� t limit of the lattice model, but there is no lattice

in our original effective model Eq. (3.1); the lattice of the underlying material has already dropped

out upon taking the continuum limit. Since the screening cloud forms in the crossover from weak

coupling to strong coupling, it is reasonable to expect that LK is related to the crossover energy scale

TK , LK = vF/TK .

3.2 Anderson model and Kondo model
Starting in this section, we study a generalized tight-binding Anderson model[112], in order to make

contact with the long ABK ring geometries which will be our main interest. This model describes

N FL leads meeting at a junction containing a QD with an on-site Coulomb repulsion. In addition to

the QD, the junction comprises an arbitrary configuration of non-interacting tight-binding sites. The

full Hamiltonian contains a non-interacting part, a QD part, and a coupling term between the two:

H = H0 +HT +Hd . (3.13a)

The non-interacting part is made up of two terms,

H0 = H0,leads +H0,junction; (3.13b)

57



the lead term

H0,leads =−t
N

∑
j=1

∞

∑
n=0

∑
σ

(
c†

j,n,σ c j,n+1,σ +h.c.
)

(3.13c)

models the FL leads as semi-infinite nearest-neighbor tight-binding chains with hopping t, where

j is the lead index, n is the site index and σ = ↑,↓ is the spin index. For simplicity all leads

are assumed to be identical. H0,junction is the non-interacting part of the junction; it glues all leads

together and often includes additional sites (e.g. representing the arms of an ABK ring), but does not

include coupling to the interacting QD. In a typical open ABK ring with electron leakage, two of the

leads serve as source and drain electrodes, while the remaining N−2 leads mimic the base contacts

thorough which electrons escape the junction. In experiments usually the current flowing through

the source or the drain is monitored, but the leakage current can also be measured.

Assume that there are M sites in the junction to which the QD is directly coupled; hereafter we

refer to these sites as the coupling sites. The coupling to the QD can be written as

HT =−
M

∑
r=1

∑
σ

[
trc

†
C,r,σ dσ +h.c.

]
(3.13d)

where dσ annihilates an electron with spin σ on the QD, and c†
C,r,σ creates a spin-σ electron on the

rth coupling site. cC,r may coincide with c j,0 (although not with c j,n for n≥ 1). In the simplest AB

ring, there is only one physical AB phase, which may be incorporated in either H0,junction or HT . In

more complicated models both H0,junction and HT can depend on AB phases.

Finally, the Hamiltonian of the interacting QD is given by

Hd = ∑
σ

εdndσ +Und↑nd↓ (3.13e)

where ndσ = d†
σ dσ . We assume SU (2) spin symmetry throughout the chapter.

A generic system with N = 5 and M = 3 is sketched in Fig. 3.1, with details of the mesoscopic

junction hidden. We will analyze more concrete realizations of this model, including ABK rings and

QD attached to quantum wires[66, 75, 116], in Sections 3.5, 3.6 and 3.7.

3.2.1 Screening and non-screening channels

While it is H0,junction that ultimately determines the properties of the junction, its details are actually

not important in our formalism. Instead, in the following we characterize the model by its back-

ground scattering S-matrix and coupling site wave functions. Both quantities are easily obtained

from a given H0,junction, and as we show in Section 3.3, they play a central role in our quest for the

linear dc conductance.

To recast our model into the standard form of an interacting QD coupled to a continuum of states,

58



Figure 3.1: Sketch of a generic system which allows the application of our formalism. Here
N = 5 and M = 3.

it is convenient to first diagonalize the non-interacting part of the Hamiltonian H0 by introducing

the scattering basis q j,k,σ :

H0 =
∫

π

0

dk
2π

N

∑
j=1

∑
σ

εkq†
j,k,σ q j,k,σ , (3.14)

where εk = −2t cosk is the dispersion relation in the leads, and for simplicity we let the lattice

constant a = 1. In addition to the scattering states q j,k,σ , there may exist a number of bound states

with their energies outside of the continuum, but since their wave functions decay exponentially

away from the junction region, they do not affect linear dc transport properties.

The scattering basis operator q j,k,σ annihilates a scattering state electron incident from lead j

with momentum k and spin σ , and obeys the anti-commutation relation
{

q j,k,σ ,q
†
j′,k′,σ ′

}
= 2πδ j j′δσσ ′δ (k− k′).

The corresponding wave function has the following form on site n in lead j′,

χ j,k
(

j′,n
)
= δ j j′e−ikn +S j′ j (k)eikn; (3.15a)

and on coupling site r,

χ j,k (r) = Γr j (k) . (3.15b)

In other words, for an electron incident from lead j, S j′ j is the background reflection or transmission

amplitude in lead j′, and Γr j is the wave function on coupling site r. The scattering S-matrix S is

unitary: S†S = 1.
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From its wave function, q j,k,σ can be related to c j,n,σ and cC,r,σ :

c j,n,σ =
∫

π

0

dk
2π

N

∑
j′=1

[
δ j j′e−ikn +S j j′ (k)eikn

]
q j′,k,σ , (3.16a)

and

cC,r,σ =
∫

π

0

dk
2π

N

∑
j′=1

Γr j′ (k)q j′,k,σ . (3.16b)

We now express HT in the scattering basis. Inserting Eq. (3.16b) into Eq. (3.13d), we find the QD is

only coupled to one channel in the continuum, i.e. the screening channel:

HT =−∑
σ

∫
π

0

dk
2π

Vk

(
ψ

†
k,σ dσ +h.c.

)
, (3.17)

where the screening channel operator ψ
†
k,σ is defined by

ψ
†
k,σ =

1
Vk

N

∑
j=1

M

∑
r=1

trΓ∗r, j (k)q†
j,k,σ , (3.18)

and the normalization factor Vk > 0 is defined by

V 2
k =

N

∑
j=1

M

∑
r,r′=1

trt∗r′Γ
∗
r j (k)Γr′ j (k) = tr

[
Γ

† (k)λΓ(k)
]

. (3.19)

This ensures
{

ψk,σ ,ψ
†
k′,σ ′

}
= 2πδσσ ′δ (k− k′). Here we also introduce the M×M Hermitian QD

coupling matrix λ ,

λrr′ = trt∗r′ . (3.20)

It will be useful to define a series of non-screening channels φl,k,σ orthogonal to ψ , where l = 1,

· · · , N− 1. The φ channels are decoupled from the QD. In a compact notation we can write the

transformation from the scattering basis to the screening–non-screening basis as

Ψk,σ ≡


ψk,σ

φ1,k,σ

· · ·
φN−1,k,σ

= Uk


q1,k,σ

q2,k,σ

· · ·
qN,k,σ

 , (3.21)

where U is a unitary matrix. The first row of U is known:

U1, j,k =
1
Vk

M

∑
r=1

t∗r Γr j (k) . (3.22)
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As long as U stays unitary, its remaining matrix elements can be chosen freely without affecting

physical observables. Ψ now also diagonalizes H0,

H0 = ∑
σ

∫
π

0

dk
2π

εk

(
ψ

†
k,σ ψk,σ +

N−1

∑
l=1

φ
†
l,k,σ φl,k,σ

)
; (3.23)

we shall also need the inverse transformation,

q j,k,σ = U∗1, j,kψk,σ +
N−1

∑
l=1

U∗l+1, j,kφl,k,σ . (3.24)

3.2.2 Kondo model

In the local moment regime of the Anderson model[49, 67], for T�U we can perform the Schrieffer-

Wolff transformation[107] on ψ to obtain an effective Kondo model with a reduced bandwidth and

a momentum-dependent coupling:

H = H0 +
∫ kF+Λ0

kF−Λ0

dkdk′

(2π)2

(
Jkk′ψ

†
k
~σ

2
ψk′ ·~Sd +Kkk′ψ

†
k ψk′

)
, (3.25a)

where the spin on the QD is given by ~Sd = d† (~σ/2)d. Λ0� kF is the initial momentum cutoff, and

the dispersion is linearized near the Fermi wave vector kF as εk = vF (k− kF); for the tight-binding

model vF = 2t sinkF .

The interaction consists of a spin-flip term J,

Jkk′ =VkVk′ ( jk + jk′) , (3.25b)

jk =
1

εk− εd
+

1
U + εd− εk

≈ j, (3.25c)

and a particle-hole symmetry breaking potential scattering term K,

Kkk′ =
1
4

VkVk′ (κk +κk′) , (3.25d)

κk =
1

εk− εd
− 1

U + εd− εk
≈ κ . (3.25e)

The energy cutoff is initially D0 ≡ vFΛ0. When we reduce the running energy cutoff from D to

D+ dD (0 < −dD� D) to integrate out the high-energy degrees of freedom in the narrow strips

of energy (−D,−D−dD) and (D+dD,D), K is exactly marginal in the RG sense, whereas J is

marginally relevant and obeys the following RG equation:
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− d (νJkk′)

d lnD
=

1
2
(
νJk,kF+ΛνJkF+Λ,k′+νJk,kF−ΛνJkF−Λ,k′

)
, (3.26)

or equivalently

− d j
d lnD

= ν j2 (V 2
kF+Λ +V 2

kF−Λ

)
, (3.27)

where ν is the density of states per channel per spin, ν = 1/(2πvF). Therefore, renormalization of

the Kondo coupling is controlled by the momentum-dependent normalization factor V 2
k , defined in

Eq. (3.19). j is the only truly independently renormalized coupling constant despite the appearance

of Eq. (3.26); this follows from the fact that the screening channel is the only channel coupled to

the QD[116].

The prototype Kondo model possesses a momentum-independent coupling function, Jkk′ ≈
2 jV 2

kF
. As a result, spin-charge separation occurs and the Kondo interaction is found to be ex-

clusively in the spin sector[3]. The charge sector is nothing but a non-interacting theory with a

particle-hole symmetry breaking phase shift due to the potential scattering term K, while at very

low energy scales the spin sector renormalizes to a local FL theory with π/2 phase shift.

On the other hand, in a mesoscopic geometry V 2
k often exhibit fluctuations on a mesoscopic

energy scale EV . (More precisely, EV can be defined as the energy corresponding to the largest

Fourier component in the spectrum of V 2
k , but for both specific models discussed in this chapter we

can simply read it off the analytic expression.) In the presence of a characteristic length scale L,

EV may be of the order of the Thouless energy vF/L, as is the case for the closed long ABK ring

in Section 3.6; however this is not always true, with a counterexample provided by the open long

ABK ring in Section 3.7 where EV is of the order of the bandwidth 4t. Well above EV , V 2
k appears

featureless and can be approximated by its mean value V 2
k with respect to k. The Kondo temperature

TK can be loosely defined as the energy cutoff at which the dimensionless coupling 2ν jV 2
k becomes

O(1). As briefly sketched in Section 1.3, there are two very different parameter regimes of the

Kondo temperature[112, 116, 131]:

a) The small Kondo cloud regime TK � EV . For EV ∼ vF/L, the size of the Kondo screening

cloud LK ≡ vF/TK � L; hence the name. In this regime, the bare Kondo coupling is sufficiently

large, so that 2ν jV 2
k renormalizes to O(1) before it “senses” any mesoscopic fluctuation. By ap-

proximating V 2
k ≈V 2

k , Eq. (3.27) has a solution

j (D)≈ j0
1+2ν j0V 2

k ln D
D0

, (3.28)

where j0 is the bare Kondo coupling constant at the initial energy cutoff D0. Eq. (3.28) gives the

“background” Kondo temperature
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TK ≈ T 0
K ≡ D0 exp

(
− 1

2ν j0V 2
k

)
, (3.29)

independent of the mesoscopic details of the geometry. For T � TK , the low-energy effective theory

is also conjectured to be a FL, but the T-matrix (or the phase shift) of the screening channel is not

yet known with certainty[71, 116].

b) The very large Kondo cloud regime TK � EV . For EV ∼ vF/L, LK � L. In this regime,

the bare Kondo coupling is very small, and j does not begin to renormalize significantly until the

energy cutoff is well below EV . The variation of V 2
k is hence negligible in the resulting low energy

theory, V 2
k ≈ V 2

kF
, but V 2

kF
may be significantly different from V 2

k , which means Kondo temperature

is thus highly sensitive to the mesoscopic details of V 2
kF

. Because V 2
k is almost independent of k, we

may map the low-energy theory in question onto the conventional Kondo model, where conduction

electrons are scattered by a point-like spin in real space. (We stress that this mapping would not

be possible for a strongly k-dependent V 2
k , which is the case for the small cloud regime.) Follow-

ing well-known results in the conventional Kondo model,[49] we see that the low-energy effective

theory is a local FL theory, with parameters also sensitive to mesoscopic details.

3.3 dc conductance
In this section we calculate the dc conductance tensor of the system in linear response theory, gen-

eralizing the results in Ref. [66] to our multi-terminal setup. The result is presented as the sum of a

disconnected contribution and a connected one (Fig. 3.2). By “disconnected” and “connected”, we

are referring to the topology of the corresponding Feynman diagrams: a disconnected contribution

originates from a Feynman diagram without any cross-links, and can always be written as the prod-

uct of two two-point functions. The disconnected contribution has a simple Landauer form, and

is quadratic in the T-matrix of the screening channel ψ . The connected contribution is also shown

to depend on properties near the Fermi surface only, but it is usually difficult to evaluate analyti-

cally except at high temperatures, or at low temperatures if the FL perturbation theory is applicable.

Nevertheless, just as with the short ABK ring, the connected contribution can be approximately

eliminated at temperatures low compared to another mesoscopic energy scale T � Econn.

3.3.1 Kubo formula in terms of screening and non-screening channels

The linear dc conductance tensor G j j′ is defined through
〈
I j
〉
= ∑ j′ G j j′Vj′ , where I j is the current

operator in lead j, and Vj′ is the applied bias voltage on lead j′. I j is given by I j =−edN j/dt̄, where

t̄ is the real time variable, and

N j ≡∑
σ

∞

∑
n=0

c†
j,n,σ c j,n,σ (3.30)
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Figure 3.2: Disconnected (self-energy) and connected (vertex correction) contributions to the
density-density correlation function, which is directly related to the conductance through
the Kubo formula Eq. (3.31). The dashed lines represent external legs at times t̄ and
0, the solid lines represent fully dressed Ψ fermion propagators, and the hatched circle
represents all connected 4-point vertices of the screening channel.

is the density operator in lead j. G j j′ is then given by the Kubo formula

G j j′ =
e2

h
lim
Ω→0

(−2πiΩ)G′j j′ (Ω) , (3.31)

where the retarded density-density correlation function is

G′j j′ (Ω)≡−i
∫

∞

0
dt̄eiΩ+t̄ 〈[N j (t̄) ,N j′ (0)

]〉
(3.32)

and Ω+ ≡Ω+ i0+. The retarded correlation function can be obtained by means of analytic contin-

uation iωp→Ω+ from its imaginary time counterpart,

G ′j j′ (iωp) =−
∫

β

0
dτeiωpτ

〈
TτN j (τ)N j′ (0)

〉
, (3.33)

where ωp = 2pπ/β is a bosonic Matsubara frequency, β = 1/T is the inverse temperature, and Tτ

is the imaginary time-ordering operator.

To calculate the correlation function we need the density operator N j written as bilinears of Ψ.

This is achieved by the insertion of Eq. (3.16a) and then Eq. (3.24) into Eq. (3.30). We find

N j = ∑
σ

∫
π

0

dk1dk2

(2π)2 Ψ
†
k1,σ

M j
k1k2

Ψk2,σ , (3.34)

where for l1, l2 = 1, ..., N,

(
M j

k1k2

)
l1l2

= ∑
j1 j2

Ul1, j1,k1U
∗
l2, j2,k2

[
δ j j1δ j j2

1
1− ei(k1−k2+i0) +S∗j j1 (k1)δ j j2

1
1− e−i(k1+k2−i0)

+δ j j1S j j2 (k2)
1

1− ei(k1+k2+i0) +S∗j j1 (k1)S j j2 (k2)
1

1− ei(k2−k1+i0)

]
. (3.35)
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The matrix M obeys M j
k1k2

=
(
M j

k2k1

)†
which ensures N j is Hermitian.

3.3.2 Disconnected part

We substitute Eq. (3.34) into Eq. (3.32). The disconnected part of the conductance is obtained by

pairing up Ψ and Ψ† operators to form two two-point Green’s functions:

G′Dj j′ (Ω)=−2i
∫

∞

0
dt̄eiΩ+t̄

∫
π

0

dk1dk2

(2π)2
dq1dq2

(2π)2 tr
[
M j

k1k2
G>

k2q1
(t̄)M j′

q1q2
G<

q2k1
(−t̄)−M j′

q1q2
G>

q2k1
(−t̄)M j

k1k2
G<

k2q1
(t̄)
]

.

(3.36)

Here the factor of 2 in the second line is due to the spin degeneracy. The greater and lesser Green’s

functions in the screening–non-screening basis are defined as

G>
kq (t̄)≡−i


〈
ψk (t̄)ψ†

q (0)
〉 〈

φ1,k (t̄)φ
†
1,q (0)

〉
· · · 〈

φN−1,k (t̄)φ
†
N−1,q (0)

〉

 , (3.37a)

and

G<
kq (t̄)≡+i


〈
ψ†

q (0)ψk (t̄)
〉 〈

φ
†
1,q (0)φ1,k (t̄)

〉
· · · 〈

φ
†
N−1,q (0)φN−1,k (t̄)

〉

 . (3.37b)

(The correlation functions are for either spin.) In equilibrium, fluctuation-dissipation theorem re-

quires that G>
kq (ω) = 2i [1− f (ω)] ImGR

kq (ω), and G<
kq (ω) =−2i f (ω) ImGR

kq (ω), where f (ω) =

1/
(
eβω +1

)
is the Fermi function. These equilibrium relations result from the fact that GR

kq (ω) =

GR
qk (ω) for the Anderson model[66] [see Eq. (3.41) below]. With these relations Eq. (3.36) becomes

G′Dj j′ (Ω)= 8
∫ dωdω ′

(2π)2
f (ω)− f (ω ′)
ω−ω ′+Ω+

∫
π

0

dk1dk2

(2π)2
dq1dq2

(2π)2 tr
[
M j

k1k2
ImGR

k2q1

(
ω
′)M j′

q1q2
ImGR

q2k1
(ω)
]

.

(3.38)

We note that, in contrast to the case of Ref. [66], the momentum integral here is not necessarily real.

Instead, its complex conjugate takes the same form but with ω and ω ′ interchanged:
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∫
π

0

dk1dk2

(2π)2
dq1dq2

(2π)2 tr
[
M j

k1k2
ImGR

k2q1

(
ω
′)M j′

q1q2
ImGR

q2k1
(ω)
]∗

=
∫

π

0

dk1dk2

(2π)2
dq1dq2

(2π)2 tr
[
M j

k1k2
ImGR

k2q1
(ω)M j′

q1q2
ImGR

q2k1

(
ω
′)] . (3.39)

Making use of this property, we can show that
[
G′Dj j′ (−Ω)

]∗
= G′Dj j′ (Ω). Thus the disconnected

contribution to the dc conductance can be written as

GD
j j′ =

e2

h
lim
Ω→0

(2πΩ) ImG′Dj j′ (Ω) . (3.40)

We should realize, however, that taking the imaginary part of G′Dj j′ is generally not equivalent to

taking the δ -function part of 1/(ω−ω ′+Ω+) in Eq. (3.38).

For the Anderson model, since the interaction is restricted to the d electrons, it is not difficult to

find the Dyson’s equation for the retarded Green’s function of ψ and φ by the equation-of-motion

technique:

GR
k2q1

(ω) = 2πδ (k2−q1)gR
k2
(ω)+ τψgR

k2
(ω)Tk2q1 (ω)gR

q1
(ω) , (3.41)

where the free retarded Green’s function for ψ and φ is

gR
k (ω) =

1
ω+− εk

, (3.42)

and τψ is the projection operator onto the screening channel subspace. Again, only the Green’s

function of the screening channel is modified by coupling to the QD. The retarded T-matrix of the

screening channel in the single-particle sector is related to the retarded two-point function of the QD

by

Tk2q1 (ω) =Vk2GR
dd (ω)Vq1 , (3.43)

where GR
dd (ω)≡−i

∫
∞

0 dt̄eiω+t̄
〈{

dσ (t̄) ,d†
σ (0)

}〉
is again the same for σ = ↑,↓.

From Eqs. (3.38) and (3.41) we may express the disconnected contribution to the linear dc

conductance in the Landauer form[112]:

GD
j j′ =−

2e2

h

∫ 2t

−2t
dεp
[
− f ′ (εp)

]
T D

j j′ (εp) , (3.44)

where the disconnected “transmission probability” T D
j j′ is written in terms of the absolute square of

a “transmission amplitude”,
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T D
j j′ (εp) = δ j j′−

∣∣∣{S (p)
[
1−2iπνpTpp (εp)U†

pτψUp
]}

j j′

∣∣∣2
= δ j j′−

∣∣∣∣S j j′ (p)+
2i
V 2

p

[
S (p)Γ

† (p)λΓ(p)
]

j j′ [−πνpTpp (εp)]

∣∣∣∣2 . (3.45)

Again λ is the QD coupling matrix defined in Eq. (3.20) and νp is the density of states per channel

per spin for the tight-binding model

νp =
1

4πt sin p
. (3.46)

The detailed derivation of Eq. (3.45) by contour methods is left for Appendix B.

At zero temperature, when the single-particle sector of the screening channel T-matrix is a pure

phase shift, there is no connected contribution and Eq. (3.44) yields the full linear dc conductance[66].

In this case a clear picture emerges from Eq. (3.45): the conductance is given by the Landauer for-

mula with an effective single-particle S-matrix, which is obtained from the original S-matrix simply

by imposing a phase shift on the screening channel, corresponding to the particle-hole symmetry

breaking potential scattering and the scattering by the Kondo singlet[75, 88].

Another useful representation of the disconnected probability, similar to that in Ref. [66], is

obtained by expanding Eq. (3.45):

T D
j j′ (εp) = T0, j j′ (εp)+ZR, j j′ (εp)Re [−πνpTpp (εp)]

+ZI, j j′ (εp) Im [−πνpTpp (εp)]+Z2, j j′ (εp) |−πνpTpp (εp)|2 , (3.47a)

with a background transmission term

T0, j j′ (εp) = δ j j′−
∣∣S j j′ (p)

∣∣2 , (3.47b)

a term linear in the real part of the T-matrix, proportional to

ZR, j j′ (εp) =
4

V 2
p

Im
{[

S (p)Γ
† (p)λΓ(p)

]
j j′ S
∗
j j′ (p)

}
, (3.47c)

a term linear in the imaginary part, proportional to

ZI, j j′ (εp) =
4

V 2
p

Re
{[

S (p)Γ
† (p)λΓ(p)

]
j j′ S
∗
j j′ (p)

}
, (3.47d)

and a term quadratic in the T-matrix, proportional to
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Z2, j j′ (εp) =−
4

V 4
p

∣∣∣[S (p)Γ
† (p)λΓ(p)

]
j j′

∣∣∣2 . (3.47e)

In the dc limit, the total current flowing out of the junction is zero, and a uniform voltage

applied to all leads does not result in any current; hence the linear dc conductance satisfies current

and voltage Kirchhoff’s laws ∑ j G j j′ = ∑ j′ G j j′ = 0. As a comparison it is interesting to consider

the sum of the disconnected transmission probability, Eq. (3.47a), over j or j′. Using the unitarity

of S and Eq. (3.20) it is not difficult to find that

∑
j

T D
j j′ (εp) =

{
Im [−πνpTpp (εp)]−|−πνpTpp (εp)|2

} 4
V 2

p

[
Γ

† (p)λΓ(p)
]

j′ j′ , (3.48)

and

∑
j′

T D
j j′ (εp) =

{
Im [−πνpTpp (εp)]−|−πνpTpp (εp)|2

} 4
V 2

p

[
S (p)Γ

† (p)λΓ(p)S† (p)
]

j j . (3.49)

As mentioned in Ref. [66], the quantity in curly brackets in Eqs. (3.48) and (3.49) measures the

deviation of the single-particle sector of the T-matrix from the optical theorem[134]. In the case of

a non-interacting QD or the T = 0 FL theory of the Kondo limit, where the connected contribution

to the conductance vanishes, these row/column sum formulas conform to our expectations: the T-

matrix obeys the optical theorem, leading to ∑ j T
D
j j′ = ∑ j′T

D
j j′ = 0, so that ∑ j G j j′ = ∑ j′ G j j′ = 0 is

ensured.

3.3.3 Connected part and its low-temperature elimination

In this subsection we show that the connected contribution to the conductance is again a Fermi sur-

face contribution, and discuss how it can be approximately eliminated at low temperatures. Follow-

ing Ref. [66] we construct a transmission probability for this contribution. After a partial insertion

of Eq. (3.34) into Eq. (3.33), the connected part of the density-density correlation function can be

written as

G ′Cj j′ (iωp) =
∫

β

0
dτeiωpτPj j′ (τ,τ) , (3.50)

where the connected four-point function Pj j′ with two temporal arguments is

Pj j′ (τ1,τ2)≡−
∫

π

0

dk1dk2

(2π)2

(
M j

k1k2

)
11

∑
σ

〈
Tτψ

†
k1σ

(τ1)ψk2σ (τ2)N j′ (0)
〉

C
; (3.51)
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the subscript C denotes connected diagrams. Note that only the screening channel contributes to

the connected part, as the non-screening channels are free fermions. Using the equation-of-motion

technique, it is easy to relate Pj j′ to a partially amputated quantity:

Pj j′ (τ,τ)=
∫

π

0

dk1dk2

(2π)2

(
M j

k1k2

)
11

Vk1Vk2

∫
dτ1dτ2gk1 (τ1− τ)gk2 (τ− τ2)∑

σ

〈
Tτd†

σ (τ1)dσ (τ2)N j′ (0)
〉

C ,

(3.52)

where

gk (τ)≡ [ f (τ)−H (τ)]e−εkτ (3.53)

is the imaginary time free Green’s function and H (τ) is the Heaviside unit-step function. [Here

“amputation” refers to the removal of the outermost V
(
ψ†d +h.c.

)
vertices from the

〈
ψ†ψψ†ψ

〉
C

correlation function; recall that the ψ electrons only become interacting due to their interaction

with d electrons.] With τ only appearing in free propagators, we can perform the Fourier transform

explicitly,

G ′Cj j′ (iωp) =
1
β

∑
ωm

Pj j′ (iωm, iωm + iωp)

=
1
β

∑
ωm

∫
π

0

dk1dk2

(2π)2

(
M j

k1k2

)
11

gk1 (iωm)gk2 (iωm + iωp)Vk1Vk2

×
∫

dτ1dτ2e−iωmτ1ei(ωm+ωp)τ2 ∑
σ

〈
Tτd†

σ (τ1)dσ (τ2)N j′ (0)
〉

C . (3.54)

One may now use the contour integration argument in Ref. [66].[74] The final result is that the

connected contribution to the dc conductance is expressed in terms of a transmission probability

T C related to Pj j′ :

GC
j j′ =−

2e2

h

∫ 2t

−2t
dω
[
− f ′ (ω)

]
T C

j j′ (ω) , (3.55)

where

T C
j j′ (ω) = lim

Ω→0

Ω2

8
Pj j′ (ω− iη1,ω +Ω+ iη2)+ c.c. (3.56)

and
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Pj j′ (ω− iη1,ω +Ω+ iη2)

=
∫

π

0

dk1dk2

(2π)2

(
M j

k1k2

)
11

gA
k1
(ω)gR

k2
(ω +Ω)Vk1Vk2

∫
dτ1dτ2e−iω−τ1ei(ω++Ω)τ2 ∑

σ

〈
Tτd†

σ (τ1)dσ (τ2)N j′ (0)
〉

C .

(3.57)

Here η1, η2→ 0+ are positive infinitesimal numbers.

It is in fact possible to do the k1 and k2 integrals. Using Eqs. (3.22), (3.35) and finally (B.6), we

obtain

∫
π

0

dk1dk2

(2π)2

(
M j

k1k2

)
11

gA
k1
(εp)gR

k2
(εp +Ω)Vk1Vk2

= ∑
r1r2

t∗r1
tr2

∫
π

−π

dk1dk2

(2π)2 gA
k1
(εp)gR

k2
(εp +Ω)Γr1 j (k1)Γ

∗
r2 j (k2)

1
1− ei(k1−k2+i0) . (3.58)

Here domains of the momentum integrals are extended to (−π,π) according to Eq. (B.6), which

facilitates the application of the residue method. As explained in Appendix B, the poles of Γ(k1) and

Γ∗ (k2) are not important in the dc limit Ω→ 0. Therefore, the O(1/Ω) contribution is dominated

by the poles of the free Green’s functions, and is given by

∫
π

0

dk1dk2

(2π)2

(
M j

k1k2

)
11

gA
k1
(εp)gR

k2
(εp +Ω)Vk1Vk2 =

2πi
Ω

νp
[
S
(

p′
)

Γ
† (p′

)
λΓ(p)S† (p)

]
j j +O(1) .

(3.59)

where εp +Ω≡ εp′ , 0≤ p, p′ ≤ π . This leads to

T C
j j′ (εp)= νp

[
S (p)Γ

† (p)λΓ(p)S† (p)
]

j j

[
iπ
4

lim
Ω→0

Ω

∫
dτ1dτ2e−iω−τ1ei(ω++Ω)τ2 ∑

σ

〈
Tτd†

σ (τ1)dσ (τ2)N j′ (0)
〉

C + c.c.

]
.

(3.60)

A similar manipulation can be done for the N j′ part of the correlation function.

One can again consider the row and column sums of the tensor T C. Tracing over j immediately

yields

∑
j

T C
j j′ (εp) = νpV 2

p

[
iπ
4

lim
Ω→0

Ω

∫
dτ1dτ2e−iω−τ1ei(ω++Ω)τ2 ∑

σ

〈
Tτd†

σ (τ1)dσ (τ2)N j′ (0)
〉

C + c.c.

]
;

(3.61)

combining the last two equations, we have
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T C
j j′ (εp)−

1
V 2

p

[
S (p)Γ

† (p)λΓ(p)S† (p)
]

j j ∑
j′′

T C
j′′ j′ (εp) = 0. (3.62)

Let us now define Econn as the characteristic energy scale below which both S (p) and Γ(p) vary

slowly. By definition Econn . EV ; while Econn is not necessarily the same as EV , for the two ABK

ring geometries considered in this chapter EV ∼Econn. For a mesoscopic structure with characteristic

length scale L, Econn is usually the Thouless energy, Econn ∼ vF/L; however, this is again not always

the case, and the open long ABK ring in Section 3.7 provides a counterexample where Econn is

comparable to the bandwidth. Below Econn, the function
[
S (p)Γ† (p)λΓ(p)S† (p)

]
j j /V 2

p is only

weakly dependent on p.

Eq. (3.62) suggests that we can approximately eliminate the connected part of G j j′ , provided[66]

the temperature is low compared to Econn. Consider the linear combination

G j j′−
1

V 2
kF

[
S (kF)Γ

† (kF)λΓ(kF)S† (kF)
]

j j ∑
j′′

G j′′ j′ ≡ G j j′ ; (3.63)

this corresponds to measuring the conductance by measuring the current in lead j, plus a constant

times the total current in all leads. (Note that here we include both disconnected and connected

contributions.) By Kirchhoff’s law, this linear combination must equal G j j′ itself. We write it as a

sum of disconnected and connected contributions:

G j j′ =

(
GD

j j′−
1

V 2
kF

[
S (kF)Γ

† (kF)λΓ(kF)S† (kF)
]

j j ∑
j′′

GD
j′′ j′

)

−
∫

dεp
[
− f ′ (εp)

]{
T C

j j′ (εp)−
1

V 2
kF

[
S (kF)Γ

† (kF)λΓ(kF)S† (kF)
]

j j ∑
j′′

T C
j′′ j′ (εp)

}
. (3.64)

For T � Econn, by Eq. (3.62), the quantity in curly brackets approximately vanishes for |εp− εkF |.
T , whereas the Fermi factor approximately vanishes for |εp− εkF | � T . Therefore

G j j′ ≈ GD
j j′−

1
V 2

kF

[
S (kF)Γ

† (kF)λΓ(kF)S† (kF)
]

j j ∑
j′′

GD
j′′ j′ ; (3.65)

in other words, at T � Econn it is possible to write the conductance in terms of disconnected contri-

butions alone.

Since Eq. (3.65) contains only the disconnected contribution, we may calculate it explicitly

using Eqs. (3.47a) and (3.48). Since both S (p) and Γ(p) are slowly varying below the energy scale

Econn, we find the conductance is approximately linear in the T-matrix,
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G j j′ ≈−
2e2

h

∫
dεp
[
− f ′ (εp)

]{
T0, j j′ (εkF )+ZR, j j′ (εkF )Re [−πνpTpp (εp)]

+
[
ZI, j j′ (εkF )+Z2, j j′ (εkF )

]
Im [−πνpTpp (εp)]

}
, (3.66)

provided T � Econn. Eq. (3.66) can also be obtained by eliminating the connected part with the

column sum Eq. (3.49) instead of the row sum,

G j j′−
1

V 2
kF

[
Γ

† (kF)λΓ(kF)
]

j′ j′∑
j′′

G j j′′ , (3.67)

which corresponds to measuring the conductance by applying a small uniform bias voltage in all

leads, in addition to the small bias voltage in lead j′.

Eq. (3.66) is the first central result of this chapter. It generalizes the result of the two-lead

short ABK ring in Ref. [66] to an arbitrary ABK ring, and expresses the linear dc conductance as a

linear function of the scattering channel T-matrix, as long as the temperature is low compared to the

mesoscopic energy scale Econn at which S (p) and Γ(p) varies significantly[112].

3.4 Perturbation theories

3.4.1 Weak coupling perturbation theory

Although we now understand that the connected part of the conductance can be eliminated at low

temperatures, this procedure may not be applicable in the weak-coupling regime T � TK . In this

subsection we calculate the linear dc conductance perturbatively in powers of V 2
k /U , again gener-

alizing the short ring results of Ref. [66]; we expect the result to be valid in both small and large

Kondo cloud regimes as long as T � TK and the renormalized Kondo coupling constant remains

weak.

Disconnected part

We first find the disconnected part; the result is already given in Ref. [66], but for completeness we

reproduce it here. (Technical notes can be found in Appendix C.) As implied by Eq. (3.45), our task

amounts to calculating the retarded T-matrix of the screening channel in the single-particle sector,

which is in turn achieved by calculating the two-point Green’s function −
〈

Tτψkσ (τ)ψ
†
k′σ (0)

〉
H

in

Heisenberg picture. The pertinent Feynman diagrams to O
(
J2
)

and O
(
K2
)

are depicted in Fig. 3.3,

and we find

νTkk′ (Ω) = νKkk′+ν
2
∫

dεq
1

Ω+− εq

(
KkqKqk′+

3
16

JkqJqk′

)
, (3.68)
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Figure 3.3: Diagrammatics of weak-coupling perturbation theory. a) The vertices correspond-
ing to the Kondo coupling and the potential scattering in Eq. (3.25a). b) Diagrams con-
tributing to the T-matrix of the screening channel ψ electrons up to O

(
J2
)
∼ O

(
K2
)
.

We have traced over the impurity spin so that the double dashed lines (impurity spin
propagators) form loops, and arranged the internal time variables from left to right in
increasing order. c) Connected diagrams contributing to the linear dc conductance up to
O
(
J2
)
.

where again ν = 1/(2πvF) for the model with a reduced band. The factor of 3/16 results from

time-ordering and tracing over the impurity spin, where we have used the following identity

〈
TτSa

d (τ1)Sb
d (τ2)

〉
=

1
4

δ
ab. (3.69)

The O(K) and O
(
K2
)

terms, accounting for the particle-hole symmetry breaking potential scat-

tering due to the QD, clearly obey the optical theorem Im [−πνpTpp (εp)] = |−πνpTpp (εp)|2. If κ

is comparable to the renormalized value of j then the O(K) term dominates the T-matrix.

On the other hand, if we tune the QD to be particle-hole symmetric, εd =−U/2 and κ = 0, both

terms containing K will vanish, and the O
(
J2
)

term becomes the lowest order contribution to the

T-matrix. For this term, one should also make a distinction between the real principal value part and

the imaginary δ -function part. There are two different ways in which a screening channel electron

incident onto the QD can be scattered[134]: either (i) elastically, where the energy and spin of the

electron as well as the spin state of the QD are unchanged, or (ii) inelastically, where the scattered

electron leaves behind particle-hole excitations and/or spin excitations. As noticed in Ref. [75]
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and reiterated in Ref. [66], the principal value part of the O
(
J2
)

term introduces non-universalities

due to its dependence on all energies in the reduced band (−D,D); nevertheless it is merely an

elastic potential scattering term that respects the optical theorem, and we neglect it in the following.

Meanwhile, the δ -function part is an inelastic effect stemming from the Kondo physics, as can be

seen from its violation of the optical theorem in the single-particle sector. (The T-matrix apparently

disobeys the optical theorem because it is restricted to the single-particle sector, and the sum over

intermediate states excludes many-particle states which appear in inelastic scattering.) Therefore,

for a particle-hole symmetric QD, to O
(
J2
)

we have[66]

−πνTpp (εp) = i
3π2

16
ν

2J2
pp. (3.70)

The weak-coupling perturbation theory is famous for being infrared divergent[67, 74] at O
(
J3
)
,

but as long as T � TK , to logarithmic accuracy we verify in Appendix C that the O
(
J3
)

corrections

to the T-matrix can be absorbed into our O
(
J2
)

result by reinterpreting the bare Kondo coupling

constant Jpp as a renormalized one. The renormalization is governed by Eq. (3.26), and cut off

at either the “electron energy” |εp| or the temperature T , whichever is larger. In other words, the

Kondo coupling Jpp in Eq. (3.70) should be replaced by Jpp (max{|εp| ,T}), where the argument in

round brackets stands for the energy cutoff D in Eq. (3.26) where the running coupling constant is

evaluated.

Connected part

We now calculate the connected part to O
(
J2
)
; the calculation follows Ref. [66] closely. Inserting

Eq. (3.34) into Eq. (3.33), we write the connected part of the density-density correlation function in

terms of a four-point correlation function of ψ:

G ′Cj j′ (iωp) =
∫

π

0

dk1dk2dq1dq2

(2π)4

(
M j

k1k2

)
11

(
M j′

q1q2

)
11

G C
k1k2q1q2

(iωp) , (3.71)

where

G C
k1k2q1q2

(iωp)≡−
∫

β

0
dτeiωpτ

∑
σσ ′

〈
Tτψ

†
k1σ

(τ)ψk2σ (τ)ψ
†
q1σ ′ (0)ψq2σ ′ (0)

〉
C

. (3.72)

We insert Eqs. (3.22) and (3.35) into Eq. (3.71), and take the continuum limit, which is appropriate

for the Kondo model. Because in the wide band limit the most divergent contribution to G′Cj j′ (Ω) is

from k1 ≈ k2 and q1 ≈ q2, we can expand the integrand around these points,
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G ′Cj j′ (iωp)

= O(1)+
∫ dk1dk2dq1dq2

(2π)4
1

Vk1Vk2Vq1Vq2

G C
k1k2q1q2

(iωp) ∑
r1r2r′1r′2

t∗r1
tr2t
∗
r′1

tr′2

×
{

Γr1 j (k1)Γ
∗
r2 j (k2)

1
−i(k1− k2 + i0)

+
[
ΓS† (k1)

]
r1 j

[
ΓS† (k2)

]∗
r2 j

1
−i(k2− k1 + i0)

}
×
{

Γr′1 j′ (q1)Γ
∗
r′2 j′ (q2)

1
−i(q1−q2 + i0)

+
[
ΓS† (q1)

]
r′1 j′
[
ΓS† (q2)

]∗
r′2 j′

1
−i(q2−q1 + i0)

}
. (3.73)

The only non-vanishing diagrams at O
(
J2
)

are shown in panel c) of Fig. 3.3:

G C
k1k2q1q2

(iωp) =
3
8

Jq2k1Jk2q1

∫
β

0
dτeiωpτ

∫
β

0
dτ1dτ2gq2 (−τ1)gk1 (τ1− τ)gk2 (τ− τ2)gq1 (τ2)

=
3
8

Jq2k1Jk2q1

1
β

∑
ωn1

gq2 (iωn1)gk1 (iωn1)gk2 (iωn1 + iωp)gq1 (iωn1 + iωp) ; (3.74)

we have again used Eq. (3.69). The frequency summation is performed by deforming the complex

plane contour and wrapping it around the lines Imz = 0 and Imz = −ωp. Analytic continuation

yields

GC
k1k2q1q2

(Ω) =−
3Jq2k1Jk2q1

16πi

∫
dω f (ω)

{[
gR

q2
(ω)gR

k1
(ω)−gA

q2
(ω)gA

k1
(ω)
]

gR
k2
(ω +Ω)gR

q1
(ω +Ω)

+gA
q2
(ω−Ω)gA

k1
(ω−Ω)

[
gR

k2
(ω)gR

q1
(ω)−gA

k2
(ω)gA

q1
(ω)
]}

. (3.75)

Substituting Eqs. (3.75) and (3.25b) into Eq. (3.73), we are able to evaluate the momentum

integrals in the Λ→∞ limit by contour methods. The RRRR and AAAA terms vanish, and the AARR

terms combine to produce a Fermi surface factor f ′ (ω):

G′Cj j′ (Ω)

= O(1)− 1
Ω

∫
dω
[
− f ′ (ω)

] 3(2 j)2

16πi ∑
r1r2r′1r′2

t∗r1
tr2t
∗
r′1

tr′2

[
ΓS†

(
kF +

ω

vF

)]
r1 j

×
[

ΓS†
(

kF +
ω +Ω

vF

)]∗
r2 j

Γr′1 j′

(
kF +

ω +Ω

vF

)
Γ
∗
r′2 j′

(
kF +

ω

vF

)
1
v2

F

= O(1)+
1

iπΩ

∫
dεp
[
− f ′ (εp)

] 3π2ν2J2
pp

16
Z2, j j′ (εp) , (3.76)
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where we used Eq. (3.47e). The connected contribution to the conductance is now clearly a Fermi

surface property:

GC
j j′ =−

2e2

h

∫
dεp
[
− f ′ (εp)

]
T

C(2)
j j′ (εp) , (3.77)

where the connected transmission probability is

T C
j j′ (εp) = Z2, j j′ (εp)

3π2

16
ν

2J2
pp. (3.78)

This is formally identical to the short ring result, and is of the same order of magnitude [O
(
J2
)
] as

the disconnected contribution for a particle-hole symmetric QD[66]. In fact, if leads j and j′ are not

directly coupled to each other (i.e. they become decoupled when their couplings with the QD are

turned off; the simplest example is a QD embedded between source and drain leads[102]), we have

S j j′ = 0, and the disconnected contribution for a particle-hole symmetric QD is O
(
J4
)
. In this case

the O
(
J2
)

connected contribution dominates.

Just as with the T-matrix, when we calculate the connected part further to O
(
J3
)

to logarithmic

accuracy (as is done in Appendix C), the result can be absorbed into Eq. (3.78) if the coupling

constant J is understood as fully renormalized according to Eq. (3.26), with its renormalization cut

off by |εp| or T .

Total conductance

We write the total conductance at T � TK as a background term and a correction due to the QD:

G j j′ =−
2e2

h

∫
dεp
[
− f ′ (εp)

][
T0, j j′ (εp)+δT j j′ (εp)

]
. (3.79)

If the QD is well away from particle-hole symmetry, κ can be of the same order of magnitude as

j (T ) even when the latter is fully renormalized to the given temperature. In this case, the T � TK

correction to the background conductance will be dominated by the potential scattering term; the

connected contribution is negligible. The expression for δT is

δT j j′ (εp)≈−ZR, j j′ (εp)πνKpp. (3.80)

If, however, the QD is particle-hole symmetric, the connected contribution becomes important.

Inserting Eq. (3.70) into Eq. (3.47a) and combining with (3.78), we find the Kondo-type correction

to O
(
J2
)

at T � TK

δT j j′ (εp) =
[
ZI, j j′ (εp)+Z2, j j′ (εp)

] 3π2

16
ν

2J2
pp. (3.81)

Again, in the RG improved perturbation theory, Jpp in Eq. (3.81) should be replaced by Jpp (max(|εp| ,T )),
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indicating that Jpp is the renormalized value at the running energy cutoff max(|εp| ,T ). This expres-

sion is valid as long as T � TK , irrespective of whether the system is in small or large Kondo cloud

regime.

Eq. (3.81) is formally similar to the previously obtained short ring result[66]. It should be noted,

however, that the energy dependence of ZI , Z2 and J2 is possibly much stronger than the short ring

case, and the thermal averaging in Eq. (3.79) can lead to very different results in small and large

Kondo cloud regimes. For instance, if Econn � TK � T (which may happen in the small cloud

regime), the Fermi factor in Eq. (3.79) averages over many peaks in T , ZI , Z2 and V 2 that are

associated with the underlying mesoscopic structure. In this case connected part elimination is not

applicable. On the other hand, if TK� T � Econn, the variation of T , ZI , Z2 or V 2 is negligible on

the scale of T , and the Fermi factor in Eq. (3.79) may be approximated by a δ function. This leads

to

G j j′ =−
2e2

h

{
T0, j j′ (εkF )+

[
ZI, j j′ (εkF )+Z2, j j′ (εkF )

] 3π2

16
ν

2J2
kF kF

}
, (3.82)

which agrees with our prescription of eliminating the connected part, Eq. (3.66).

We mention that Eq. (3.81) can be interpreted as a completely inelastic contribution to the

conductance, since in obtaining it we have retained only the O
(
J2
)

inelastic part of the single-

particle T-matrix Eq. (3.70), and the connected contribution comes from two-particle processes

which are again inelastic.

3.4.2 FL perturbation theory

It is also interesting to consider temperatures low compared to the Kondo temperature T � TK .

Since our formalism does not by itself provide a low-energy effective theory of the small cloud

regime for TK � EV , we focus on the very large Kondo cloud regime TK � EV , where as explained

in Section 3.2 the low-energy effective theory is simply a FL theory. If we further assume T � Econn,

then we can simply eliminate the connected contribution to the conductance with Eq. (3.66).

To use Eq. (3.66) we need the low-energy T-matrix for the screening channel in the single-

particle sector in the FL regime, which is again well known[3, 5]. As discussed in Section 3.1, the

strong-coupling single particle wave function at zero temperature is obtained by imposing a phase

shift on the weak-coupling wave function. This phase shift δψψ results from both elastic scattering

off the Kondo singlet and particle-hole symmetry breaking potential scattering:

δψψ,σ = σ
π

2
+δP, (3.83)

where σ = ±1 for spin-up/spin-down electrons. To the lowest order in potential scattering O(K),

we have[75]
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tanδP =−πνKkF kF . (3.84)

Let us introduce the phase-shifted screening channel ψ̃ , which is then related to the original

screening channel ψ via a scattering basis transformation:

ψk,σ =
∫ kF+Λ

kF−Λ

d p
2π

(
i

k− p+ i0
− e2iδψψ,σ

i
k− p− i0

)
ψ̃p,σ . (3.85)

Using the definition of the T-matrix in the single-particle sector Eq. (3.41) and the transformation

Eq. (3.85) one can show that retarded T-matrices for ψ and ψ̃ are related by

Tkk′,σ (ω) =
i

2πν

(
e2iδψψ,σ −1

)
+ e2iδψψ,σ T̃kk′,σ (ω) . (3.86)

Since ψ̃ diagonalizes the strong-coupling fixed point Hamiltonian, by definition T̃kF kF ,σ (ω = 0) = 0

at zero temperature.

The leading irrelevant operator perturbing the strong-coupling fixed point is localized at the QD

(with a spatial extent of vF/TK), and quadratic in spin current[3, 47]. It is most conveniently written

in terms of ψ̃:

Hint =
2πv2

F

TK
: ψ̃

†
α ψ̃α ψ̃

†
β

ψ̃β : (x = 0)

− v2
F

TK

[
: ψ̃

†
α

(
i

d
dx
− kF

)
ψ̃α +

(
−i

d
dx
− kF

)
ψ̃

†
α ψ̃α :

]
(x = 0) . (3.87)

Here :: denotes normal ordering, and sums over repeated spin indices α and β are implied. The ψ̃

operators have been unfolded, so that their wave functions are now defined on the entire real axis

instead of the positive real axis. The two terms in Hint are illustrated in panel a) of Fig. 3.4 as a four-

point vertex and a two-point one. Both terms share a single coupling constant of O(1/TK), because

the leading irrelevant operator written in the ψ̃ basis must be particle-hole symmetric by defini-

tion. The on-shell retarded T-matrix for ψ̃ in the single-particle sector is calculated to O
(
1/T 2

K
)

in

Ref. [3]:

−πνT̃pp (εp) =
εp

TK
+ i

3ε2
p +π2T 2

2T 2
K

. (3.88)

For completeness we give a derivation of this result in Appendix C. It is diagramatically represented

by Fig. 3.4 panel b).

Substituting Eqs. (3.83), (3.86) and (3.88) into Eq. (3.66), we eliminate the connected contribu-

tion, and obtain the T � TK conductance in the very large Kondo cloud regime[112]:
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Figure 3.4: Diagrammatics of FL perturbation theory. a) The two vertices given by the leading
irrelevant operator, Eq. (3.87). b) Diagrams contributing to the T-matrix of ψ̃ electrons up
to O

(
1/T 2

K
)
. The propagators are those of the phase-shifted screening channel operators

ψ̃ .

G j j′ ≈−
2e2

h

{
T0, j j′ (εkF )−ZR, j j′ (εkF )

(
1
2
− π2T 2

T 2
K

)
sin2δP

+
[
ZI, j j′ (εkF )+Z2, j j′ (εkF )

](
cos2

δP−
π2T 2

T 2
K

cos2δP

)}
. (3.89)

We note that the connected contribution can in fact be evaluated directly in the FL theory. This is also

done in Appendix C, and provides further verification of our scheme of eliminating the connected

contribution.

Predictions of the conductance at high temperatures [Eq. (3.79)] and at low temperatures [Eq. (3.89)]

together constitute the second main result of this chapter. We emphasize once more that, while

Eq. (3.79) is valid as long as T � TK , Eq. (3.89) is expected to be justified provided T � TK � EV ,

so that the FL theory applies, and also T � Econn, so that the connected contribution can be elimi-

nated.

For clarity we tabulate various regimes of energy scales discussed so far (Table 3.1). Note again

that the connected contribution to conductance can be eliminated when T � Econn. In general we

have Econn . EV , but we assume in this table that Econn ∼ EV , which is the case with the systems to

be discussed in this chapter.
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Figure 3.5: The short ABK ring studied in Refs. [66, 75].

3.5 Comparison with early results

3.5.1 Short ABK ring

Our formalism can be applied to the short ABK ring[66, 75] shown in Fig. 3.5. There are two

leads (N = 2) and two coupling sites (M = 2); H0,junction =−t ′
(

c†
1,0c2,0 +h.c.

)
. The coupling sites

coincide with the 0th sites of the leads, cC,r=1 ≡ c1,0, cC,r=2 ≡ c2,0; also the AB phase is on the

couplings to the QD, t1 = tLei ϕ

2 and t2 = tRe−i ϕ

2 . We again let τ̃ = t ′/t.

It is straightforward to obtain the background S-matrix and coupling site wave function matrix:

S (k) =− 1
1− τ̃2e2ik

(
e2ik
(
1− τ̃2

)
eikτ̃

(
e2ik−1

)
eikτ̃

(
e2ik−1

)
e2ik
(
1− τ̃2

) )
, (3.90)

Γ(k) =− 1
1− τ̃2e2ik

(
e2ik−1 2ie2ikτ̃ sink

2ie2ikτ̃ sink e2ik−1

)
. (3.91)

With Eqs. (3.27), (3.81) and (3.89), one reproduces all analytic results in Refs. [66, 75], including

the Kondo temperature, the high- and low-temperature conductance, and the elimination of con-

nected contribution at low temperatures.

The limit t ′ = 0 is useful as a benchmark against long ring geometries so we study it in some

more detail. In this limit we recover the simplest geometry where a QD is embedded between source

and drain leads[102]. The normalization factor is

V 2
k = 4

(
t2
L + t2

R
)

sin2 k, (3.92)

and the zero-temperature transmission amplitude through the QD is given by Eqs. (3.45), (3.83),
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Figure 3.6: The finite quantum wire geometry studied in Ref. [116].

(3.86) and (3.88):

tQD ≡
2i
V 2

k

[
S (k)Γ

† (k)λΓ(k)
]

12 [−πνTkk (εk)]

= e2ik 2tLtR
t2
L + t2

R

1
2

(
e2iδP +1

)
. (3.93)

3.5.2 Finite quantum wire

Another special case is the finite wire (or semi-transparent Kondo box) geometry in Fig. 3.6 where

the reference arm is absent[116]; again N = M = 2. The left and right QD arms and coupling sites

are subject to gate voltages:

H0,junction =−t

(
dL−1

∑
n=1

c†
L,ncL,n+1 +

dR−1

∑
n=1

c†
R,ncR,n+1 +h.c.

)

+

(
ε

L
W

dL

∑
n=1

c†
L,ncL,n + ε

R
W

dR

∑
n=1

c†
R,ncR,n

)
−
(

tL
LW c†

L,dL
c1,0 + tR

LW c†
R,dR

c2,0 +h.c.
)

. (3.94)

The coupling sites are the first sites of the QD arms, cC,r=1 ≡ cL,1, cC,r=2 ≡ cR,1; t1 = tL
WD and

t2 = tR
WD.

The two leads are decoupled without the QD, so S and Γ are both diagonal. In this system we

have

S11 (k) =−
eik sinkL (dL +1)− γ2

L sinkLdL

e−ik sinkL (dL +1)− γ2
L sinkLdL

, (3.95)
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and

Γ11 (k) =−
2iγL sink sinkL

e−ik sinkL (dL +1)− γ2
L sinkLdL

, (3.96)

where kL is determined by the gate voltage εL
W ,

−2t coskL + ε
L
W =−2t cosk, (3.97)

and γL = tL
LW/t. S22 and Γ22 can be obtained simply by substituting L with R. Again, these results

allow us to reproduce the (weak coupling) Kondo temperature, the high-temperature conductance, as

well as the low-temperature conductance in the large Kondo cloud regime. (We do not quantitatively

discuss the low-temperature conductance in the small cloud regime in this thesis; see Section 3.8.)

3.6 Closed long ring
In this section we apply our general formalism to the simplest model of a closed long ABK ring,

studied in Ref. [131] (Fig. 3.7): the QD is coupled directly to the source and drain leads, and a long

reference arm connects the two leads smoothly. A weak link with hopping t ′ splits the reference

arm into two halves of equal length dre f /2 where dre f is an even integer. As opposed to Ref. [131],

however, we use gauge invariance to assign the AB phase to the QD tunnel couplings rather than

the weak link: t1 ≡ tLeiϕ/2 and t2 ≡ tRe−iϕ/2. We assume no additional non-interacting long arms

connecting the QD with the source and drain leads, because multiple traversal processes in such

long QD arms will lead to interference effects[84] independent of the AB phase, complicating the

problem[131]. The Hamiltonian representing this model takes the form

H0,junction =−t

[(
dre f /2−1

∑
n=1

+
dre f−1

∑
n=dre f /2+1

)
c†

re f ,ncre f ,n+1 +h.c.

]
− t
(

c†
re f ,1c1,0 + c†

re f ,dre f
c2,0 +h.c.

)
− t ′

(
c†

re f ,dre f /2cre f ,dre f /2+1 +h.c.
)

; (3.98)

the coupling sites are cC,r=1 ≡ c1,0 and cC,r=2 ≡ c2,0.

We first repeat the Kondo temperature analysis in Ref. [131] in order to distinguish between

small and large Kondo cloud regimes, then carefully study the conductance at high and low temper-

atures, taking into account the previously neglected connected contribution.
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Figure 3.7: Geometry of the long ABK ring with short upper arms and a pinched reference
arm.

3.6.1 Kondo temperature

The background S-matrix for this model is identical to the short ABK ring[75] up to overall phases,

due to the smooth connection between reference arm and leads:

S (k) = eikdre f

(
r̃ (k) t̃ (k)

t̃ (k) r̃ (k)

)
; (3.99)

where the S-matrix elements r̃ and t̃ for the weak link are

r̃ (k) =− 1− τ̃2

e−2ik− τ̃2 , t̃ (k) =− 2iτ̃ sink
e−2ik− τ̃2 , (3.100)

and we introduce the shorthand τ̃ = t ′/t. The wave function is also straightforward to find:

Γ j j′ (k) = δ j j′+S j j′ (k) . (3.101)

In the wide band limit, r̃ and t̃ are approximately independent of k in the reduced band kF−Λ0 <

k < kF +Λ0 where the momentum cutoff Λ0� 1. This allows us to approximate them by their Fermi

surface values, r̃ (k)≈ r̃ = |r̃|eiθ and t̃ (k)≈ t̃ =±i |t̃|eiθ (the ±π/2 phase difference is required by

unitarity of S); without loss of generality we focus on the t̃ = i |t̃|eiθ case.

From Eq. (3.101) one conveniently obtains the normalization factor
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V 2
k = 2

(
t2
L + t2

R
)
[1+ |r̃|cos(kdre f +θ)− γ |t̃|cosϕ sin(kdre f +θ)]

= 2
(
t2
L + t2

R
)[

1+
√

1−|t̃|2 (1− γ2 cos2 ϕ)cos
(
kdre f +θ

′)] , (3.102)

where γ = 2tLtR/
(
t2
L + t2

R
)

measures the degree of symmetry of coupling to the QD. In the second

line we have used |t̃|2+ |r̃|2 = 1 and introduced another phase θ ′, where θ ′−θ is a function of γ , |t̃|
and ϕ but independent of k. We note that this expression is also applicable in the continuum limit,

where the lattice constant a→ 0 (we have previously set a = 1) but the arm length dre f a is fixed. In

that case dre f should be understood as the arm length dre f a.

For long rings and filling factors not too small kFdre f � 1, V 2
k oscillates around 2

(
t2
L + t2

R
)

as

a function of k, and has its extrema at kn = (nπ−θ ′)/dre f where n takes integer values. The only

characteristic energy scale for V 2
k is therefore the peak/valley spacing ∆ = vFπ/dre f , and EV ∼

Econn ∼ ∆. As in Ref. [131] we define the reduced band such that ∆� D0 ≡ vFΛ0, and the reduced

band initially contains many oscillations.

In the small Kondo cloud regime TK�∆, one may assume the oscillations of V 2
k are smeared out

when the energy cutoff is being reduced from D0, which is still well above TK : V 2
k 'V 2

k = 2
(
t2
L + t2

R
)
.

This means TK in this regime is approximately the background Kondo temperature T 0
K defined in

Eq. (3.29), independent of the position of the Fermi level at the energy scale ∆, and also independent

of the magnetic flux.

On the other hand, in the large cloud regime TK . ∆, now that the Kondo temperature is largely

determined by the value of V 2
k in a very narrow range of energies around the Fermi level, the meso-

scopic k oscillations become much more important. When the running energy cutoff D is above

the peak/valley spacing ∆, the renormalization of j is controlled by V 2
k as in Eq. (3.28). Once D is

reduced below ∆, we may approximate the renormalization of j as being dominated by V 2
kF

. This

leads to the following estimation of the Kondo temperature:

TK ' ∆exp

[
− 1

2V 2
kF

ν j (∆)

]
= ∆

(
T 0

K
∆

)[1+√1−|t̃|2(1−γ2 cos2 ϕ)cos(kF dre f +θ ′)
]−1

. (3.103)

It is clear that TK can be significantly dependent on the AB phase ϕ in this regime. In particular,

TK varies from ∼
√

T 0
K ∆ (“on resonance”) to practically 0 (“off resonance”) as ϕ is tuned between

0 and π[131], when the Fermi energy is located on a peak or in a valley kF = kn, the background

transmission is perfect |t̃|= 1, and coupling to the QD is symmetric γ = 1; see Fig. 3.8. (The special

case V 2
kF

= 0 corresponds to a pseudogap problem νV 2
k ∝ (k− kF)

2, and the stable RG fixed point

can be the local moment fixed point or the asymmetric strong coupling fixed point, depending on
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Figure 3.8: Kondo temperature TK for the closed long ABK ring, calculated by numerical in-
tegration of the weak coupling RG equation Eq. (3.27), plotted against the AB phase
ϕ . TK (ϕ) is an even function of ϕ and has a period of 2π , so only 0 ≤ ϕ ≤ π is
shown. System parameters are: dre f = 60, θ = π/2, |r̃| = 0, tL = tR, D0 = 10. The
curves with TK � ∆ (small Kondo cloud regime) have a large bare Kondo coupling(
t2
L + t2

R
)

j0/π = 0.15, whereas the curves with TK� ∆ (large Kondo cloud regime) have
a much smaller bare Kondo coupling

(
t2
L + t2

R
)

j0/π = 0.02. In the small cloud regime
TK is almost independent of ϕ and kF , as the curves are flat and overlapping with each
other. In the large cloud regime, however, TK highly sensitive to both ϕ and kF .

the degree of particle-hole symmetry[39, 128].) As a general rule, stronger transmission through

the pinch |t̃| and greater symmetry of coupling γ result in stronger interference between the two

tunneling paths through the device, and hence increases the tunability of the Kondo temperature by

the magnetic flux.

3.6.2 High-temperature conductance

We now calculate the conductance at T � TK by perturbation theory. Following the discussion in

Ref. [131], we consider the case of a particle-hole symmetric QD κ = 0 and Kkk′ = 0, and also ignore

the elastic real part of the potential scattering generated[66] at O
(
J2
)
. These assumptions allow us

to adopt Eq. (3.81) for the O
(
J2
)

correction to the transmission probability:

δT j j′ (εk) = 3π
2
ν

2 j2
(

V 2
k Re

{[
S (k)Γ

† (k)λΓ(k)
]

j j′ S
∗
j j′ (k)

}
−
∣∣∣[S (k)Γ

† (k)λΓ(k)
]

j j′

∣∣∣2) ,

(3.104)

85



where we have used Eqs. (3.47d) and (3.47e).

Note that Eq. (3.104) does not depend on details of the non-interacting part of the ring Hamilto-

nian H0,junction. For a parity-symmetric geometry with two leads and two coupling sites (N =M = 2),

when coupling to the QD is also symmetric (tL = tR) and time-reversal symmetry is present (ϕ = 0 or

π), we can further show that the sign of the O
(
J2
)

transmission probability correction is determined

by the sign of 1− 2 |T0,12|, a property discussed in Ref. [66] at the end of Section IV C. Indeed,

parity symmetry implies that S11 = S22, S12 = S21, Γ11 = Γ22, Γ12 = Γ21; hence it is not difficult to

find from Eq. (3.104) that

1
4
[δT 11 (εk)+δT 22 (εk)−δT 12 (εk)−δT 21 (εk)] =

3
8

π
2
ν

2J2
kk

[
1−2 |S12 (k)|2

]
. (3.105)

The left-hand side correspond to a particular way to measure the conductance, namely parity-

symmetric bias voltage and parity-symmetric current probes, or y = 1/2 in Section V of Ref. [66].

We now return to the long ring geometry without assumptions about tL, tR and ϕ . Plugging

Eqs. (3.99) and (3.101) into Eq. (3.104) we find

δT 11 (εk) =−3π
2
ν

2 j2 [C0 (k)+C1 (k)cosϕ +C2 (k)cos2ϕ] , (3.106)

where the coefficients C0 (k), C1 (k) and C2 (k) are independent of ϕ but are usually complicated

functions of k:

C0 (k) =
(
t4
L + t4

R
)
|t̃|2
[
1+2 |r̃|cos(kdre f +θ)+ |r̃|2 cos2(kdre f +θ)

]
−2t2

Lt2
R

[
3−4 |t̃|2 +4 |r̃|3 cos(kdre f +θ)+

(
|r̃|4 + |t̃|4

)
cos2(kdre f +θ)

]
, (3.107a)

C1 (k) = 4 |t̃| tLtR
(
t2
L + t2

R
)

sin(kdre f +θ)

×
[
|r̃|2 cos2(kdre f +θ)+ |r̃|

(
|r̃|2−|t̃|2

)
cos(kdre f +θ)−|t̃|2

]
, (3.107b)

C2 (k) = 2 |t̃|2 t2
Lt2

R

{
1+2 |r̃|cos(kdre f +θ)+ |r̃|2 cos2(kdre f +θ)

}
. (3.107c)

In the special case of a smooth reference arm |r̃|= 0 and |t̃|= 1, the Kondo-type correction becomes

especially simple:
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δT 11 (εk) =−3π
2
ν

2 j2 [t2
L + t2

R−2tLtR sin(kdre f +θ +ϕ)
]

×
[
t2
L + t2

R−2tLtR sin(kdre f +θ −ϕ)
]

. (3.108)

As in Refs. [66, 131], only the first and the second harmonics of the AB phase ϕ appear in the

correction to the transmission probability δT 11.

We may perform the thermal averaging in Eq. (3.79) at this stage. The Fermi factor − f ′ (εk)

ensures only the energy range |εk| . T contributes significantly to the conductance; in this energy

range the renormalization of j is cut off by T .

In the small Kondo cloud regime, T � TK means T � ∆ so that we can average over many

peaks of δT j j′ (εk), so we may drop all rapidly oscillating Fourier components in Eq. (3.106). This

leads to

δG≈−2e2

h
3π

2
ν

2 [ j (T )]2
[(

t4
L + t4

R
)
|t̃|2−2t2

Lt2
R

(
3−4 |t̃|2

)
+2 |t̃|2 t2

Lt2
R cos2ϕ

]
. (3.109)

We see that the first harmonic in ϕ approximately drops out upon thermal averaging.

On the other hand, in the large Kondo cloud regime, for T � TK it is possible to have either

T � ∆ or T � ∆. In the former case Eq. (3.109) continues to hold. In the latter case δT j j′ (εk) has

little variation in the energy range |εk|. T , so it is appropriate to replace − f ′ (εk) with a δ function

at the Fermi level; thus

δG≈−2e2

h
3π

2
ν

2 [ j (T )]2 [C0 (kF)+C1 (kF)cosϕ +C2 (kF)cos2ϕ] . (3.110)

Fig. 3.9 illustrates these two different cases for the large Kondo cloud regime[112]. We note that

our T � TK results, Eq. (3.109) for T � ∆ and Eq. (3.110) for T � ∆, are different from those

of Ref. [131]. We believe the discrepancy is due to the fact that only single-particle scattering

processes are taken into consideration by Ref. [131]; the connected contribution to the conductance

is omitted, despite being of comparable magnitude with the disconnected contribution.

It should be noted that our T � TK results do not constitute evidence in favor of the Kondo

screening cloud per se, as they do not involve a direct comparison between TK and ∆. Indeed,

the difference between T � ∆ and T � ∆ is also present even if we replace the Kondo QD with

a non-interacting QD. Nevertheless, our results may be experimentally relevant as they reveal the

qualitatively different interplay between the AB flux and the Kondo scattering.

87



Figure 3.9: Kondo-type correction to the conductance δG at T � TK for the closed long ABK

ring with a particle-hole symmetric QD, calculated by RG improved perturbation theory
Eq. (3.106), plotted against the AB phase ϕ . Again only 0 ≤ ϕ ≤ π is shown. System
parameters are: dre f = 60, θ = π/2, |r̃| = 0, tL = tR,

(
t2
L + t2

R
)

j0/π = 0.02 at D0 = 10
(i.e. the system is in the large cloud regime). T/∆ = 0.0955 in panel a) and T/∆ = 19.1
in panel b). For T � ∆ the conductance shows considerable kF dependence, while for
T � ∆ such dependence essentially vanishes and curves at different kF overlap. Also,
for T � ∆ the first harmonic cosϕ drops out as predicted by Eq. (3.109), and δG(ϕ) has
a period of π .
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3.6.3 FL conductance

It is also interesting to calculate the conductance in the T � TK limit in the very large Kondo cloud

regime, starting from Eq. (3.89). We make the assumption that the particle-hole symmetry breaking

potential scattering is negligible, δP = 0, as in Ref. [131]. Inserting Eqs. (3.99) and (3.101) into

Eqs. (3.47d) and (3.47e), we find the total conductance has the form

G =
2e2

h

[
Ts +

(
|t̃|2−Ts

)(
πT
TK

)2
]

, (3.111)

where the T = 0 transmission probability is

Ts =

∣∣∣∣∣eikF dre f t̃− 2
V 2

kF

[
tLei ϕ

2

(
eikF dre f r̃+1

)
+ tRe−i ϕ

2 eikF dre f t̃
]

×
[
tLe−i ϕ

2 eikF dre f t̃ + tRei ϕ

2

(
1+ eikF dre f r̃

)]∣∣∣2 . (3.112)

While Eq. (3.111) is ostensibly in agreement with Eq. (69) of Ref. [131], we suspect that there are

two oversights in the derivation of the latter: at finite temperature, Ref. [131] neglects the connected

contribution to the conductance, and also replaces the thermal factor − f ′ (εp) with a δ function in

Eq. (3.66). These two discrepancies cancel each other, leading to the same T � TK result as ours.

3.7 Open long ring
We turn to the open long ABK ring, with strong electron leakage due to side leads coupled to the

arms of the ring, where our multi-terminal formalism shows its full capacity.

In our geometry shown in Fig. 3.10, the source lead branches into two paths at the left Y-

junction, a QD path of length dL +dR and a reference path of length dre f . These two paths converge

at the right Y-junction at the end of the drain lead. An embedded QD in the Kondo regime separates

the QD path into two arms of lengths dL and dR. To open up the ring we attach additional non-

interacting side leads to all sites inside the ring other than the two central sites in the Y-junctions

and QD[6, 7, 23, 118]. The side leads, numbering dL+dR+dre f in total, are assumed to be identical

to the main leads (source and drain), except that the first link on every side lead (connecting site 0 of

the side lead to its base site in the ring) is assumed to have a hopping strength tx which is generally

different than the bulk hopping t. The Hamiltonian representing this model is therefore
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H0,junction =−t

(
dL−2

∑
n=0

c†
L,ncL,n+1 +

dR−2

∑
n=0

c†
R,ncR,n+1 +

dre f−1

∑
n=1

c†
re f ,ncre f ,n+1 +h.c.

)
−
[(

tL
JLc†

1,0 + tL
JQc†

L,dL−1 + tL
JRc†

re f ,1

)
cJL +h.c.

]
−
[(

tR
JLc†

2,0 + tR
JQc†

R,dR−1 + tR
JRc†

re f ,dre f

)
cJR +h.c.

]
− tx

(
dL−1

∑
n=0

c†
L,nc(L)n,0 +

dR−1

∑
n=0

c†
R,nc(R)n,0 +

dre f

∑
n=1

c†
re f ,nc(re f )

n,0 +h.c.

)
, (3.113)

where cJL(R) is the annihilation operator on the central site of the left (right) Y-junction, and c(α)
n,0 is

the annihilation operator on site 0 of the side lead attached to the nth site on arm α , α = L, R and

re f . The coupling sites are cC,r=1 ≡ cL,0 and cC,r=2 ≡ cR,0, and again we let the couplings to the QD

be t1 = tLei ϕ

2 and t2 = tRe−i ϕ

2 .

Our hope is that in certain parameter regimes the open long ring provides a realization of the

two-path interferometer, where the two-slit interference formula applys:

Gsd = Gre f +Gd +2
√

ηv
√

Gre f Gd cos(ϕ +ϕt) , (3.114)

where Gre f is the conductance through the reference arm with the QD arm sealed off, and Gd is the

conductance through the QD with the reference arm sealed off. ϕ is as before the AB phase, and ϕt

is the accumulated non-magnetic phase difference of the two paths (including the π/2 transmission

phase through the QD). ηv is the unit-normalized visibility of the AB oscillations; ηv = 1 at zero

temperature if all transport processes are coherent[23]. In the two-path interferometer regime, ϕt

reflects the intrinsic transmission phase through the QD, provided that the geometric phases of the

two paths are the same (e.g. identical path lengths in a continuum model), no external magnetic

field is applied to the QD, and the particle-hole symmetry breaking phase shift is zero.

For non-interacting embedded QDs well outside of the Kondo regime, small transmission through

the lossy arms is known to suppress multiple traversals of the ring and ensure that the transmission

amplitudes in two paths are mutually independent[7]. We show below that in our interferometer

with a Kondo QD, the same criterion renders the mesoscopic fluctuations of the normalization factor

V 2
k negligible, and paves the way to the two-slit condition tsd = tre f + tdeiϕ . If we additionally have

small reflection by the lossy arms, then both the Kondo temperature of the system and the intrinsic

transmission amplitude through the QD are the same as their counterparts for a QD directly embed-

ded between the source and the drain. At finite temperature T � TK , we recover and generalize

the single-channel Kondo results of Ref. [23] for the normalized visibility ηv and the transmission

phase ϕt .
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Figure 3.10: Geometry of the open long ABK ring. Side leads are appended to the QD arms
and the reference arms, which are all of comparable lengths.

3.7.1 Wave function on a single lossy arm

To solve for the background S-matrix S and the wave function matrix Γ of the open ring, we first

analyze a single lossy arm attached to side leads[7], depicted in Fig. 3.11.

Consider an arbitrary site labeled n on this arm; let the wave function on this site be φn, and

let incident and scattered amplitudes on the side lead attached to this site be As
n and Bs

n. The wave

function on site l (l≥ 0) on the side lead (also with bulk hopping t) is then written as As
ne−ikl +Bs

neikl ,

which gives the usual energy −2t cosk. The Schroedinger’s equations are

(−2t cosk)(As
n +Bs

n) =−txφn− t
(

As
ne−ik +Bs

neik
)

, (3.115a)

(−2t cosk)φn =−tφn−1− tφn+1− tx (As
n +Bs

n) . (3.115b)
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Figure 3.11: A single lossy arm attached to side leads.

Eliminating Bs
n, we find(

−2cosk+
t2
x

t2 eik
)

φn =−φn−1−φn+1 + eik (2isink)
tx
t

As
n. (3.116)

This means if As
n = 0, i.e. no electron is incident from the side lead n, we can write the wave function

on the nth site on the arm as

φn =CLη
n
1 +CRη

n
2 , (3.117)

where CL,R are constants independent of n and k. η1,2 are roots of the characteristic equation

η
2 +

(
−2cosk+

t2
x

t2 eik
)

η +1 = 0, (3.118)

so that η1η2 = 1. Hereafter we choose the convention |η1| < 1. When tx/t � sink, to the lowest

nontrivial order in tx/t,

η1 ≈ eik
(

1− t2
x

t2
eik

2isink

)
, (3.119)

and thus |η1|2 ≈ 1− t2
x /t2.

Eq. (3.117) bypasses the difficulty of solving for each φn individually: on the same arm the

constants CL and CR only change where the side lead incident amplitude As
n 6= 0.

Let us now quantify the conditions of small transmission and small reflection. Connecting
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external leads smoothly to both ends of a lossy arm of length dA� 1, we may write the scattering

state wave function incident from one end as
e−ikn + R̃eikn (left lead, n = 0,1,2, · · ·)

CLηn
1 +CRη

−n
1 (lossy arm, n = 1, · · · ,dA)

T̃ eikn (right lead, n = 0,1,2, · · ·)
; (3.120)

the Schroedinger’s equation then yields

1+ R̃ =CL +CR, (3.121a)

eik + R̃e−ik =CLη1 +CRη
−1
1 , (3.121b)

T̃ =CLη
dA+1
1 +CRη

−dA−1
1 , (3.121c)

T̃ e−ik =CLη
dA
1 +CRη

−dA
1 . (3.121d)

It is now straightforward to find the transmission and reflection coefficients:

T̃ =
eik
(
e2ik−1

)
η

dA
1

(
η2

1 −1
)

1−η
2dA+2
1 +2eikη1

(
η

2dA
1 −1

)
+ e2ik

(
η2

1 −η
2dA
1

) , (3.122a)

R̃ =
eik
(

η
2dA
1 −1

)[
eik
(
1+η2

1
)
−
(
e2ik +1

)
η1
]

1−η
2dA+2
1 +2eikη1

(
η

2dA
1 −1

)
+ e2ik

(
η2

1 −η
2dA
1

) . (3.122b)

At k = 0 or π we always have trivially
∣∣R̃∣∣= 1 and

∣∣T̃ ∣∣= 0; we therefore focus on energies that

are not too close to the band edges, so that sink is not too small. In this case, under the long arm

assumption dA� 1, the small transmission condition
∣∣T̃ ∣∣� 1 is satisfied if and only if |η1|dA � 1,

and the small reflection condition
∣∣R̃∣∣� 1 is satisfied if and only if tx� t[7].

3.7.2 Background S-matrix and coupling site wave functions

We now return to the open long ring model to solve for S and Γ with the aid of Eq. (3.117). Let us

denote the incident amplitude vector by

(
A1,A2,A

(L)
0 , · · · ,A(L)

dL−1,A
(re f )
1 , · · · ,A(re f )

dL
,A(R)

0 , · · · ,A(R)
dR−1

)T
; (3.123)

here A(α)
n is the incident amplitude in the side lead attached to the nth site on arm α . We are

interested in the normalization factor V 2
k and the source-lead component of the conductance tensor
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G12; for this purpose, according to Eqs. (3.19) and (3.89), the first two rows of the S-matrix S and

the full coupling site wave function matrix Γ must be found. In other words, we need to express the

scattered amplitudes in the main leads B1, B2, as well as the wave functions at the coupling sites Γ1

and Γ2, in terms of incident amplitudes. Because the Schroedinger equation is linear and all incident

amplitudes are independent, we can let all but one of the incident amplitudes be zero at a time, and

obtain the full solution by means of linear superposition.

When the incident amplitudes from the side leads are all zero A(α)
n = 0, according to Eq. (3.117)

the wave function at wave vector k takes the form
A je−ikn +B jeikn (main lead j = 1,2, n = 0,1,2, · · ·)
D(L)

L ηn
1 +D(L)

R η
−n
1 (left QD arm, n = 0,1, · · · ,dL−1)

D(re f )
L ηn

1 +D(re f )
R η

−n
1 (reference arm, n = 1,2, · · · ,dre f )

D(R)
L ηn

1 +D(R)
R η

−n
1 (right QD arm, n = 0,1, · · · ,dR−1)

. (3.124)

To characterize the two Y-junctions in the AB ring, it is convenient to introduce the auxiliary objects

S′L and S′R:  B1

D(L)
R η

−dL+1
1

D(re f )
L η1

= S′L

 A1

D(L)
L η

dL−1
1

D(re f )
R η

−1
1

 , (3.125)

 B2

D(R)
R η

−dR+1
1

D(re f )
R η

−dre f
1

= S′R

 A2

D(R)
L η

dR−1
1

D(re f )
L η

dre f
1

 . (3.126)

The 3× 3 matrices S′L and S′R are generally not unitary. They are properties of the Y-junctions,

and are independent of the amplitudes (A, B etc.) and arm lengths (dL, dR and dre f ). In the limit

tx/t → 0, η1 → eik, and S′L and S′R turn into the usual unitary S-matrices, which we denote as

SL,R ≡ S′L,R (tx→ 0). For our model we can find S′L and S′R explicitly by solving the Schroedinger’s

equations below:

tL
JLφL = t

(
A1eik +B1e−ik

)
, (3.127a)

tL
JQφL = t

(
D(L)

L η
dL
1 +D(L)

R η
−dL
1

)
, (3.127b)

tL
JRφL = t

(
D(re f )

L +D(re f )
R

)
, (3.127c)
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(−2t cosk)φL =−tL
JL (A1 +B1)− tL

JQ

(
D(L)

L η
dL−1
1 +D(L)

R η
−dL+1
1

)
− tL

JR

(
D(re f )

L η1 +D(re f )
R η

−1
1

)
, (3.127d)

where φL is the wave function on the central site of the left Y-junction. We can solve for S′R in a

similar fashion.

For given A1 and A2, Eq. (3.124) has 8 unknowns. Now that S′L and S′R are known, Eqs. (3.125)

and (3.126) provide us with 6 equations. The remaining two equations are the open boundary

conditions at the ends of the two QD arms, appropriate when the QD is decoupled:

D(L)
L η

−1
1 +D(L)

R η1 = 0, (3.128)

D(R)
L η

−1
1 +D(R)

R η1 = 0. (3.129)

It is straightforward to solve the closed set of equations.

On the other hand, when we let one of the incident amplitudes in the side leads be nonzero,

there are two additional amplitudes in the wave function. For instance, if A(L)
m 6= 0 for a given m, we

need to effectuate the following changes to the wave function on the left QD arm in Eq. (3.124):{
D(L1)

L ηn
1 +D(L1)

R η
−n
1 (left QD arm, n = 0,1, · · · ,m)

D(L2)
L ηn

1 +D(L2)
R η

−n
1 (left QD arm, n = m,m+1, · · · ,dL−1)

; (3.130)

D(L)
L,R should be replaced by D(L1)

L,R in Eq. (3.128) and by D(L2)
L,R in Eq. (3.125). Furthermore, we should

have two boundary conditions at site m:

D(L1)
L η

m
1 +D(L1)

R η
−m
1 = D(L2)

L η
m
1 +D(L2)

R η
−m
1 , (3.131)

−
(

η1 +
1

η1

)(
D(L1)

L η
m
1 +D(L1)

R η
−m
1

)
=−

(
D(L1)

L η
m−1
1 +D(L1)

R η
−m+1
1

)
−
(

D(L2)
L η

m+1
1 +D(L2)

R η
−(m+1)
1

)
+ eik (2isink)

tx
t

A(L)
m , (3.132)

thus closing the set of equations. The last equation is none other than Eq. (3.116).

We are now in a position to present the solutions for B1, B2 and Γ1, Γ2 in terms of incident

amplitudes. If we assume dL ∼ dR ∼ dre f /2� 1 (comparable arm lengths and path lengths in the

long ring) and |η1|dL � 1 (small transmission criterion), we have to O
(
|η1|dL

)
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B1 = S′L11A1 +S′L13S′R31η
dre f−1
1 A2−

dL−1

∑
n=0

eik (2isink)
tx
t

η
n+1
1 −η

−n−1
1

η1−η
−1
1

S′L12η
dL
1 A(L)

n

+
dre f

∑
n=1

eik (2isink)
tx
t

S′R33η
dre f−n
1 +η

−dre f +n
1

η1−η
−1
1

S′L13η
dre f−1
1 A(re f )

n , (3.133a)

B2 = S′L31S′R13η
dre f−1
1 A1 +S′R11A2 +

dre f

∑
n=1

eik (2isink)
tx
t

η
−n+1
1 +S′L33η

n−1
1

η1−η
−1
1

S′R13η
dre f−1
1 A(re f )

n

−
dR−1

∑
n=0

eik (2isink)
tx
t

η
n+1
1 −η

−n−1
1

η1−η
−1
1

S′R12η
dR
1 A(R)

n , (3.133b)

Γ1 = S′L21η
(dL−1)
1

(
1−η

2
1
)

A1−
dL−1

∑
n=0

eik (2isink)
tx
t

(
η
−dL+n+1
1 +S′L22η

dL−n−1
1

)
η

dL
1 A(L)

n

−
dre f

∑
n=1

eik (2isink)
tx
t

(
S′R33η

dre f−n
1 +η

−dre f +n
1

)
S′L23η

dL
1 η

dre f−1
1 A(re f )

n , (3.133c)

Γ2 = S′R21η
(dR−1)
1

(
1−η

2
1
)

A2−
dre f

∑
n=1

eik (2isink)
tx
t

(
η
−n+1
1 +S′L33η

n−1
1

)
S′R23η

dR
1 η

dre f−1
1 A(re f )

n

−
dR−1

∑
n=0

eik (2isink)
tx
t

(
η
−dR+n+1
1 +S′R22η

dR−n−1
1

)
η

dR
1 A(R)

n . (3.133d)

3.7.3 Kondo temperature and conductance

To the lowest nontrivial order in |η |dL , Eq. (3.133d) leads to the following simple results after some

algebra:

V 2
k =−(η1−η

∗
1 )(2isink)

(
t2
L + t2

R
)

, (3.134)

S12 (k) = S′L13S′R31η
dre f−1
1 , (3.135)

[
S (k)Γ

† (k)λΓ(k)
]

12 = tLtReiϕ (2isink)
(
η1−η

−1
1

)
S′L12S′R21η

dL+dR
1 . (3.136)

In obtaining Eq. (3.136) we have used the algebraic identity
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S′∗L21S′L11
∣∣(1−η

2
1
)∣∣2 = (4sin2 k

)( tx
t

)2
[
|η1|2 η∗1 S′L12

η1−η∗1
− |η1|2

1−|η1|2
(
S′∗L22S′L12 +S′∗L23S′L13

)]
;

(3.137)

in the limit tx→ 0 this is just a statement of the S-matrix unitarity.

Eq. (3.134) tells us that, in the small transmission limit, the normalization factor V 2
k exhibits

little mesoscopic fluctuation, so that EV ∼ t; furthermore, it does not depend on the AB phase ϕ

at all (see Fig. 3.12). When we also impose the small reflection condition tx� t, η1 ≈ eik and we

find V 2
k ≈

(
4sin2 k

)(
t2
L + t2

R
)
; this is precisely the normalization factor for a QD embedded between

source and drain leads. We recall from Eq. (3.27) that the normalization of Kondo coupling is

governed by V 2
k . Therefore, at least for our simple model of an interacting QD, the conditions of

small transmission and small reflection combine to reduce the Kondo temperature of the open long

ABK ring to that of the simple embedded geometry, independent of the details of the ring or the AB

flux.

Proceeding with the small transmission assumption, we observe that since EV ∼ t, the distinction

between small and large Kondo cloud regimes is no longer applicable. This is presumably because

the Kondo cloud leaks into the side leads in the open ring, and is no longer confined in a mesoscopic

region as in the closed ring. The low-energy theory of our model is therefore the usual local FL. At

zero temperature, the connected contribution to the conductance vanishes, and the conductance G12

is proportional to the disconnected transmission probability Eq. (3.45) at the Fermi energy:

−T D
12 (εkF ) =

∣∣∣∣∣S′L13S′R31η
dre f−1
1 +

2tLtR
t2
L + t2

R
eiϕ η1−η

−1
1

η1−η∗1
S′L12S′R21η

dL+dR
1

1
2

(
e2iδP +1

)∣∣∣∣∣
2

, (3.138)

where η1, S′L and S′R are all evaluated at the Fermi surface, and we have used Eqs. (3.83) and (3.86).

In the small reflection limit, Eq. (3.138) becomes

−T D
12 (εkF ) =

∣∣∣SL13SR31η
dre f−1
1 + eiϕSL12SR21η

dL+dR−2
1 tQD

∣∣∣2 , (3.139)

where SL,R ≡ S′L,R (tx→ 0) are the aforementioned S-matrices of the Y-junctions, and

tQD ≡ e2ik 2tLtR
t2
L + t2

R

1
2

(
e2iδP +1

)
(3.140)

is the transmission amplitude through an embedded QD in the Kondo limit [see Eq. (3.93)].

It is clear from Eq. (3.138) that the two-slit condition tsd = tre f + tdeiϕ is satisfied at zero

temperature. Furthermore, under the small reflection condition, both tre f = SL13SR31η
dre f−1
1 and

td = SL12SR21η
dL+dR−2
1 tQD have straightforward physical interpretations; in particular td can be fac-
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Figure 3.12: Normalization factor V 2
k from Eq. (3.19) as a function of k for different AB phases

ϕ in the open long ABK ring, obtained by solving the full tight-binding model. We focus
on a small slice of momentum |k−π/3|< 0.05. Two values of tx are considered: tx = 0
corresponding to the closed ring without electron leakage, and tx = 0.3t corresponding
to strong leakage along and small transmission across the arms. System parameters
are: dL = dR = dre f /2 = 100, tL,R

JL = tL,R
JQ = tL,R

JR = t, and symmetric QD coupling tL =
tR. For comparison we have also plotted the analytic prediction Eq. (3.134) for tx =
0.3t, which agrees quantitatively with the full tight-binding solution. While V 2

k for the
closed ring is extremely sensitive to kF and ϕ , the sensitivity is strongly suppressed by
electron leakage, and curves for different ϕ overlap when tx = 0.3t. Since V 2

k controls
the renormalization of the Kondo coupling, the Kondo temperature of the open long
ABK ring is not sensitive to mesoscopic details in the small transmission limit.
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torized into a part tQD which is the intrinsic transmission amplitude through QD, and a part due

completely to the rest of the QD arm and the two Y-junctions.

We now consider the finite temperature conductance, assuming realistically that T � t and

TK � t. If we further assume that the two Y-junctions are non-resonant, so that S′L and S′R change

significantly as functions of energy only on the scale of the bandwidth 4t, then mesoscopic fluctua-

tions are entirely absent from Eq. (3.136), i.e. Econn ∼ t. (It is worth mentioning that Econn can be

much less than t if the Y-junctions allow resonances, e.g. when the central site of each Y-junction

is weakly coupled to all three legs; however, EV ∼ t even in this case.) Since T � Econn, we can

comfortably eliminate the connected contribution and use Eq. (3.89). At T � TK the total FL regime

conductance G(T,ϕ)≡−G12 is found to O(T/TK)
2[112]:

G(T,ϕ)≡ Gre f +Gd +2
√

Gre f Gd

{
cos(ϕ +θ +δP)−

(
πT
TK

)2

×
[

cos(ϕ +θ +δP)

2cos2 δP
− tanδP sin(ϕ +θ +δP)

]}
. (3.141a)

Here the conductance through the reference path is defined as

Gre f ≡
2e2

h

∣∣∣S′L13S′R31η
dre f−1
1

∣∣∣2 , (3.141b)

the conductance through the QD path is defined as

Gd (T ) = G(0)
d

[
cos2

δP−
(

πT
TK

)2

cos2δP

]
(3.141c)

with its T = 0 and δP = 0 value

G(0)
d ≡

2e2

h
4t2

Lt2
R(

t2
L + t2

R

)2

∣∣∣∣∣η1−η
−1
1

η1−η∗1
S′L12S′R21η

dL+dR
1

∣∣∣∣∣
2

, (3.141d)

and finally the non-magnetic phase difference between the QD path and the reference path (including

the QD) in the absence of δP is

θ = arg

(
η1−η

−1
1

η1−η∗1
η

dL+dR−dre f +1
1

S′L12S′R21
S′L13S′R31

)
. (3.141e)

Once again, η1, S′L and S′R are all evaluated at the Fermi surface.

For T � TK , we discuss two different scenarios: the particle-hole symmetric case and the

strongly particle-hole asymmetric case. In the particle-hole symmetric case, as explained in Sec-

tion 3.4, the potential scattering term K vanishes, and the O
(
J2
)

connected contribution plays an
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important role. Inserting Eqs. (3.134)–(3.136) into Eqs. (3.81) and (3.79), we find the total high-

temperature conductance in the particle-hole symmetric case to be

G(T,ϕ) = Gre f +Gd +2

√
3

4
π

ln T
TK

√
Gre f Gd cos(ϕ +θ) . (3.142)

Here the conductance through the reference path Gre f is given as before, while the conductance

through the QD path has the usual logarithmic temperature dependence,

Gd (T )≡
3
16

π2

ln2 T
TK

G(0)
d . (3.143)

We have taken into account the renormalization of the Kondo coupling, Eq. (3.28); thermal averag-

ing cuts off the logarithm at T . For our slowly varying V 2
k given by Eq. (3.134), V 2

k is simply the

Fermi surface value V 2
kF

, and the Kondo temperature is defined by Eq. (3.29).

Comparing Eqs. (3.141a) and (3.142) and noting that δP = 0, we find that there is no phase shift

between T � TK and T � TK in the presence of particle-hole symmetry, which is consistent with

e.g. Fig. 4(d) of Ref. [43]. We also observe that the particle-hole symmetric normalized visibility

ηv, defined in Eq. (3.114), has a characteristic logarithmic behavior at T � TK :

ηv =
3
16

π2

ln2 T
TK

. (3.144)

On the other hand, to demonstrate the π/2 phase shift due to Kondo physics, it is more useful

to consider the case of relatively strong particle-hole asymmetry κ ∼ j (T ) at T � TK . The leading

contribution to the conductance from potential scattering is O(K), and the leading contribution

from the Kondo coupling is O
(
J2
)
; therefore, κ ∼ j (T ) indicates that we may neglect the Kondo

coupling altogether at temperature T . To the lowest order in potential scattering O(K), Eq. (3.80)

applies; also, since T � t, the thermal averging in Eq. (3.79) becomes trivial. Using the relation

between K and δP, Eq. (3.84), we finally obtain

G(T,ϕ) = Gre f +2
√

Gre f G
(0)
d tanδP sin(ϕ +θ) . (3.145)

Comparing Eqs. (3.141a) and (3.145), it becomes evident that transmission through the QD under-

goes a π/2+ δP phase shift from T � TK to T � TK as the Kondo correlations are switched on;

see Fig. 3.13. We remark that the strongly particle-hole asymmetric case represents the situation

without Kondo correlation whereas the particle-hole symmetric case does not. This is because in

the latter case the leading QD contribution to the conductance is O
(
J2
)
, which is of Kondo origin

as we have discussed above Eq. (3.70).

We can again make a direct comparison with Eq. (3.114). While θ itself is not necessarily π/2,

ϕt is experimentally observed with respect to its value with Kondo correlations turned off, so we
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Figure 3.13: Low-temperature and high-temperature conductances G as functions of AB phase
ϕ in the open long ABK ring with a particle-hole asymmetric QD, calculated with
Eqs. (3.141a) and (3.145). We assume TK � t so that the thermal averaging in
the high temperature case is trivial. System parameters are: tx = 0.3t, kF = π/3,
dL = dR = dre f /2 = 100, tL,R

JL = tL,R
JQ = tL,R

JR = t, and particle-hole symmetry breaking
phase shift δP = 0.1. A phase shift of approximately π/2 is clearly visible as the tem-
perature is lowered and Kondo correlations become important.

should define the reference value ϕ
(0)
t by e.g. comparing with Eq. (3.145):

ϕ
(0)
t = θ − π

2
. (3.146)

Therefore, to O(T/TK)
2 we readily obtain the following results for the T � TK transmission phase

and the normalized visibility[112]:

ϕt −ϕ
(0)
t =

π

2
+δP−

(
πT
TK

)2

tanδP, (3.147)
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ηv = 1−
(

πT
TK

)2 1
cos2 δP

. (3.148)

These are in agreement with the |δP| � 1, T = 0 and δP = 0, T � TK results of Ref. [23], which

assumes ϕ
(0)
t = 0, i.e. the non-magnetic phase difference between the two paths is zero without

Kondo correlations. Note that in obtaining the T dependence in Eq. (3.148) it is crucial to include

the connected contribution to conductance.

We stress that our O(T/TK)
2 results for the transmission phase across the QD and the normalized

visibility, Eqs. (3.147) and (3.148), are both exact in δP, which is non-universal and encompasses the

effects of all particle-hole symmetry breaking perturbation. In particular, the (T/TK)
2 coefficients

were not reported previously.

3.8 Conclusion and open questions
One question we have not so far addressed is the low-energy physics in the small Kondo cloud

regime, T � TK and EV � TK ; here EV is the energy scale below which the normalization factor

V 2
k controlling the Kondo temperature varies slowly, and EV & Econn. We assume EV and Econn are

of the same order of magnitude, a condition satisfied by both the closed ring (EV ∼ Econn ∼ vF/L)

and the open ring with non-resonant Y-junctions (EV ∼ Econn ∼ t). For temperatures above the

mesoscopic energy scale EV � T � TK , we are no longer able to eliminate the connected contri-

bution. However, because T � EV one can argue that physics associated with the energy scale EV

is smeared out by thermal fluctuations, and the mesoscopic system behaves as a bulk system with

parameters showing no mesoscopic fluctuations[71]. On the other hand, below the mesoscopic en-

ergy scale T � EV � TK , since for T � Econn our formalism predicts that the connected part can

be eliminated, the knowledge of the screening channel T-matrix in the single-particle sector alone is

adequate for us to predict the conductance. Ref. [71] again offers an appealing hypothesis: the low-

energy effective theory is again a FL theory, with the T-matrix governed by Kondo physics at short

range∼O(LK) = O(vF/TK) and modulated by mesoscopic fluctuations at long range∼O(L). This

scenario leads to a quasiparticle spectrum which is in qualitative agreement with slave boson mean

field theory[71]. The FL picture is often analyzed by a renormalized perturbation theory of the quasi-

particles, where the bare parameters of the QD are replaced by renormalized values; in particular the

large U between bare electrons is replaced by a small renormalized Ũ between quasiparticles[49].

In the small Kondo cloud regime, we expect that the real space geometry in the renormalized per-

turbation theory resembles that of the bare theory[116]; thus a perturbation theory calculation in

U in our formalism is potentially useful in understanding the low-energy physics, as long as U is

interpreted as the effective Ũ . It will be interesting to test this EV � TK picture, along with our

perturbative predictions on conductance in other parameter regimes in this chapter, against results

obtained from the numerical RG algorithm[5, 43, 50].
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There is also an issue regarding the assumption of a single-level QD in the Kondo regime. To

experimentally detect the π/2 phase shift in an AB interferometer, one typically sweeps the plunger

gate voltage on the QD, and monitors the phase shift between consecutive Coulomb blockade peaks.

A π/2 plateau should be observed at T . TK near the center of each Coulomb valley deep in the

local moment regime, with an odd number of electrons on the QD[43, 123]. However, one needs

to adopt a multi-level QD model to quantitatively reproduce the experimental results, in particular

the phase shift lineshape asymmetry relative to the center of a valley, and also possibly a phase

lapse inside the valley[113, 123]. A generalization of the current formalism to the multi-level case

is necessary in order to quantify the influence of the interferometer on the measured transmission

phase shift through a realistic QD.

Another natural open problem is the extension to the multi-channel Kondo physics. In our

generalized Anderson model, separation of screening and non-screening channels is achieved in a

single-level QD, and there is only one effective screening channel. Exotic physics emerges in the

presence of two or more screening channels, realizable in e.g. a many-QD system[3, 92, 101]. In

the 2-channel Kondo effect with identical couplings to two channels, for example, the low-energy

physics is governed by a non-FL RG fixed point: at zero temperature a single particle scattered by

the impurity can only enter a many-body state, and there are no elastic single-particle scattering

events[134]. Ref. [23] discusses the manifestations of the 2-channel Kondo physics in the two-path

interferometer, but again makes the two-slit assumption without examining its validity. Therefore an

extension of our approach to the multi-channel case will be useful to justify the two-slit assumption

in the open long ring and thus the 2-channel predictions of Ref. [23].

To conclude this chapter, we generalized the method developed in Ref. [66] to calculate the

linear dc conductance tensor of a generic multi-terminal Anderson model with an interacting QD.

The linear dc conductance of the system has a disconnected contribution of the Landauer form, and

a connected contribution which is also a Fermi surface property. At temperatures low compared

to the mesoscopic energy scale below which the background S-matrix and the coupling site wave

functions vary slowly, T �Econn, the connected contribution can be approximately eliminated using

properties of the conductance tensor; the elimination procedure physically corresponds to probing

the current response or applying the bias voltages in a particular manner. At temperatures high

compared to the Kondo temperature T � TK this connected part is computed explicitly to O
(
J2
)
,

and found to be of the same order of magnitude as the disconnected part in the case of a particle-hole

symmetric QD.

With this method we scrutinize both closed and open long ABK ring models. We find modifica-

tions to early results on the closed ring with a long reference arm of length L: the high-temperature

conductance at T � TK should have qualitatively distinct behaviors for T � vF/L and T � vF/L.

In the open ring we conclude that the two-path interferometer is realized when the arms on the ring

have weak transmission and weak reflection, and demonstrate the possibility to observe in this de-
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vice the π/2 phase shift due to Kondo physics, and the suppression of AB oscillation visibility due

to inelastic scattering.
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Table 3.1: Different regimes of energy scales discussed in this chapter. T , TK and EV are
respectively the temperature, the Kondo temperature, and the energy scale over which
V 2

k varies significantly. We also assume Econn ∼ EV , where Econn is the energy scale over
which S and Γ vary significantly. For the low-temperature conductance in the small Kondo
cloud regime, see discussion in Section 3.8.

Weak-coupling pertur-
bation theory applies

TK depends on meso-
scopic details

Connected part elimi-
nation possible

T � TK � EV Yes No No
T � EV � TK Yes Yes No
EV � T � TK Yes Yes Yes

FL perturbation theory
applies

TK depends on meso-
scopic details

Connected part elimi-
nation possible

T � TK � EV Yes Yes Yes
T � EV � TK ? No Yes
EV � T � TK ? No No
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Chapter 4

Conclusions

In this thesis, we have discussed the transport properties of two types of multi-terminal interacting

systems: junctions of interacting quantum wires attached to TLL leads, and closed and open long

ABK rings. In both cases, we obtain corrections to the non-interacting Landauer formula, arising

from interactions in the TLL leads and the QD in the Kondo regime respectively.

In Chapter 2 we examine junctions of multiple interacting quantum wires, focusing on the case

without resonances. The significance of these systems derives from their pervasiveness in quantum

circuits and also their demonstration of strongly-correlated TLL physics. Working in the fermionic

language, we treat the interaction in the wires and the leads as a perturbation. In the absence of

interactions, the Hamiltonian is fully determined by the single-particle scattering S-matrix, which

defines the behavior of scattering state wave functions away from the junction. When the inter-

actions are introduced, we may continue to diagonalize the quadratic part of the Hamiltonian and

characterize its eigenstates (the scattering basis) in terms of a single-particle S-matrix. This also

allows us to represent the interactions in the scattering basis. Treating the S-matrix elements as

running coupling constants, it is possible to perform a Wilsonian RG calculation that determines the

renormalization of the S-matrix.

If the quantum wires are attached to TLL leads, i.e. the interaction does not vanish even at x→∞,

it is known from bosonization that the Landauer description of the conductance is inadequate. To

directly investigate the linear dc conductance with TLL leads in the fermionic formalism, we employ

the CS formulation of the RG, computing the conductance as a function of the renormalized S-matrix

using the Kubo formula, and demanding that the conductance be independent of the ultraviolet

cutoff.

We confirm that the S-matrix RG equation from the Wilsonian RG is reproduced in the CS ap-

proach at the first order in interaction, and generalize the RG equation to the RPA in a form inde-

pendent of the number of leads to which the junction is connected. Meanwhile, the conductance

itself depends on whether there is a residual interaction in the leads. If the wires are attached to FL
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leads, i.e. the interaction becomes negligible far from the junction, our calculations justify the for-

mal use of the Landauer formula, with the renormalized S-matrix elements as its input parameters.

On the other hand, if the wires are attached to TLL leads, we find an additional contribution to the

conductance, which depends on the interaction strength in the leads. This is true both at the first

order in interaction and in the RPA; in particular, introducing a “contact resistance” between an FL

lead and a TLL lead, we are able to justify the heuristic relation between the FL conductance and the

TLL conductance, previously proposed in the context of bosonization. Our calculations recover the

conductance of a single quantum wire connected to either FL leads or TLL leads, and furthermore

provide an explanation for the conductance at the M fixed point of a spinless Y-junction connected

to TLL leads, which was obtained numerically through density matrix renormalization group.

In Chapter 3 we discuss long ABK rings, where the interaction is assumed to be limited to the

QD. Our motivation is rooted in the prospect of probing the Kondo physics in mesoscopic structures,

such as the elusive Kondo screening cloud and the famous π/2 phase shift associated with scattering

by the Kondo singlet. We introduce a very generic multi-terminal single-impurity Anderson model,

with a background S-matrix and a coupling site wave function matrix as its input parameters. Our

model is not only suitable for describing closed and long ABK rings, but also capable of reproducing

many previously studied single-QD devices, including the QD embedded between source and drain

leads, the QD embedded in a finite-length quantum wire, as well as the short ABK ring.

We first rewrite the model in terms of non-screening channels and a single screening channel,

where only the screening channel interacts with the Anderson impurity, and the non-screening chan-

nels are merely free electrons. In the local moment regime, a Schrieffer-Wolff transformation leads

to a Kondo model for the screening channel; it contains a Kondo coupling term and a potential scat-

tering term, both of which may be strongly momentum-dependent. This momentum dependence

can result in two different parameter regimes for the Kondo temperature TK : the small Kondo cloud

regime TK � EV and the large Kondo cloud regime TK � EV , where EV is the characteristic energy

scale of the function that controls the renormalization of the Kondo coupling.

Turning to the linear dc conductance, we find that as in the short ABK ring case, the linear dc

conductance consists of two parts: a “disconnected part” of the Landauer form coming from both

screening and non-screening channels, and a “connected part” for the interacting screening channel

only. The disconnected contribution involves the screening channel single-particle T-matrix, and at

low temperatures can be intuitively understood as the result of imposing a QD-induced phase shift on

the screening channel. The connected contribution is shown to be a Fermi surface property (as is the

disconnected contribution), and can be eliminated at temperatures low relative to the characteristic

energy scale of the background S-matrix and the coupling site wave function matrix. We are also

able to compute the linear dc conductance explicitly when perturbation theories apply; these include

the weak-coupling perturbation theory valid at high temperatures T � TK , and the FL perturbation

theory valid in the large cloud regime at low temperatures T � TK .
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Applying our formalism to closed long ABK rings, where the electric current is conserved along

each ring arm, we reproduce earlier results on the AB flux dependence of TK in both the small cloud

regime and the large cloud regime. We also find that at high temperatures T � TK , the conductance

shows qualitatively different flux and Fermi energy dependences for temperatures higher than and

lower than the characteristic energy scale vF/L, where vF is the Fermi velocity of the conduction

band and L is the circumference of the ring. On the other hand, in an open long ABK ring where

electrons may leak out of the ring from side leads, we find that the model simulates an AB inter-

ferometer which inherits the TK of the QD when it is embedded directly between source and drain

leads, provided the lossy ring arms have both small transmission and small reflection. Furthermore,

as we turn on Kondo correlations on the QD by changing the temperature from well above the Kondo

temperature to well below, the AB-flux-dependent conductance of the interferometer is predicted to

truthfully reflect the π/2 Kondo phase shift.
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[96] A. Perelomov, Â. Zel’dovič, and I. Zeldovich. Quantum Mechanics: Selected Topics.
Selected Topics Series. World Scientific, 1998. ISBN 9789810235505. → pages 135
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[123] S. Takada, C. Bäuerle, M. Yamamoto, K. Watanabe, S. Hermelin, T. Meunier, A. Alex,
A. Weichselbaum, J. von Delft, A. Ludwig, A. D. Wieck, and S. Tarucha. Transmission
phase in the kondo regime revealed in a two-path interferometer. Phys. Rev. Lett., 113:
126601, Sep 2014. doi:10.1103/PhysRevLett.113.126601. URL
http://link.aps.org/doi/10.1103/PhysRevLett.113.126601. → pages 7, 103

[124] W. B. Thimm, J. Kroha, and J. von Delft. Kondo box: A magnetic impurity in an ultrasmall
metallic grain. Phys. Rev. Lett., 82:2143–2146, Mar 1999.
doi:10.1103/PhysRevLett.82.2143. URL
http://link.aps.org/doi/10.1103/PhysRevLett.82.2143. → pages 6

[125] R. Thomale and A. Seidel. Minimal model of quantized conductance in interacting ballistic
quantum wires. Phys. Rev. B, 83:115330, Mar 2011. doi:10.1103/PhysRevB.83.115330.
URL http://link.aps.org/doi/10.1103/PhysRevB.83.115330. → pages 2, 5, 11, 13

[126] M. Titov, M. Müller, and W. Belzig. Interaction-induced renormalization of andreev
reflection. Phys. Rev. Lett., 97:237006, Dec 2006. doi:10.1103/PhysRevLett.97.237006.
URL http://link.aps.org/doi/10.1103/PhysRevLett.97.237006. → pages 4

[127] W. G. van der Wiel, S. D. Franceschi, T. Fujisawa, J. M. Elzerman, S. Tarucha, and L. P.
Kouwenhoven. The kondo effect in the unitary limit. Science, 289(5487):2105–2108, 2000.
ISSN 0036-8075. doi:10.1126/science.289.5487.2105. URL
http://science.sciencemag.org/content/289/5487/2105. → pages 5

[128] M. Vojta and L. Fritz. Upper critical dimension in a quantum impurity model: Critical
theory of the asymmetric pseudogap kondo problem. Phys. Rev. B, 70:094502, Sep 2004.
doi:10.1103/PhysRevB.70.094502. URL
http://link.aps.org/doi/10.1103/PhysRevB.70.094502. → pages 85

[129] K. G. Wilson. The renormalization group: Critical phenomena and the kondo problem. Rev.
Mod. Phys., 47:773–840, Oct 1975. doi:10.1103/RevModPhys.47.773. URL
http://link.aps.org/doi/10.1103/RevModPhys.47.773. → pages 6

[130] E. Wong and I. Affleck. Tunneling in quantum wires: A boundary conformal field theory
approach. Nucl. Phys. B, 417(3):403 – 438, 1994. ISSN 0550-3213.
doi:http://dx.doi.org/10.1016/0550-3213(94)90479-0. URL
http://www.sciencedirect.com/science/article/pii/0550321394904790. → pages 4, 16

[131] R. Yoshii and M. Eto. Scaling analysis of kondo screening cloud in a mesoscopic ring with
an embedded quantum dot. Phys. Rev. B, 83:165310, Apr 2011.
doi:10.1103/PhysRevB.83.165310. URL
http://link.aps.org/doi/10.1103/PhysRevB.83.165310. → pages 6, 7, 62, 82, 84, 85, 87, 89

[132] D. Yue, L. I. Glazman, and K. A. Matveev. Conduction of a weakly interacting
one-dimensional electron gas through a single barrier. Phys. Rev. B, 49:1966–1975, Jan

120

http://dx.doi.org/10.1103/PhysRevLett.113.126601
http://link.aps.org/doi/10.1103/PhysRevLett.113.126601
http://dx.doi.org/10.1103/PhysRevLett.82.2143
http://link.aps.org/doi/10.1103/PhysRevLett.82.2143
http://dx.doi.org/10.1103/PhysRevB.83.115330
http://link.aps.org/doi/10.1103/PhysRevB.83.115330
http://dx.doi.org/10.1103/PhysRevLett.97.237006
http://link.aps.org/doi/10.1103/PhysRevLett.97.237006
http://dx.doi.org/10.1126/science.289.5487.2105
http://science.sciencemag.org/content/289/5487/2105
http://dx.doi.org/10.1103/PhysRevB.70.094502
http://link.aps.org/doi/10.1103/PhysRevB.70.094502
http://dx.doi.org/10.1103/RevModPhys.47.773
http://link.aps.org/doi/10.1103/RevModPhys.47.773
http://dx.doi.org/http://dx.doi.org/10.1016/0550-3213(94)90479-0
http://www.sciencedirect.com/science/article/pii/0550321394904790
http://dx.doi.org/10.1103/PhysRevB.83.165310
http://link.aps.org/doi/10.1103/PhysRevB.83.165310


1994. doi:10.1103/PhysRevB.49.1966. URL
http://link.aps.org/doi/10.1103/PhysRevB.49.1966. → pages 4, 26, 27, 40, 49, 122

[133] M. Zaffalon, A. Bid, M. Heiblum, D. Mahalu, and V. Umansky. Transmission phase of a
singly occupied quantum dot in the kondo regime. Phys. Rev. Lett., 100:226601, Jun 2008.
doi:10.1103/PhysRevLett.100.226601. URL
http://link.aps.org/doi/10.1103/PhysRevLett.100.226601. → pages 7

[134] G. Zaránd, L. Borda, J. von Delft, and N. Andrei. Theory of inelastic scattering from
magnetic impurities. Phys. Rev. Lett., 93:107204, Sep 2004.
doi:10.1103/PhysRevLett.93.107204. URL
http://link.aps.org/doi/10.1103/PhysRevLett.93.107204. → pages 6, 68, 73, 103

121

http://dx.doi.org/10.1103/PhysRevB.49.1966
http://link.aps.org/doi/10.1103/PhysRevB.49.1966
http://dx.doi.org/10.1103/PhysRevLett.100.226601
http://link.aps.org/doi/10.1103/PhysRevLett.100.226601
http://dx.doi.org/10.1103/PhysRevLett.93.107204
http://link.aps.org/doi/10.1103/PhysRevLett.93.107204


Appendices

Appendix A

S-matrix RG equation and fixed points
for 2-lead junctions and Y-junctions

In this appendix we explicitly write down the S-matrix RG equations specific to 2-lead junctions and

Y-junctions, both at the first order[70, 77, 132] (Eq. (2.72)) and in the RPA[11–15] (Eq. (2.106)). We

show that in all these cases it is possible to eliminate the phases, resulting in a set of equations con-

taining only the transmission/reflection probability matrix W (again Wj j′ ≡
∣∣S j j′

∣∣2). The fixed points

of these equations are then listed and their stability analyzed, for comparison with the bosonization

results in Section 2.2[110]. For simplicity, unless otherwise stated, we assume throughout this ap-

pendix that the interactions in the wires and leads are uniform and identical, αn (x) = αn for any

n.

A.1 First order in interaction

A.1.1 2-lead junction

For the transmission amplitude S12, Eq. (2.72) becomes

− dS12

d lnD
=−1

2
(α1W11 +α2W22)S12. (A.1)
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In the 2-lead junction, unitarity implies W11 = W22 = 1−W12. Therefore, we have the following

equation for W12 ≡ |S12|2,

− dW12

d lnD
=−(α1 +α2)W12 (1−W12) . (A.2)

In the vicinity of the complete reflection fixed point N (W12 = 0), linearizing Eq. (A.2), we find

−dW12/d lnD≈−(α1 +α2)W12; thus the N fixed point has a scaling exponent for the conductance

−(α1 +α2), and is stable if −(α1 +α2)< 0 and unstable if −(α1 +α2)> 0. Similarly, the perfect

transmission fixed point D (W12 = 1) has a conductance scaling exponent α1 +α2, and is stable if

α1 +α2 < 0 and unstable if α1 +α2 > 0.

A.1.2 Y-junction

For a Y-junction, from Eq. (2.72)

− dS12

d lnD
=−1

2
(α1W11S12 +α2W22S12 +α3S13S∗33S32) . (A.3)

To reduce this to an equation involving W only, we need to relate the product S∗12S13S∗33S32 to W .

This is achieved by taking advantage of unitarity of the S-matrix:

S∗12S13S∗33S32 + c.c. =W23W22−W13W12−W33W32. (A.4)

Thus, the RG equation obeyed by W12 takes the form

− dW12

d lnD
=−(α1W11 +α2W22)W12−

1
2

α3 (W23W22−W13W12−W33W32) . (A.5)

Unitarity dictates that there are only 4 independent matrix elements of W . Following Refs. [13, 15],

we parametrize the W matrix by four real numbers (a,b,c, c̄) as follows:

W =
1
6

 2+3a+b−
√

3(c+ c̄) 2−3a+b−
√

3(c− c̄) 2
(
1−b+

√
3c
)

2−3a+b+
√

3(c− c̄) 2+3a+b+
√

3(c+ c̄) 2
(
1−b−

√
3c
)

2
(
1−b+

√
3c̄
)

2
(
1−b−

√
3c̄
)

2(1+2b)

 . (A.6)

In the presence of time-reversal symmetry, c = c̄. If wires 1 and 2 are symmetrically coupled to the

junction, c =−c̄; we further find a = b if Z3 symmetry exists for the non-interacting system.

Eq. (2.72) and Eq. (A.6) now lead to a closed set of equations for a, b, c and c̄,
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− da
d lnD

=
1
12

[
(α1 +α2)

(
3+a+3b−6a2−ab− cc̄

)
− (α1−α2)

√
3(1−2a)(c+ c̄)

]
+

1
3

α3 (a−ab− cc̄) , (A.7a)

− db
d lnD

=
1
12

[
(α1 +α2)

(
1+3a+b−2b2−3ab−3cc̄

)
+(α1−α2)

√
3(1+2b)(c+ c̄)

]
+

1
3

α3
(
1+b−2b2) , (A.7b)

− dc
d lnD

=
1
12

[
−(α1 +α2)(c(1+2b+6a)−3c̄)+

√
3(α1−α2)

(
−1−a+b+ab+2c2 + cc̄

)]
− 1

3
α3 (1+2b)c, (A.7c)

− dc̄
d lnD

=
1
12

[
−(α1 +α2)(c̄(1+2b+6a)−3c)+

√
3(α1−α2)

(
−1−a+b+ab+2c̄2 + cc̄

)]
− 1

3
α3 (1+2b) c̄. (A.7d)

After finding a fixed point (a0,b0,c0, c̄0) of Eq. (A.7d), we can again linearize the equations[13,

15] by expanding in terms of small deviations from the fixed point, x≡ (a−a0,b−b0,c− c0, c̄− c̄0):

− dx
d lnD

= Mx. (A.8)

The 4×4 matrix M have eigenvalues λl with corresponding left eigenvectors vl , l = 1, 2, 3, 4. For

an RG flow starting in the vicinity of the fixed point in question, the solution to Eq. (A.8) takes the

form

x(D) =
4

∑
j=1

Cl

(
D0

D

)λl

vl , (A.9)

where C j are constants and D0 is the ultraviolet cutoff. λl thus controls the stability of the fixed point:

vl is a stable scaling direction if λl < 0, and an unstable one if λl > 0. For a junction attached to FL

leads, replacing D by the temperature T in Eq. (A.9), we will find the low temperature conductance

at a stable fixed point with all λl < 0, or the high temperature conductance at a completely unstable

fixed point with all λl > 0; thus λl are the scaling exponents of the conductance. (λl are generally

not the same with the S-matrix scaling exponents discussed in Ref. [70].)

124



In the following we list λl for the first order fixed points and discuss their physical meanings.

N fixed point: (a0,b0,c0, c̄0) = (1,1,0,0); λN,1 = −(α2 +α3), λN,2 = −(α3 +α1), λN,3 =

−(α1 +α2) and λN,4 =−(α1 +α2 +α3), with eigenvectors vN,1 =(1,−1/3,0,0), vN,2 =
(
0,−2/

√
3,1,1

)
,

vN,3 =
(
0,2/
√

3,1,1
)

and vN,4 = (0,0,1,−1) respectively. λN,1 corresponds to the process where

a single electron tunnels between wires 2 and 3; thus we know from the 2-lead junction problem

that it controls the RG flow between N and A1. (By a flow “between” two fixed points, we refer

to a flow which, starting sufficiently close to either of the two fixed points, can come into arbitrary

proximity to the other.) Similarly, depending on the attractive or repulsive nature of the interactions,

λN,2 and λN,3 control the RG flow from/to A2 and A3, respectively. The flow between N and M is

jointly controlled by λN,1, λN,2 and λN,3. On the other hand, along the direction of vN,4, c =−c̄ 6= 0;

thus vN,4 represents a chiral perturbation, and λN,4 controls the flows from/to χ± which are the only

fixed points breaking time-reversal symmetry at the first order.

We note that a, b, c and c̄ are subject to additional constraints imposed by the S-matrix unitarity[13,

15]. By considering physically allowed S-matrices, it can be shown that CN,4 = 0 in Eq. (A.9) (i.e.

vN,4 is not allowed) unless CN,1, CN,2 and CN,3 are all nonzero. For this reason, λN,4 has not been

regarded as an independent conductance scaling exponent in Refs. [13, 15]. Intuitively, this can also

be understood from the fact that the breaking of time-reversal symmetry (vN,4) requires the pres-

ence of single electron tunneling between all three wires (vN,1, vN,2 and vN,3), so that a magnetic

flux threaded into the junction cannot be trivially gauged away. It should be also mentioned that

λN,4 is never the leading scaling exponent in either the high temperature or the low temperature

limit. For instance, if we assume λN,4 is the leading exponent at low temperatures, then λN,4 must

be greater than all remaining λ ’s, and we find all α’s are negative and N is unstable in all directions,

which contradicts our assumption.

A j fixed points: At A1,2, (a0,b0,c0, c̄0) =
(
1/2,−1/2,∓

√
3/2,∓

√
3/2
)
; at A3, (a0,b0,c0, c̄0) =

(−1,1,0,0). We now focus on A3 where wire 3 is decoupled, and wires 1 and 2 are perfectly

connected.

At A3, λA3,1 = λA3,2 =−α3, λA3,3 = α1 +α2 and λA3,4 = (α1 +α2−2α3)/2, with eigenvectors

vA3,1 = (0,0,1,−1) , (A.10a)

vA3,2 =
(

0,−
(

2/
√

3
)
(α1 +α2) ,α1−α2,α1−α2

)
, (A.10b)

vA3,3 =
(
−
√

3(α1 +α2 +2α3) ,−(α1 +α2 +2α3)/
√

3,α1−α2,α1−α2

)
, (A.10c)
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vA3,4 = (0,0,1,1) (A.10d)

respectively. Again λA3,1 corresponds to the single-electron tunneling between wires 2 and 3, λA3,2

to that between 3 and 1, and λA3,3 to that between 1 and 2. As before λA3,3 controls the flow from/to

N, and we see from the eigenvector vA3,1 that λA3,1 = λA3,2 controls the flows from/to χ±.

In the special case of 1-2 symmetric interaction, α1 = α2, it is clear that vA3,4 is the only scaling

direction breaking the 1-2 symmetry. Now the flows from/to A1 and A2 are controlled by λA3,4 alone,

and the flow from/to M is controlled by λA3,1 = λA3,2 and λA3,3 together but not λA3,4.

We observe that vA3,1 and vA3,4 break the time-reversal symmetry and the 1-2 symmetry of the

junction respectively without changing a or b. This is again forbidden by unitarity[13, 15] at A3, i.e.

CA3,1 = CA3,4 = 0 in Eq. (A.9) unless either CA3,2 or CA3,3 is nonzero. Physically it reflects the fact

that any time-reversal asymmetry or 1-2 asymmetry at the junction should introduce perturbations

that interrupt the perfectly connected wire. λA3,4 is therefore not treated as a scaling exponent in

Refs. [13, 15].

χ± fixed points: At χ±, (a0,b0,c0, c̄0) =
(
−1/2,−1/2,±

√
3/2,∓

√
3/2
)
; λχ±,1 = α1, λχ±,2 =

α2, λχ±,3 = α3 and λχ±,4 = (α1 +α2 +α3)/2, with eigenvectors

vχ±,1 =
(
−
√

3α1,−(α1 +2(α2 +α3))/
√

3,(α1− (α2 +α3)∓ (α2 +α3)) ,

(α1− (α2 +α3)± (α2 +α3))) , (A.11a)

vχ±,2 =
(√

3α2,(α2 +2(α1 +α3))/
√

3,(α2− (α1 +α3)± (α1 +α3)) ,

(α2− (α1 +α3)∓ (α1 +α3))) , (A.11b)

vχ±,3 =
(√

3(α1 +α2) ,−(α1 +α2−4α3)/
√

3,±(α1 +α2) ,∓(α1 +α2)
)

, (A.11c)

vχ±,4 =
(√

3,
√

3,±1,∓1
)

(A.11d)

respectively. λχ±,1 corresponds to the single-electron tunneling between wires 2 and 3, and controls

the flows from/to A1; similarly λχ±,2 and λχ±,3 controls the flows from/to A2 and A3 respectively.

λχ±,4 controls the RG flows from/to N and M.

The scaling direction vχ±,4 is forbidden by unitarity at χ± (Cχ±,4 = 0 in Eq. (A.9) unless

Cχ±,1, Cχ±,2 and Cχ±,3 are all nonzero), so once more λχ±,4 is not treated as a scaling exponent
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in Refs. [13, 15]. In terms of the mapping to the dissipative Hofstadter model[93], χ± correspond

to the localized phase of a quantum Brownian particle subject to a magnetic field and a triangular-

lattice potential; λχ±,1, λχ±,2 and λχ±,3 are then due to instantons tunneling back and forth between

the three inequivalent nearest neighbor pairs of potential minima, while λχ±,4 arises from instantons

tunneling along the edges of elementary triangles formed by the potential minima. It is therefore

reasonable that vχ±,4 is allowed only if there exist deviations from χ± along all three remaining

scaling directions vχ±,1, vχ±,2 and vχ±,3.

M fixed point: Due to time-reversal symmetry c0 = c̄0 = 0; it is straightforward to find a0 and

b0 from Eqs. (2.132) and (A.6). There are 4 scaling exponents at M:

λM,1 =−
α1α2α3

α1α2 +α2α3 +α3α1
, (A.12a)

λM,2 =
α2

1 (α2 +α3)+α2
2 (α3 +α1)+α2

3 (α1 +α2)

α1α2 +α2α3 +α3α1
, (A.12b)

λM,3(4) =
1
4
(α1α2 +α2α3 +α3α1)

−1 {(α1 +α2)(α2 +α3)(α3 +α1)

±
√

(α1 +α2)
2 (α2 +α3)

2 (α3 +α1)
2−8α1α2α3 (α1 +α2)(α2 +α3)(α3 +α1)

}
.

(A.12c)

Whenever M exists (see the conditions below Eq. (2.132)), λM,3, λM,4 are both real. Note that,

unlike the situations at N, A j and χ±, at M the four scaling directions are fully independent of

each other. In the special case of Z3 symmetric interactions (α j = α), λM,1 = −α/3, λM,2 = 2α ,

λM,3 = λM,4 = 2α/3, in agreement with the conductance predictions of Ref. [70]. The corresponding

left eigenvectors are

vM,1 = (0,0,1,−1) , (A.13a)

vM,2 =
(
−
√

3(α1 +α2) ,−(α1 +α2 +4α3)/
√

3,α1−α2,α1−α2

)
. (A.13b)

We can infer from the form of vM,1 that λM,1 controls the flows from/to χ±. vM,3 and vM,4 are

too complicated to be given here in general.

In the case of 1-2 symmetric interactions (α1 = α2), significant simplifications occur:

λM,1 =−
α1α3

α1 +2α3
, λM,2 =

2
(
α2

1 +α1α3 +α2
3
)

α1 +2α3
; (A.14a)
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λM,3 =
α3 (α1 +α3)

α1 +2α3
, λM,4 =

α1 (α1 +α3)

α1 +2α3
; (A.14b)

vM,3 = (3α3 (α1 +α3) ,−2α1 (α1 +2α3) ,0,0) , (A.15a)

vM,4 = (0,0,1,1) . (A.15b)

In this case we find sgnλM,2 = sgnλM,3 = sgnα3 and sgnλM,4 = sgnα1. λM,2 and λM,3 control the

flows from/to A3 and N, and λM,4 controls the flows from/to A1 and A2.

We are now in a position to give the directions of RG flows based on the local scaling exponents.

The results are summarized below.

1. The flow between N and A3 is toward N if α1 +α2 > 0, and toward A3 if α1 +α2 < 0;

2. The flows between N and χ± are toward N if α1 +α2 +α3 > 0, and toward χ± if α1 +α2 +

α3 < 0;

3. If α1 = α2, the flows between A3 and A1,2 are toward A3 if α1 < α3, and toward A1 and A2 if

α1 > α3;

4. The flows between A3 and χ± are toward A3 if α3 > 0, and toward χ± if α3 < 0.

In addition, if the non-geometrical fixed point M exists:

5. The flows between M and χ± are toward M if λM,1 < 0, and toward χ± if λM,1 > 0;

6. If α1 = α2, the flows between M and A1,2 are toward M if α1 < 0, and toward A1 and A2 if

α1 > 0.

7. If α1 = α2, the flow between M and A3 is toward M if α3 < 0, and toward A3 if α3 > 0.

8. If α1 = α2, the flow between M and N is toward M if α3 < 0, and toward N if α3 > 0.

A.2 RPA

A.2.1 2-lead junction

Calculating Eq. (2.107) explicitly we find the cutoff-dependent RPA interaction

Π j j′ =

(
K−1

1 −1
)(

K−1
2 −1

)(
2δ j j′−1

)
W12 +2

(
K−1

j −1
)

δ j j′

2+
(
K−1

1 +K−1
2 −2

)
W12

, (A.16)

and the RPA RG equation for S12,

− dS12

d lnD
=− 2(1−W12)

γ−1+2W12
S12, (A.17)
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where

γ =
K−1

1 +K−1
2 +2

K−1
1 +K−1

2 −2
; (A.18)

or, in terms of W12,

− dW12

d lnD
=−4W12 (1−W12)

γ−1+2W12
, (A.19)

in agreement with the RPA RG equation for conductance in Refs. [11, 12, 14].

As with the first order equation Eq. (A.2), Eq. (A.19) has two fixed points, the N fixed point

W12 = 0 and the D fixed point W12 = 1. In this case the N fixed point has a conductance scaling ex-

ponent of −4/(γ−1) = 2− 2/Ke, and the D fixed point has a scaling exponent of 4/(γ +1) =

2− 2Ke, where Ke = 2/
(
K−1

1 +K−1
2

)
. Both exponents conform to the predictions of bosonic

methods[11, 12, 14] as has been verified in Section 2.2.

A.2.2 Y-junction

Starting from Eq. (2.106) and following the same prescription which transforms Eq. (2.72) to

Eq. (A.7d), we find the RG equations obeyed by a, b, c and c̄ in the RPA:

− da
d lnD

= Q−1
A

{
2
[
(1−b)

(
1+a+b−3a2)− (1+3a)cc̄+ c2 + c̄2](Q1 +Q2 +Q3−3)

+
(
3+a+3b−6a2−ab− cc̄

)
(Q1 +Q2−2)(Q3−1)

+
√

3(1−2a)(c+ c̄)(Q1−Q2)(Q3−1)+4 [a(1−b)− cc̄] (Q1−1)(Q2−1)
}

, (A.20a)

− db
d lnD

= Q−1
A {2 [(1−b)(1+2b−3ab)−3(1+b)cc̄] (Q1 +Q2 +Q3−3)

+[(1−b)(1+3a+2b)−3cc̄] (Q1 +Q2−2)(Q3−1)

−
√

3(1+2b)(c+ c̄)(Q1−Q2)(Q3−1)+4(1−b)(1+2b)(Q1−1)(Q2−1)
}

,

(A.20b)

− dc
d lnD

= Q−1
A

{
2
[
−c(1+2b−3ab)+ c̄

(
2−2b−3c2)](Q1 +Q2 +Q3−3)

+[−c(1+6a+2b)+3c̄] (Q1 +Q2−2)(Q3−1)

+
√

3
[
(1+a)(1−b)−2c2− cc̄

]
(Q1−Q2)(Q3−1)−4c(1+2b)(Q1−1)(Q2−1)

}
,

(A.20c)
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− dc̄
d lnD

= Q−1
A

{
2
[
−c̄(1+2b−3ab)+ c

(
2−2b−3c̄2)](Q1 +Q2 +Q3−3)

+[−c̄(1+6a+2b)+3c] (Q1 +Q2−2)(Q3−1)

+
√

3
[
(1+a)(1−b)−2c̄2− cc̄

]
(Q1−Q2)(Q3−1)−4c̄(1+2b)(Q1−1)(Q2−1)

}
,

(A.20d)

where

QA = 2 [(1−a)(1−b)− cc̄] (Q1 +Q2 +Q3−3)+4(1−b)(Q1−1)(Q2−1)

+(4−3a−b)(Q1 +Q2−2)(Q3−1)−
√

3(c+ c̄)(Q1−Q2)(Q3−1)

+6(Q1−1)(Q2−1)(Q3−1) . (A.20e)

In the special case of 1-2 symmetric interaction K1 = K2, Eq. (A.20e) is reduced to the RG equations

of Ref. [15]. The fully 1-2 symmetric case with both K1 = K2 and c = −c̄ has been extensively

analyzed there.

Eq. (A.20e) may once again be linearized to extract the scaling exponents. We first enumerate

the scaling exponents at the geometrical fixed points N, A j and χ±; their physical meanings are

identical to their first order counterparts, and have been explained in detail in Appendix A.1.

N fixed point: At N, λN,1 = 2−K−1
2 −K−1

3 , λN,2 = 2−K−1
3 −K−1

1 , λN,3 = 2−K−1
1 −K−1

2 , and

λN,4 = 3−K−1
1 −K−1

2 −K−1
3 .

A j fixed points: At e.g. A3, λA3,1 = λA3,2 = 2−K−1
3 − (1+K1K2)/(K1 +K2), λA3,3 = 2−

4K1K2/(K1 +K2), and λA3,4 = 3−K−1
3 − (1+3K1K2)/(K1 +K2).

χ± fixed points: At χ±,

λχ , j = 2−
4(K1 +K2 +K3−K j)K j

K1 +K2 +K3 +K1K2K3
, j = 1, 2, 3; (A.21a)

λχ ,4 = 3− 4(K1K2 +K2K3 +K3K1)

K1 +K2 +K3 +K1K2K3
. (A.21b)

All scaling exponents above are in agreement with predictions of bosonization[51].

As for the non-geometrical fixed points, on account of mathematical simplicity we follow

Ref. [15] and only give their positions and scaling exponents in the fully 1-2 symmetric case,

K1 = K2 and c0 =−c̄0. We introduce the quantities

ζ =
3Q1Q3−Q1−2Q3

2Q1 +Q3−3
, (A.22)
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τ0 =
√

1+Q2
1 +2ζ ; (A.23)

where Q1 and Q3 are related to K1 and K3 by Eq. (2.108). ζ and τ0 are identical to Q1 and τ in

Ref. [15] respectively.

M and Q fixed points: At these two fixed points

(a0,b0,c0) =

(
1
3
(Q1∓ τ0 sgnQ1) ,

1
6

(
(|Q1|∓ τ0)

2−3
)
,0
)

, (A.24)

where the upper signs are for M and the lower signs for Q. The two fixed points merge when τ0 = 0,

or in terms of the Luttinger parameters,

K3 =
2K1

(
K2

1 −K1 +1
)

(K1 +1)(2K1−1)
. (A.25)

We note that Q also exists for Z3 symmetric interactions but its W matrix remains Z3 asymmetric;

thus Q cannot be reached when the RG flow starts from a Z3 symmetric S-matrix. The M fixed point

again corresponds to the maximally open S-matrix in the Z3 symmetric case, while the Q fixed point

only appears when the interactions are sufficiently strongly attractive[13, 15]. The conditions for M

and Q to appear are τ2
0 = 1+Q2

1+2ζ ≥ 0 and ||Q1|∓ τ0| ≤ 3 (the latter is due to S-matrix unitarity),

and for Z3 symmetric interactions Q only starts to exist when the Luttinger parameter of all three

wires K ≥ 3. Both M and Q are time-reversal symmetric.

For attractive interaction in wire 1 (K1 > 1), the 4 scaling exponents at either M or Q are

λM(Q),1 =−
3(Q1± τ0 +3)

(
Q2

1 +2Q1− τ2
0 ±2τ0−3

)
2(Q1± τ0)(2Q1∓ τ0)

2 , (A.26a)

λM(Q),2 =−
3
(
(Q1± τ0)

2 +3
)

(Q1± τ0)(2Q1∓ τ0)
, (A.26b)

λM(Q),3 =−
3(Q1± τ0−3)

(
Q2

1−2Q1− τ2
0 ∓2τ0−3

)
2(Q1± τ0)(2Q1∓ τ0)

2 , (A.26c)

λM(Q),4 =∓
3τ0

(
(Q1± τ0)

2−9
)

2(Q1± τ0)(2Q1∓ τ0)
2 ; (A.26d)

again the upper signs are for M and the lower signs for Q. For repulsive interaction in wire 1

(K1 < 1), the lower signs should be taken to obtain the scaling exponents at M. When expanded to

the first order in α1 and α3, Eq. (A.26d) agrees with Eq. (A.12c).

C± fixed points: As with the Q fixed point, the non-geometrical chiral fixed points C± only

exist when the interaction is strongly attractive. At these fixed points
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(a0,b0,c0) =

(
1
6
(
2Q1 (ζ +2)−ζ

2 +1
)
,
1
6
(
ζ

2 +4ζ +1
)
,±(ζ −1)

6

√
3− (2Q1−ζ )(2+ζ )

)
.

(A.27)

The conditions for C± to appear are −5≤ ζ ≤ 1 and

0≤ 3− (2Q1−ζ )(2+ζ )≤ 1
3
(5+ζ )2 . (A.28)

In the Z3 symmetric Y-junction, these conditions are satisfied when the Luttinger parameter of all

three wires K ≥ 2. C± and χ± merge when ζ = −2, or in terms of the Luttinger parameters,

K−1
1 +2K−1

3 = 1.

There are again 4 scaling exponents at C±,

λC,1 =
12Q1

(Q1−1)(3Q1−ζ −2)
+

12
(Q1−1)(ζ −1)

, (A.29a)

λC,2 =−
12

3Q1−ζ −2
− 12

ζ −1
−6, (A.29b)

λC,3(4) =−
3(3Q1−ζ +4)(ζ +5)
2(3Q1−ζ −2)(ζ −1)

(
ζ +1
ζ +5

± 1
3

√
1+

8(ζ +2)(3Q1−ζ −2)
(ζ −1)(3Q1−ζ +4)

)
. (A.29c)

We conclude this appendix with a discussion of the RG flows in the Y-junction.

In the generic Z3 asymmetric case, for simplicity we only focus on the RG flows when K1, K2

and K3 are all close to unity, so that the only allowed non-geometrical fixed point is M. We focus

on the flows between the geometrical fixed points. The results are listed below.

1. The flow between N and A3 is toward N if K−1
1 +K−1

2 > 2, and toward A3 if K−1
1 +K−1

2 < 2;

2. The flows between N and χ± are toward N if K−1
1 +K−1

2 +K−1
3 > 3 and λχ ,4 > 0, and toward

χ± if K−1
1 +K−1

2 +K−1
3 < 3 and λχ ,4 < 0.

3. The flows between A3 and χ± are toward A3 if K−1
3 +(1+K1K2)/(K1 +K2)> 2, and toward

χ± if K−1
3 +(1+K1K2)/(K1 +K2)< 2.

Finally, following Ref. [15] we detail the RG flows in a fully Z3 symmetric junction with Lut-

tinger parameter K for all three wires. Only the fixed points consistent with Z3 symmetry, namely

N, χ±, M, and C±, need to be considered.

When 0 < K < 1, N is the most stable fixed point, M is stable against chiral perturbations but

otherwise unstable, and χ± are completely unstable; C± do not exist. The flows are from χ± to M

or N, and from M to N.

When 1 < K < 2, χ± are the most stable fixed points, M is stable against time-reversal symmet-
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ric perturbations and unstable against chiral perturbations, and N is completely unstable; C± do not

exist. The flows are from N to M or χ±, and from M to χ±.

When 2 < K < 3, χ± remain stable, N remains completely unstable, while M becomes fully sta-

ble. C± emerge as the unstable fixed points separating χ± and M, approaching χ± as K approaches

3. The flows are from N to M, χ± or C±, and from C± to M or χ±.

When K > 3, χ± become completely unstable, N remains completely unstable and M remains

fully stable. C± remain unstable, moving toward a0 = b0 =−1/3 and c0 =−c̄0 =±2/3 as K→∞.

The flows are from N to M or C±, from χ± to M or C±, and from C± to M.
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Appendix B

Details of the disconnected contribution

In this appendix we present the detailed derivation of Eq. (3.45) [or equivalently Eq. (3.47a)] from

Eq. (3.38)[112]. The calculations are similar to those in Appendix B of Ref. [66], but an important

difference is that here we cannot simply take the δ -function part and neglect the principal value

part in Eq. (3.38). Instead, most of the momentum integrals are evaluated by means of contour

integration.

From Eq. (3.41)

−2ImGR
k2q1

(ω) = (2π)2
δ (k2−q1)δ (ω− εk2)+ iτψ

×
[
gR

k2
(ω)Vk2GR

dd (ω)Vq1gR
q1
(ω)−gA

k2
(ω)Vk2GA

dd (ω)Vq1gA
q1
(ω)
]

. (B.1)

We denote the three terms above as 0, R and A respectively. Inserting into Eq. (3.38), we find 3

types of contributions to the disconnected part:

G′Dj j′ (Ω) = G′Dj j′,00 (Ω)+
[
G′Dj j′,0R (Ω)+G′Dj j′,0A (Ω)+G′Dj j′,R0 (Ω)+G′Dj j′,A0 (Ω)

]
+
[
G′Dj j′,RA (Ω)+G′Dj j′,RR (Ω)+G′Dj j′,AR (Ω)+G′Dj j′,AA (Ω)

]
; (B.2)

The 00 term is the background transmission, the first pair of square brackets is linear in the T-matrix

of the screening channel, and the second pair of square brackets is quadratic in the T-matrix.

Due to the multiplying factor of Ω in Eq. (3.31), O(1/Ω) terms in G′Dj j′ contribute to the linear dc

conductance, while O(1) and other terms which are regular in the dc limit Ω→ 0 do not contribute.

(We can check explicitly that there are no O
(
1/Ω2

)
or higher-order divergences.) Therefore, in the

dc limit we are only interested in the O(1/Ω) part of G′Dj j′ .
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B.1 Properties of the S-matrix and the wave functions
Before actually doing the calculations it is useful to examine the properties of the background S-

matrix and the wave functions in our tight-binding model, since we rely on these properties to

transform the momentum integrals into contour integrals and evaluate them.

First consider the analytic continuation k→−k. The wave function “incident” from lead j at

momentum −k takes the following form on lead j′ [cf. Eq. (3.15a)],

χ j,−k
(

j′,n
)
= δ j j′eikn +S j′ j (−k)e−ikn; (B.3)

and on coupling site r,

χ j,−k (r) = Γr j (−k) .

This wave function should be a linear combination of the scattering state wave functions at momen-

tum k which form a complete basis. The linear coefficients are obtained from S-matrix unitarity:

χ j,−k
(

j′,n
)
= ∑

j′′
S∗j j′′ (k)χ j′′,k

(
j′,n
)
= δ j j′eikn +S∗j j′ (k)e−ikn, (B.4)

and the same coefficients apply to the coupling sites:

χ j,−k (r) = ∑
j′′

S∗j j′′ (k)Γr j′′ (k) .

Hence

S (−k) = S† (k) , (B.5)

Γ(−k) = Γ(k)S† (k) . (B.6)

Eq. (B.5) is known as the Hermitian analyticity of the S-matrix[20].

Another useful property is the location of poles of S (k) ≡ S
(
z = eik

)
on the z complex plane.

Our analysis closely follows Ref. [96] which deals with the case of quadratic dispersion.

Consider one pole of the S-matrix k≡ k1 + ik2, where for certain values of j and j′,
∣∣S j′ j (k)

∣∣→
∞. In the scattering state

∣∣q j,k
〉
≡ q†

j,k |0〉, where |0〉 is the Fermi sea ground state, the incident com-

ponent of the wave function at momentum k becomes negligible relative to the scattered component.

Therefore, the time-dependent wave function on lead j′ at site n reads

χ j,k
(

j′,n, t̄
)
≈ S j′ j (k)eikne−iεk t̄ = S j′ j (k)eikne2itt̄ cosk1 coshk2e2tt̄ sink1 sinhk2 . (B.7)

This expression is valid for any j′ where
∣∣S j′ j (k)

∣∣ is divergent; for other j′ the wave function is
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negligible.

We define the “junction area” to include any tight-binding site that is not part of a lead, together

with the 0th site of each lead. The total probability of the electron being inside the junction area,

N (t̄), obeys the probability continuity equation

d
dt̄

N (t̄) = it ∑
j′

(
c†

j′,0c j′,1− c†
j′,1c j′,0

)
(t̄) , (B.8)

where the right-hand side is the current operator between site 0 and site 1 of lead j′, summed over

all leads. Taking the expectation value in the state
∣∣q j,k

〉
, we find

− (4t sink1 sinhk2)C j (k)e4tt̄ sink1 sinhk2 = ∑
j′
(2t sink1)e−k2

∣∣S j′ j (k)
∣∣2 e4tt̄ sink1 sinhk2 . (B.9)

For the left-hand side we have used the form of the time evolution e−iεk t̄ , and C j (k) is a positive time-

independent constant proportional to the total probability in the junction area; C j (k) is divergent

whenever
∣∣S j′ j (k)

∣∣ is divergent. For the right-hand side, we have used Eq. (B.7) at n = 0 and n = 1;

the summation is over any j′ where
∣∣S j′ j (k)

∣∣ is divergent.

Eq. (B.9) implies that either sink1 = 0, in which case k1 = 0 or π; or sinhk2 < 0, in which case∣∣ei(k1+ik2)
∣∣ > 1. The poles of S (k) on the z = eik plane are therefore either outside the unit circle

or located on the real axis. For the models we study in this chapter, the poles of S (k) and those of

Γ(k)/(sink) coincide; in other words, the poles of S (k) and Γ(k)/(sink) on the z = eik plane are

either outside the unit circle or on the real axis.

We mention that similar results apply in the theory with a reduced bandwidth and a linearized

dispersion in the leads. Eqs. (B.5) and (B.6) continue to hold; on the other hand, the probability

current is proportional to vF instead of 2t sink1, and all poles of S (k) and Γ(k)/(sink) are located

in the lower half of the k plane.

B.2 Background transmission
This part is independent of the QD and the result should be the famous Landauer formula:

G′Dj j′,00 (Ω) = 2
∫

π

0

dk1dk2

(2π)2
f (εk1)− f (εk2)

εk1− εk2 +Ω+
tr
(
M j

k1k2
M j′

k2k1

)
. (B.10)

Inserting Eq. (3.35), taking advantage of Eq. (B.5) and the unitarity of the U matrix, we find
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G′Dj j′,00 (Ω) = 2
∫

π

−π

dk1dk2

(2π)2
f (εk1)− f (εk2)

εk1− εk2 +Ω+

×
{

δ j j′
1

1− ei(k1−k2+i0)

1
1− ei(k2−k1+i0) +S∗j j′ (k1)δ j j′

1
1− e−i(k1+k2−i0)

1
1− ei(k2−k1+i0)

+δ j j′S j j′ (k2)
1

1− ei(k1+k2+i0)

1
1− ei(k2−k1+i0) +S∗j j′ (k1)S j j′ (k2)

1[
1− ei(k2−k1+i0)

]2
}

.

(B.11)

By residue theorem we can perform the k2 integral in the part proportional to f (εk1) and the k1

integral in the part proportional to f (εk2). In the following we assume Ω > 0; the case Ω < 0 can

be dealt with similarly.

We begin from the first term in curly brackets, which is proportional to δ j j′ . For the part pro-

portional to f (εk1), making the substitution z2 = eik2 , and calculating the contour integral on the

counterclockwise unit circle, we find

∫
π

−π

dk2

2π

f (εk1)

εk1− εk2 +Ω+

1
1− ei(k1−k2+iη)

1
1− ei(k2−k1+iη)

=
f (εk1)

2it sin p1

1
1− ei(k1−p1)

1
1− ei(p1−k1)

+
f (εk1)

Ω

1
1− e−2η

, (B.12a)

where η → 0+. (η corresponds to the rate of switching on the bias voltage in Kubo formalism, so

the limit η → 0 should be taken before the dc limit Ω→ 0.) We have assumed εk1 +Ω≡ εp1 where

0 ≤ p1 ≤ π if p1 is real; the poles of the integrand inside the unit circle are then z2 = ei(p1+i0) and

z2 = ei(k1+iη). At the band edges, 2t−Ω < εk1 < 2t, and p1 is purely imaginary; we can choose it to

have a positive imaginary part so the above expression remains valid. Similarly

∫
π

−π

dk1

2π

f (εk2)

εk1− εk2 +Ω+

1
1− ei(k1−k2+iη)

1
1− ei(k2−k1+iη)

=
f (εk2)

2it sin p2

1
1− ei(−p2−k2)

1
1− ei(p2+k2)

+
f (εk2)

Ω

1
1− e−2η

, (B.12b)

where εk2−Ω= εp2 , 0≤ p2≤ π if p2 is real, or p2 =−i |p2| if p2 is purely imaginary. Now combine

the two parts. In the Ω→ 0 limit, p1→ k1 only for p1 real and k1 > 0, and p2→−k2 only for p2

real and k2 < 0; the most divergent contribution is therefore
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∫
π

−π

dk1dk2

(2π)2
f (εk1)− f (εk2)

εk1− εk2 +Ω+

1
1− ei(k1−k2+i0)

1
1− ei(k2−k1+i0)

=
∫ 2t−Ω

−2t

dεk1

2πi
[ f (εk1)− f (εk1 +Ω)]

1
(2t sink1)(2t sin p1)

1
1− ei(k1−p1)

1
1− ei(p1−k1)

+O(1) .

(B.13)

We have substituted the dummy variables k2→ p1, p2→ k1, and noted that εp1 = εk1 +Ω. Expanding

various parts of the integrand in Ω→ 0 limit, we find

∫
π

−π

dk1dk2

(2π)2
f (εk1)− f (εk2)

εk1− εk2 +Ω+

1
1− ei(k1−k2+i0)

1
1− ei(k2−k1+i0)

=
1

2πiΩ

∫ 2t−Ω

−2t
dεk1

[
− f ′ (εk1)

]
+O(1) . (B.14)

The two terms in G′Dj j′,00 (Ω) which are linear in the S-matrix do not contribute any terms of

O(1/Ω) to G′Dj j′ : the difference of Fermi functions is proportional to Ω, but the denominators are

also O(Ω), unlike the case for the δ j j′ terms whose denominators are O
(
Ω2
)
. This leaves us with

the term quadratic in the S-matrix, which can be similarly evaluated. For the part proportional to

f (εk1),

∫
π

−π

dk2

2π

f (εk1)

εk1− εk2 +Ω+
S∗j j′ (k1)S j j′ (k2)

1[
1− ei(k2−k1+i0)

]2
=

f (εk1)

2it sin p1
S∗j j′ (k1)S j j′ (p1)

1[
1− ei(p1−k1)

]2 + (contribution of poles of S j j′
)

; (B.15a)

the poles of S j j′ inside the unit circle (on the real axis) may contribute to the contour integral, but

these terms are regular in the Ω→ 0 limit and do not contribute to the dc conductance. Similarly

∫
π

−π

dk1

2π

f (εk2)

εk1− εk2 +Ω+
S∗j j′ (k1)S j j′ (k2)

1[
1− ei(k2−k1+i0)

]2
=

f (εk2)

2it sin p2
S∗j j′ (p2)S j j′ (k2)

1[
1− ei(k2−p2)

]2 + (contribution of poles of S∗j j′
)

, (B.15b)

Therefore
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∫
π

−π

dk1dk2

(2π)2
f (εk1)− f (εk2)

εk1− εk2 +Ω+
S∗j j′ (k1)S j j′ (k2)

1[
1− ei(k2−k1+i0)

]2
=
∫ 2t−Ω

−2t

dεk1

2πi
f (εk1)− f (εk1 +Ω)

(2t sink1)(2t sin p1)
S∗j j′ (k1)S j j′ (p1)

1[
1− ei(p1−k1)

]2 +O(1)

=− 1
2πiΩ

∫ 2t−Ω

−2t
dεk1

[
− f ′ (εk1)

]
S∗j j′ (k1)S j j′ (p1)+O(1) . (B.16)

From Eqs. (B.14) and (B.16), we conclude that

G′Dj j′,00 (Ω) =
1

πiΩ

∫ 2t−Ω

−2t
dεk1

[
− f ′ (εk1)

][
δ j j′−S∗j j′ (k1)S j j′ (p1)

]
+O(1) ; (B.17)

taking the Ω→ 0 limit, noting that p1→ k1, we recover the Landauer formula, Eq. (3.47b).

B.3 Terms linear in T-matrix
We focus on G′Dj j′,0R +G′Dj j′,0A; the calculation of G′Dj j′,R0 +G′Dj j′,A0 is analogous.

G′Dj j′,0R (Ω)+G′Dj j′,0A (Ω)

= 2
∫

π

0

dk1

(2π)2
dq1dq2

(2π)2

∫
dω

f (ω)− f (εq1)

ω− εq1 +Ω+
tr
{
M j

k1q1
M j′

q1q2

(
iτψ

)
×
[
gR

q2
(ω)Vq2GR

dd (ω)Vk1gR
k1
(ω)−gA

q2
(ω)Vq2GA

dd (ω)Vk1gA
k1
(ω)
]}

. (B.18)

Using Eqs. (3.22), (3.35), (B.5) and (B.6), a huge simplification takes place:

G′Dj j′,0R (Ω)

= 2
∫

π

−π

dk1dq1dq2

(2π)4

∫
dω

f (ω)− f (εq1)

ω− εq1 +Ω+
igR

q2
(ω)GR

dd (ω)gR
k1
(ω)∑

r1r2

t∗r1
tr2

×Γr1 j (k1)

[
δ j j′

1
1− ei(k1−q1+i0) +S j j′ (q1)

1
1− ei(k1+q1+i0)

]
Γ
∗
r2 j′ (q2)

1
1− ei(q1−q2+i0) , (B.19a)
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G′Dj j′,0A (Ω)

= 2
∫

π

−π

dk1dq1dq2

(2π)4

∫
dω

f (ω)− f (εq1)

ω− εq1 +Ω+
(−i)gA

q2
(ω)GA

dd (ω)gA
k1
(ω)∑

r1r2

t∗r1
tr2

×Γr1 j (k1)

[
δ j j′

1
1− ei(k1−q1+i0) +S j j′ (q1)

1
1− ei(k1+q1+i0)

]
Γ
∗
r2 j′ (q2)

1
1− ei(q1−q2+i0) . (B.19b)

Writing ω = εk, where 0 ≤ k ≤ π or k = i |k|, we are now free to do the k1 and q2 integrals. The

poles of Γ(k1) and Γ∗ (q2) are again not important in the dc limit:

G′Dj j′,0R (Ω)

= 2
∫

π

−π

dq1

(2π)2

∫
dεk

f (εk)− f (εq1)

εk− εq1 +Ω+
i ∑

r1r2

t∗r1
tr2

1
2it sink

GR
dd (εk)

1
2it sink

×Γr1 j (k)
[

δ j j′
1

1− ei(k−q1+i0) +S j j′ (q1)
1

1− ei(k+q1+i0)

]
Γ
∗
r2 j′ (−k)

1
1− ei(q1+k+i0) +O(1) ,

(B.20a)

G′Dj j′,0A (Ω)

= 2
∫

π

−π

dq1

(2π)2

∫
dεk

f (εk)− f (εq1)

εk− εq1 +Ω+
(−i)∑

r1r2

t∗r1
tr2

1
−2it sink

GA
dd (εk)

1
−2it sink

×Γr1 j (−k)
[

δ j j′
1

1− ei(−k−q1+i0) +S j j′ (q1)
1

1− ei(−k+q1+i0)

]
Γ
∗
r2 j′ (k)

1
1− ei(q1−k+i0) +O(1) .

(B.20b)

Now do the εk and q1 integrals. The δ j j′ terms are regular in the dc limit, so we only need to keep the

S j j′ terms. In the 0R term, while the q1 integral in the f (εk) part is straightforward, the εk integral
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in the f (εq1) part can be simplified by expanding around k+q1 = 0:

G′Dj j′,0R (Ω)

= 2
1

2π

∫ 2t−Ω

−2t
dεk

f (εk)

2it sin p
i ∑

r1r2

t∗r1
tr2

1
2it sink

GR
dd (εk)

Γr1 j (k)Γ∗r2 j′ (−k)

2it sink
S j j′ (p)

× 1[
1− ei(k+p+i0)

]2 −2
∫ 0

−π

dq1

(2π)2 (2t sinq1)S j j′ (q1)
∫

∞

−∞

dεk
f (εq1)

(εk− εq1 +Ω+)

× i ∑
r1r2

t∗r1
tr2GR

dd (εk)
Γr1 j (k)Γ∗r2 j′ (−k)

2t sink
1

(εk− ε−q1 + i0)2 +O(1)

= O(1) . (B.21a)

Here, in the f (εk) part, we have written εk +Ω ≡ εp (0 ≤ p ≤ π) assuming Ω > 0, integrated

over q1 using the complex variable eiq1 , and again neglected O(1) contributions from the poles

of S (q1). Because k + p is always positive and never close to 0, the denominator for the f (εk)

part is O(1); thus the f (εk) part is itself O(1). Meanwhile, in the f (εq1) part, we have used

(2t sink)(k+q1 + i0) ≈ (2t sinq1)(k+q1 + i0) ≈ εk− ε−q1 + i0 for |k+q1| � 1. We then extend

the εk domain of integration back to the entire real axis. Both GR
dd (εk) and Γr1 j (k)Γ∗r2 j′ (−k)/(sink)

are analytic in the upper εk half plane; thus, closing the εk contour above the real axis, the εk integral

in the f (εq1) part sees no pole and vanishes. Similarly, in the 0A term,

G′Dj j′,0A (Ω)

= 2
1

2πi

∫ 2t−Ω

−2t
dεk f (εk)(−i)∑

r1r2

t∗r1
tr2GA

dd (εk)
Γr1 j (−k)Γ∗r2 j′ (k)

2t sink
S j j′ (p)

1
Ω2

−2
∫ 2t

−2t+Ω

dεq1

2πi
S j j′ (q1) f (εq1)(−i)∑

r1r2

t∗r1
tr2GA

dd (εp1)
Γr1 j (−p1)Γ∗r2 j′ (p1)

2t sin p1

1
Ω2 +O(1)

=−2
1

πΩ

∫ 2t−Ω

−2t
dεk
[
− f ′ (εk)

]
∑
r1r2

t∗r1
tr2Γr1 j (−k)Γ

∗
r2 j′ (k)πνkGA

dd (εk)S j j′ (p)+O(1) . (B.21b)

We have adopted the shorthand εq1 −Ω≡ εp1 (0≤ p1 ≤ π) and identified k with p1 and p with q1.

This result, together with G′Dj j′,R0 +G′Dj j′,A0 which yields its complex conjugate, leads to Eqs. (3.47c)

and (3.47d).

B.4 Terms quadratic in T-matrix
We focus on G′Dj j′,RR (Ω)+G′Dj j′,RA (Ω) first.
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G′Dj j′,RR (Ω)+G′Dj j′,RA (Ω)

= 2
∫ dωdω ′

(2π)2
f (ω)− f (ω ′)
ω−ω ′+Ω+

∫
π

0

dk1dk2

(2π)2
dq1dq2

(2π)2 tr
{
M j

k1k2

(
iτψ

)
gR

k2

(
ω
′)Vk2GR

dd
(
ω
′)Vq1gR

q1

(
ω
′)

×M j′
q1q2

(
iτψ

)[
gR

q2
(ω)Vq2GR

dd (ω)Vk1gR
k1
(ω)−gA

q2
(ω)Vq2GA

dd (ω)Vk1gA
k1
(ω)
]}

. (B.22)

Inserting Eqs. (3.22), (3.35) and using Eq. (B.6) again, we find

G′Dj j′,RR (Ω)+G′Dj j′,RA (Ω)

= 2
∫ dωdω ′

(2π)2
f (ω)− f (ω ′)
ω−ω ′+Ω+

∫
π

−π

dk1dk2

(2π)2
dq1dq2

(2π)2 ∑
r1r2r′1r′2

t∗r1
tr2t
∗
r′1

tr′2Γr1 j (k1)

×Γ
∗
r2 j (k2)

1
1− ei(k1−k2+i0) igR

k2

(
ω
′)GR

dd
(
ω
′)gR

q1

(
ω
′)

Γr′1 j′ (q1)Γ
∗
r′2 j′ (q2)

× 1
1− ei(q1−q2+i0) i

[
gR

q2
(ω)GR

dd (ω)gR
k1
(ω)−gA

q2
(ω)GA

dd (ω)gA
k1
(ω)
]

. (B.23)

We can integrate over all four momenta. Let ω = εk where 0≤ k≤ π or k = i |k|, and ω ′ = εk′ where

0≤ k′ ≤ π or k′ =−i |k′|; integrating over k2 and q1,

G′Dj j′,RR (Ω)+G′Dj j′,RA (Ω)

= 2
∫ dεkdεk′

(2π)2
f (εk)− f (εk′)

εk− εk′+Ω+

∫
π

−π

dk1dq2

(2π)2 ∑
r1r2r′1r′2

t∗r1
tr2t
∗
r′1

tr′2Γr1 j (k1)

×Γ
∗
r2 j
(
−k′
) 1

1− ei(k1+k′+i0) i
1

2it sink′
GR

dd (εk′)
1

2it sink′
Γr′1 j′

(
k′
)

Γ
∗
r′2 j′ (q2)

× 1
1− ei(k′−q2+i0) i

[
gR

q2
(εk)GR

dd (εk)gR
k1
(εk)−gA

q2
(εk)GA

dd (εk)gA
k1
(εk)

]
; (B.24)

finally, integrating over k1 and q2, we find

G′Dj j′,RR (Ω) = O(1) , (B.25a)
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G′Dj j′,RA (Ω)

= 2
∫ dεkdεk′

(2π)2
f (εk)− f (εk′)

εk− εk′+Ω+ ∑
r1r2r′1r′2

t∗r1
tr2t
∗
r′1

tr′2Γr1 j (−k)Γ
∗
r2 j
(
−k′
)

Γr′1 j′
(
k′
)

×Γ
∗
r′2 j′ (k)

1

(2t sink′)2
1

(2t sink)2
1[

1− ei(k′−k+i0)
]2 GR

dd (εk′)GA
dd (εk) . (B.25b)

Expanding around k = k′ and integrating over εk and εk′ , assuming Ω > 0, we obtain

G′Dj j′,RA (Ω)

= 2
∫ 2t−Ω

−2t

dεk

2πi
Ω
[
− f ′ (εk)

]
∑

r1r2r′1r′2

t∗r1
tr2t
∗
r′1

tr′2
Γr1 j (−k)Γ∗r′2 j′ (k)

2t sink

×
Γ∗r2 j (−p)Γr′1 j′ (p)

2t sin p
1
−Ω2 GR

dd (εp)GA
dd (εk)+O(1) , (B.26)

where we have written εk +Ω ≡ εp. A similar calculation can be performed on G′Dj j′,AR (Ω) and

G′Dj j′,AA (Ω); both are O(1) for the same reason that G′Dj j′,RR (Ω) is O(1). Therefore, G′Dj j′,RA is the

only term quadratic in the T-matrix which contributes to the linear dc conductance. Note that this is

not the case in Ref. [66], where the RA term and the AR term are complex conjugates as a result of

taking the δ -function part in Eq. (3.38). It is easy to see that Eq. (B.26) reproduces Eq. (3.47e).

We mention in passing that Eq. (3.47a) can be derived in the wide band limit with essentially

the same method, although the pole structure is much simpler in that case.
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Appendix C

Details of weak-coupling and FL

perturbation theory

This appendix contains technical details related to the perturbation theory calculation[112] in Sec-

tion 3.4.

C.1 Weak-coupling perturbation theory
In this subsection, we present the details for the perturbation theory in the weak-coupling regime.

These include the calculations of the T-matrix and the connected contribution, both to the third order

in the Kondo coupling J.

C.1.1 T-matrix

The object of interest is imaginary time two-point Green’s function of the screening basis. Keeping

all terms up to O
(
V 4
)

and only the divergent terms at O
(
V 6
)
, the Fourier transformed Green’s

function has the form

−
∫

β

0
dτeiωnτ

〈
Tτψk (τ)ψ

†
k′ (0)

〉
H

= 2πδ
(
k− k′

)
gk (iωn)+Kkk′gk (iωn)gk′ (iωn)+

∫ dq
2π

∫
β

0
dτeiωnτ

∫
β

0
dτ1dτ2gk (τ− τ1)gq (τ1− τ2)gk′ (τ2)

×

[
KkqKqk′+

1
4 ∑

ab
JkqJqk′σ

a
σ

b
〈

TτSa
d (τ1)Sb

d (τ2)
〉]

+
∫ dq1dq2

(2π)2

∫
β

0
dτeiωnτ

∫
β

0
dτ1dτ2dτ3Jkq1Jq1q2Jq2k′

×gk (τ− τ1)gq1 (τ1− τ2)gq2 (τ2− τ3)gk′ (τ3)
1
8 ∑

abc
σ

a
σ

b
σ

c
〈

TτSa
d (τ1)Sb

d (τ2)Sc
d (τ3)

〉
, (C.1)
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where the subscript H stands for Heisenberg picture,

gp (iωn) =
1

iωn− εp
(C.2)

is the Fourier transform of the free Matsubara Green’s function Eq. (3.53), ωn = (2n+1)π/β ,

and we have used the fact that the free propagators are proportional to identity in spin space and

therefore commute with the Pauli matrices. Recalling Eq. (3.69), the imaginary time integrals in

the third term are trivial after Fourier transform. In the O
(
J3
)

term, the τ integral is also easy

after Fourier transform, but integrals over τ1, τ2 and τ3 are best calculated in the time domain. The

time-ordered product of spins evaluates to

〈
TτSa

d (τ1)Sb
d (τ2)Sc

d (τ3)
〉

=
1
8

iεabc [θ (τ1,τ2,τ3)−θ (τ1,τ3,τ2)−θ (τ2,τ1,τ3)+θ (τ2,τ3,τ1)+θ (τ3,τ1,τ2)−θ (τ3,τ2,τ1)]

=
1
8

iεabc {2 [θ (τ1,τ2,τ3)+θ (τ2,τ3,τ1)+θ (τ3,τ1,τ2)]−1} , (C.3)

where εabc is the 3D Levi-Civita symbol and θ (τ1,τ2,τ3) = θ (τ1− τ2)θ (τ2− τ3). The non-trivial

time-ordering is known to produce a logarithmic divergence. Straightforward algebra yields

∫
β

0
dτ1dτ2dτ3eiωnτ1gq1 (τ1− τ2)gq2 (τ2− τ3)gk′ (τ3)(2 [θ (τ1,τ2,τ3)+θ (τ2,τ3,τ1)+θ (τ3,τ1,τ2)]−1)

= gk′ (iωn)
1

εq2− εq1

{
gq1 (iωn) [ f (εq2)− f (−εq2)]−gq2 (iωn) [ f (εq1)− f (−εq1)]

}
; (C.4)

therefore, using σaσbσ c = iεabc and ∑abc εabcεabc = 6, we can write

−
∫

β

0
dτeiωnτ

〈
Tτψk (τ)ψ

†
k′ (0)

〉
H
= 2πδ

(
k− k′

)
gk (iωn)+gk (iωn)Tkk′ (iωn)gk′ (iωn) , (C.5)

where

Tkk′ (iωn) = Kkk′+
∫ dq

2π
gq (iωn)

(
KkqKqk′+

3
16

JkqJqk′

)
− 3

32

∫ dq1dq2

(2π)2 Jkq1Jq1q2Jq2k′

× 1
εq2− εq1

{
gq1 (iωn) [ f (εq2)− f (−εq2)]−gq2 (iωn) [ f (εq1)− f (−εq1)]

}
. (C.6)

Upon analytic continuation, we find the retarded T-matrix
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νTkk′ (Ω) =

[
νKkk′+ν

2
∫

dεq
1

Ω+− εq

(
KkqKqk′+

3
16

JkqJqk′

)
−ν

3
∫

dεqdεq′
3

16
JkqJqq′Jq′k′

Ω+− εq

f
(
εq′
)
− f

(
−εq′

)
εq′− εq

]
, (C.7)

where ν is the Fermi surface density of states. We have used Eqs. (3.25b) and (3.25d), noticing that

jk and κk are essentially independent of k in the Kondo limit; the dummy variables q1 and q2 are

then interchangeable, and are rewritten as q and q′.

If we imagine that our Kondo model were defined for dilute impurities rather than a single

mesoscopic device, then translational invariance would be recovered after impurity averaging, and

the imaginary part of the on-shell self-energy would represent the single particle lifetime, which is

a physical observable. Therefore, when we reduce the momentum cutoff of the continuum Kondo

model, the imaginary part of the on-shell self-energy per unit impurity concentration, or equivalently

the imaginary part of the on-shell T-matrix, should be cutoff independent. It is given by

ImTkk (εk) =
(
−πνV 2

k
)

V 2
k

{
1
4

κ
2 +

3
4

[
j−ν j2

∫
dεqV 2

q
f (εq)− f (−εq)

εq− εk

]2
}

. (C.8)

As the running energy cutoff is reduced from D to D− δD, we recover Eq. (3.27) [or equivalently

Eq. (3.26)], the RG equation for the coupling constant j (or Jkk′).

C.1.2 Connected contribution to the conductance

The second order calculation has been discussed previously so we focus on the third order. Two

non-zero diagrams exist at this order:

G
C(3)
k1k2q1q2

(iωp) =
∫

β

0
dτeiωpτ

∫
β

0
dτ1dτ2dτ3

1
8

tr
(

σ
a
σ

b
σ

c
)

∑
abc

〈
TτSa

d (τ1)Sb
d (τ2)Sc

d (τ3)
〉∫ dq

2π

×
[
Jq2qJqk1Jk2q1gq2 (−τ1)gq (τ1− τ2)gk1 (τ2− τ)gk2 (τ− τ3)gq1 (τ3)

+Jq2k1Jk2qJqq1gq2 (−τ1)gk1 (τ1− τ)gk2 (τ− τ2)gq (τ2− τ3)gq1 (τ3)
]

. (C.9)

The τ integral becomes trivial in the frequency domain. By Eq. (C.3),
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G
C(3)
k1k2q1q2

(iωp) =−
3
16

1
β

∑
ωn1

gk1 (iωn1)gk2 (iωn1 + iωp)
∫ dq

2π

∫
β

0
dτ1dτ2dτ3

×{2 [θ (τ1,τ2,τ3)+θ (τ2,τ3,τ1)+θ (τ3,τ1,τ2)]−1}

×
[
Jq2qJqk1Jk2q1gq2 (−τ1)gq (τ1− τ2)e−iωn1 τ2ei(ωn1+ωp)τ3gq1 (τ3)

+Jq2k1Jk2qJqq1gq2 (−τ1)e−iωn1 τ1ei(ωn1+ωp)τ2gq (τ2− τ3)gq1 (τ3)
]

. (C.10)

These two terms contribute equally and we show the details for the first term only. Integrate over

τ1, τ2 and τ3:

∫
β

0
dτ1dτ2dτ3 {2 [θ (τ1,τ2,τ3)+θ (τ2,τ3,τ1)+θ (τ3,τ1,τ2)]−1}gq2 (−τ1)gq (τ1− τ2)e−iωn1 τ2ei(ωn1+ωp)τ3gq1 (τ3)

=
1

εq1− εq2− iωp

{
f (εq)− f (−εq)

εq2− εq

1
iωn1− εq2

−
f (εq)− f (−εq)

εq1− εq− iωp

1
iωn1 + iωp− εq1

−
[

f (εq2)− f (−εq2)

εq2− εq
−

f (εq1)− f (−εq1)

εq1− εq− iωp

]
1

iωn1− εq

}
; (C.11)

this allows us to do the ωn1 summation, e.g.

− 1
β

∑
iωn1

1
iωn1− εk1

1
iωn1 + iωp− εk2

1
iωn1− εq

=− f (εk2)
1

εk2− εk1− iωp

1
εk2− εq− iωp

+
∫ dω

2πi
f (ω)

× 1
ω + iωp− εk2

(
1

ω+− εk1

1
ω+− εq

− 1
ω−− εk1

1
ω−− εq

)
. (C.12)

Analytic continuation gives the retarded four-point function,
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GC(3)
k1k2q1q2

(Ω)

=
3
16

∫ dq
2π

Jq2qJqk1Jk2q1

1
εq1− εq2−Ω+

{
f (εq)− f (−εq)

εq2− εq

[
− f (εk2)

1
εk2− εk1−Ω+

1
εk2− εq2−Ω+

+
∫ dω

2πi
f (ω)

1
ω +Ω+− εk2

(
1

ω+− εk1

1
ω+− εq2

− 1
ω−− εk1

1
ω−− εq2

)]
−

f (εq)− f (−εq)

εq1− εq−Ω+

[
− f (εk1)

1
εk1 +Ω+− εk2

1
εk1 +Ω+− εq1

+
∫ dω

2πi
f (ω)

1
ω−Ω+− εk1

(
1

ω+− εk2

1
ω+− εq1

− 1
ω−− εk2

1
ω−− εq1

)]
−
[

f (εq2)− f (−εq2)

εq2− εq
−

f (εq1)− f (−εq1)

εq1− εq−Ω+

][
− f (εk2)

1
εk2− εk1−Ω+

1
εk2− εq−Ω+

+
∫ dω

2πi
f (ω)

1
ω +Ω+− εk2

(
1

ω+− εk1

1
ω+− εq

− 1
ω−− εk1

1
ω−− εq

)]}
+ equivalent contribution.

(C.13)

Substituting Eq. (C.13) into Eq. (3.73), we can perform many of the integrals over k1, k2, q1 and

q2 using contour methods. We should be careful how the contours are closed: for instance, the

i/(k1− k2 + i0) term in Eq. (3.73) (which derives from the particle number operator in a lead)

should be interpreted as
∫

∞

0 dxei(k1−k2+i0)x, and forces the k1 contour to close on the upper half plane

and the k2 contour to close on the lower half plane. When the smoke clears

G′C(3)
j j′ (Ω)

→ 1
Ω

3
16

∫ dk1dq2

(2π)2

[
− f ′ (εk1)

]
(2iπ)δ (εk1− εq2) ∑

r1r2r′1r′2

t∗r1
tr2t
∗
r′1

tr′2Γ
′∗
r1, j,k1

Γ
′
r2, j,k1+

Ω

vF

Γr′1, j
′,q2+

Ω

vF
Γ
∗
r′2, j

′,q2

×
∫ dq

2π
V 2

q (2 j)3 f (εq)− f (−εq)

εq2− εq
+ equivalent contribution+O(1)

=
1

iπΩ

∫
dεp
[
− f ′ (εp)

] 3π2ν3Jpp

16
Z2, j j′ (εp)

∫
dεqJpqJqp

f (εq)− f (−εq)

εp− εq
+O(1) . (C.14)

Therefore, we can combine the second and the third order results as follows:

GC
j j′ =−

2e2

h

∫
dεp
[
− f ′ (εp)

]
T C

j j′ (εp) , (C.15)

where the connected transmission probability is
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T C
j j′ (εp) = Z2, j j′ (εp)

3π2

16

[
νJpp−

1
2

ν
2
∫

dεqJpqJqp
f (εq)− f (−εq)

εq− εp

]2

+O
(
J4) . (C.16)

This is formally similar to the O
(
J2
)

result Eq. (3.78) but with a renormalized coupling constant J;

the renormalization is again consistent with Eq. (3.26).

C.2 FL perturbation theory
In this subsection, we discuss the perturbation theory in the FL regime T � TK� EV (also assuming

EV ∼ Econn; see Table 3.1). We first present an alternative derivation of Eq. (3.88), the O
(
1/T 2

K
)

retarded T-matrix obtained in Ref. [3]. Then we perform an additional consistency check on our

formalism of eliminating the connected contribution to the dc conductance at low temperatures:

we directly compute the connected contribution to O
(
T 2/T 2

K
)
, and show that Eq. (3.62) is indeed

satisfied.

In momentum space, the leading irrelevant operator Eq. (3.87) takes the form

Hint =
2πv2

F

TK

∫
dηH (η)

∫ dq1dq2dq3dq4

(2π)4 ei(q1−q2+q3−q4)η : ψ̃
†
q1α ψ̃q2α ψ̃

†
q3β

ψ̃q4β :

− v2
F

TK

∫
dηH (η)

∫ dq1dq2

(2π)2 (q1 +q2)ei(q1−q2)η : ψ̃
†
q1α ψ̃q2α : . (C.17)

(We measure all momenta relative to the Fermi wavevector kF hereafter.) Here η is the location

of the operator; the weight function H (η) is peaked at the origin and can be approximated as a

δ -function above the length scale vF/TK . To lighten notations, we take H (η) = δ (η) whenever it

is unambiguous to do so.

At O
(
1/T 2

K
)

both terms in Eq. (C.17) contribute to the T-matrix, but only the first term plays a

role in the connected 4-point function.

C.2.1 T-matrix

To find the retarded T-matrix of the phase-shifted screening channel ψ̃ , we begin from the imaginary

time 2-point Green’s function

G̃kk′ (τ)≡−
〈

Tτ ψ̃k (τ) ψ̃
†
k′ (0)

〉
H

. (C.18)

This object is diagonal in spin indices. The three diagrams in Fig. 3.4 panel b) evaluate to
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G̃kk′ (τ) = 2πδ
(
k− k′

)
gk (τ)−

v2
F

TK

(
k+ k′

)∫
dτ1gk (τ− τ1)gk′ (τ1)+

(
v2

F

TK

)2 ∫ dq
2π

(k+q)

×
(
q+ k′

)∫
dη1dη2H (η1)H (η2)ei(kη1−k′η2)eiq(η2−η1)

∫
dτ1dτ2gk (τ− τ1)gq (τ1− τ2)

×gk′ (τ2)−4
(

2πv2
F

TK

)2 ∫ dq2dq3dq4

(2π)3

∫
dη1dη2H (η1)H (η2)ei(kη1−k′η2)

× ei(q2−q3+q4)(η2−η1)
∫

dτ1dτ2gk (τ− τ1)gq2 (τ1− τ2)gq3 (τ2− τ1)gq4 (τ1− τ2)gk′ (τ2) .

(C.19)

Going to the Fourier space, we identify the imaginary time T-matrix as

T̃kk′ (iωn) =−
v2

F

TK

(
k+ k′

)
+

(
v2

F

TK

)2 ∫ dq
2π

(k+q)
(
q+ k′

)∫
dη1dη2H (η1)H (η2)ei(kη1−k′η2)

× eiq(η2−η1)gq (iωn)−4
(

2πv2
F

TK

)2 ∫ dq2dq3dq4

(2π)3

∫
dη1dη2H (η1)H (η2)ei(kη1−k′η2)

× ei(q2−q3+q4)(η2−η1)
1
β

∑
ωn2

1
β

∑
ωn4

gq2 (iωn2)gq3 (iωn2 + iωn4− iωn)gq4 (iωn4) . (C.20)

where all Matsubara frequencies are fermionic, e.g. ωn = (2n+1)π/β . Both frequency summa-

tions are standard,[74] and analytic continuation iωn→ ω+ yields

T̃kk′ (ω) =− v2
F

TK

(
k+ k′

)
+

(
v2

F

TK

)2 ∫ dq
2π

(k+q)
(
q+ k′

)∫
dη1dη2H (η1)H (η2)ei(kη1−k′η2)

× eiq(η2−η1)

ω+− εq
−4
(

2πv2
F

TK

)2 ∫
dη1dη2H (η1)H (η2)ei(kη1−k′η2)

∫ dq2dq3dq4

(2π)3

× ei(q2−q3+q4)(η2−η1)
[− fB (εq3− εq4)− f (εq2)] [ f (εq4)− f (εq3)]

ω++ εq3− εq4− εq2

, (C.21)

where fB (ω) = 1/
(
eβω −1

)
is the Bose function.

In the q integral we close the contour in the upper half plane for η2 > η1, and in the lower half

plane for η2 < η1; this leads to

∫ dq
2π

(k+q)
(
q+ k′

) eiq(η2−η1)

ω+− εq
=− i

vF

(
k+

ω

vF

)(
ω

vF
+ k′

)
ei ω+

vF
(η2−η1)H (η2−η1) . (C.22)
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For the on-shell T-matrix T̃pp (εp), the phase factors involving η1 and η2 cancel, and the η integrals

become
∫

dη1dη2H (η1)H (η2)H (η2−η1) = 1/2. We can simplify the triple integral over q2, q3

and q4 by the contour method in a similar fashion, before using the following identity,

∫
∞

−∞

dεq2dεq3dεq4 [ fB (εq3− εq4)+ f (εq2)] [ f (εq4)− f (εq3)]δ (ω + εq3− εq4− εq2)=
1
2
(
π

2T 2 +ω
2) ,

(C.23)

which has been given in Ref. [89] in the context of an inelastic scattering collision integral. Collect-

ing all three terms, we recover Eq. (3.88).

C.2.2 Connected contribution to the conductance

Inserting Eqs. (3.72) and (3.85) into the 4-point function Eq. (3.73), and performing the k1, k2, q1

and q2 integrals, we obtain

G ′Cj j′ (iωp) =
∫ d p1d p2d p3d p4

(2π)4 G̃ C
p1 p2 p3 p4

(iωp) ∑
j1 j2

∑
j′1 j′2

U1, j1U
∗
1, j2U1, j′1U

∗
1, j′2

×
(

δ j j1δ j j2
i

p1− p2 + i0
+S∗j j1S j j2

i
p2− p1 + i0

)
×
(

δ j′ j′1
δ j′ j′2

i
p3− p4 + i0

+S∗j′ j′1S j′ j′2

i
p4− p3 + i0

)
; (C.24)

we have ignored the momentum dependence of U and S in the Fermi liquid regime (which is justified

at TK � Econn). Here the δP-independent connected four-point correlation function for ψ̃ is defined

as

G̃ C
p1 p2 p3 p4

(iωp)≡−
∫

β

0
dτeiωpτ

∑
σσ ′

〈
Tτ ψ̃

†
p1σ (τ) ψ̃p2σ (τ) ψ̃

†
p3σ ′ (0) ψ̃p4σ ′ (0)

〉
C

. (C.25)

We observe that δψψ drops out of G ′Cj j′ completely, which reflects the inelastic nature of the connected

contribution.

To O
(
1/T 2

K
)
, there are three diagrams resulting in nonzero connected contributions to the linear

dc conductance, depicted in Fig. C.1. The corresponding 4-point functions read

G̃ C,BCS
p1 p2 p3 p4

(iωp) =−4
(

2πv2
F

TK

)2 ∫
β

0
dτeiωpτ

∫
β

0
dτ1dτ2 ∑

σσ ′
δσσ̄ ′

∫ dq1dq3

(2π)2

×gp1 (τ1− τ)gp2 (τ− τ2)gp3 (τ1)gp4 (−τ2)gq1 (τ2− τ1)gq3 (τ2− τ1) , (C.26a)
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Figure C.1: The three connected diagrams at O
(
T 2/T 2

K
)

contributing to the conductance. ZS,
ZS’ and BCS label only the topology of the diagrams and not necessarily the physics.

G̃ C,ZS
p1 p2 p3 p4

(iωp) =−4
(

2πv2
F

TK

)2 ∫
β

0
dτeiωpτ

∫
β

0
dτ1dτ2 ∑

σσ ′
δσσ ′

∫ dq3dq4

(2π)2

×gp1 (τ1− τ)gp2 (τ− τ2)gp3 (τ2)gp4 (−τ1)gq3 (τ2− τ1)gq4 (τ1− τ2) , (C.26b)

G̃ C,ZS’
p1 p2 p3 p4

(iωp) =−4
(

2πv2
F

TK

)2 ∫
β

0
dτeiωpτ

∫
β

0
dτ1dτ2 ∑

σσ ′
δσσ̄ ′

∫ dq1dq4

(2π)2

×gp1 (τ1− τ)gp2 (τ− τ2)gp3 (τ2)gp4 (−τ1)gq1 (τ2− τ1)gq4 (τ1− τ2) . (C.26c)

Here the terminology of BCS, ZS and ZS′ is borrowed from Ref. [109] and refers only to the

topology of the diagrams.

We illustrate the calculation with the BCS diagram; ZS and ZS’ again turn out to be completely

analogous. Going to the Fourier space,

G̃ C,BCS
p1 p2 p3 p4

(iωp)

=−
(

2πv2
F

TK

)2

8
∫ dq1dq3

(2π)2
1
β

∑
ωn1

1
β

∑
ωn3

1
β

∑
ωn5

gp1 (iωn1)gp2 (iωn1 + iωp)

×gp3 (iωn3)gp4 (iωn3− iωp)gq1 (iωn5)gq3 (iωn1 + iωn3− iωn5) ; (C.27)
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the ωn5 summation is standard, whereas the ωn1 and ωn3 summations require the following identities:

1
β

∑
ωn3

1
iωn3− εp3

1
iωn3− iωp− εp4

1
iωn1 + iωn3− εq1− εq3

= f (εp3)
1

εp3− iωp− εp4

1
iωn1 + εp3− εq1− εq3

+ f (εp4)
1

iωp + εp4− εp3

1
iωn1 + iωp + εp4− εq1− εq3

− fB (εq1 + εq3)
1

εq1 + εq3− iωn1− εp3

1
εq1 + εq3− iωn1− iωp− εp4

, (C.28a)

and

− 1
β

∑
ωn1

1
iωn1− εp1

1
iωn1 + iωp− εp2

1
iωn1 + iωp + εp4− εq1− εq3

=
∫

∞

−∞

dε

2πi
f (ε)

1
ε− iωp− εp1

(
1

ε+− εp2

1
ε++ εp4− εq1− εq3

− 1
ε−− εp2

1
ε−+ εp4− εq1− εq3

)
− f (εp1)

1
εp1 + iωp− εp2

1
εp1 + iωp + εp4− εq1− εq3

, (C.28b)

where ε± ≡ ε± i0+. The second identity can be derived by allowing the complex plane contour to

wrap around the line Imz = ωp[74].

After applying the identities above, performing analytic continuation iωp→Ω+, and performing

all p integrals that are approachable by the contour method in Eq. (C.24), we find

G′C,BCS
j j′ (Ω)

=−
(

2πv2
F

TK

)2

8 ∑
j1 j2

U1, j1U
∗
1, j2U1, j′U∗1, j′S

∗
j j1S j j2

1
Ω

∫ dq1dq3

(2π)2 [ f (−εq1)− f (εq3)]

×

{∫ d p1d p4

(2π)2 [ f (εp4)+ fB (εq1 + εq3)]
f (εp1 +Ω)− f (εp1)

Ω

1
εp1 +Ω++ εp4− εq1− εq3

−
∫ d p2d p3

(2π)2 [ f (εp3)+ fB (εq1 + εq3)]
f (εp2−Ω)− f (εp2)

−Ω

1
εp2−Ω++ εp3− εq1− εq3

}
. (C.29)

In the dc limit, the principal value parts of the integrands cancel to O(1/Ω), while the δ -function

parts remain:
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G′C,BCS
j j′ (Ω) =−(2π)2

T 2
K

8 ∑
j1 j2

U1, j1U
∗
1, j2U1, j′U∗1, j′S

∗
j j1S j j2

1
Ω

2iπ

(2π)4

∫
dεp1

[
− f ′ (εp1)

]
×
∫

dεp4dεq1dεq3 [ f (εp4)+ fB (εq1 + εq3)] [ f (−εq1)− f (εq3)]δ (εp1 + εp4− εq1− εq3)+O(1)

=− 4
T 2

K
∑
j1 j2

U1, j1U
∗
1, j2U1, j′U∗1, j′S

∗
j j1S j j2

1
Ω

i
2π

∫
dεp1

[
− f ′ (εp1)

](
π

2T 2 + ε
2
p1

)
+O(1) . (C.30)

In the second step we have again invoked Eq. (C.23).

Each of the ZS and ZS’ contributions ends up being the opposite of the BCS contribution,

G′C,ZS
j j′ (Ω) = G′C,ZS’

j j′ (Ω) =−G′C,BCS
j j′ (Ω) . (C.31)

therefore, using Eq. (3.22) for the U matrix elements, we can express the total connected contribu-

tion to the conductance to O
(
1/T 2

K
)

as

GC
j j′ =

e2

h
lim
Ω→0

(2πiΩ)G′C,BCS
j j′ (Ω) =−2e2

h

∫
dω
[
− f ′ (ω)

]
T C

j j′ (ω) , (C.32)

where

T C
j j′ (ω) =− 2

V 4
kF

[
S (kF)Γ

† (kF)λΓ(kF)S† (kF)
]

j j

[
Γ

† (kF)λΓ(kF)
]

j′ j′
π2T 2 +ω2

T 2
K

. (C.33)

We have reintroduced the coupling matrix Eq. (3.20). The ω integral can be done explicitly:

GC
j j′ =

2e2

h
8

3V 4
kF

∣∣∣[S (kF)Γ
† (kF)λΓ(kF)

]
j j′

∣∣∣2(πT
TK

)2

, (C.34)

i.e. the lowest order connected contribution to the conductance is O
(
T 2/T 2

K
)
, characteristic of a FL.

Eq. (C.33) is in explicit agreement with Eq. (3.62). We can also check its consistency with the

Eq. (3.48) and single-particle T-matrix inelasticity. Recall that, by virtue of Eq. (3.65), we should

have the following approximate identity for ω ≈ 0 in the FL regime:

T C
j j′ (ω) =− 1

V 2
kF

[
S (kF)Γ

† (kF)λΓ(kF)S† (kF)
]

j j ∑
j′′

T D
j′′ j′ (ω) . (C.35)

On the other hand, Eqs. (3.86) and (3.88) yield for the on-shell T-matrix

Im [−πνT(ω)]−|−πνT(ω)|2 = π2T 2 +ω2

2T 2
K

; (C.36)

therefore, plugging Eq. (C.36) into Eq. (3.48), we find that for ω ≈ 0,
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∑
j′′

T D
j′′ j′ (ω) =

π2T 2 +ω2

2T 2
K

4
V 2

kF

[
Γ

† (kF)λΓ(kF)
]

j′ j′ . (C.37)

Eqs. (C.35) and (C.37) are fully consistent with Eq. (C.33).
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