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ABSTRACT 

Nuclear medicine, an important branch of modern medical imaging, is an essential tool for 

both diagnosis and treatment of disease. As the fundamental element of nuclear medicine 

imaging, the gamma camera is able to detect gamma-ray photons emitted by radiotracers 

injected into a patient and form an image of the radiotracer distribution, reflecting biological 

functions of organs or tissues. Recently, an intensified CCD/CMOS-based quantum detector, 

called iQID, was developed in the Center for Gamma-Ray Imaging. Originally designed as a 

novel type of gamma camera, iQID demonstrated ultra-high spatial resolution (<100 micron) 

and many other advantages over traditional gamma cameras. This work focuses on 

advancing this conceptually-proven gamma-ray imaging technology to make it ready for 

both preclinical and clinical applications. To start with, a Monte Carlo simulation of the key 

light-intensification device, i.e. the image intensifier, was developed, which revealed the 

dominating factor(s) that limit energy resolution performance of the iQID cameras. 

      For preclinical imaging applications, a previously-developed iQID-based single-photon-

emission computed-tomography (SPECT) system, called FastSPECT III, was fully advanced 

in terms of data acquisition software, system sensitivity and effective FOV by developing 

and adopting a new photon-counting algorithm, thicker columnar scintillation detectors, and 

system calibration method. Originally designed for mouse brain imaging, the system is now 

able to provide full-body mouse imaging with sub-350-micron spatial resolution. 

      To further advance the iQID technology to include clinical imaging applications, a novel 

large-area iQID gamma camera, called LA-iQID, was developed from concept to prototype. 

Sub-mm system resolution in an effective FOV of 188 mm × 188 mm has been achieved. 

The camera architecture, system components, design and integration, data acquisition, 

camera calibration, and performance evaluation are presented in this work. Mounted on a 

castered counter-weighted clinical cart, the camera also features portable and mobile 

capabilities for easy handling and on-site applications at remote locations where hospital 

facilities are not available. 
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CHAPTER 1 

INTRODUCTION 

In recent years, medical imaging has become more and more important as an effective way 

for screening and diagnosis of many kinds of disease and conditions. A key advantage of a 

majority of modern medical-imaging techniques is that the process is non-invasive, which 

means no instrument is introduced into the patient’s body. As an important branch of 

medical imaging, nuclear medicine can assist with both diagnosis and treatment of disease. 

Nuclear imaging provides in vivo function-based imaging, which enables visualization and 

assessment of physiological processes by detecting regions of biological/biochemical 

activity associated with conditions such as unregulated metabolism, inflammation, rapid cell 

division, hypoxia, expression of cell surface receptors, etc. Scintigraphy, Single-Photon 

Emission Computed Tomography (SPECT) and Positron-Emission Tomography (PET) are 

three nuclear imaging techniques currently used in clinical and preclinical imaging 

applications. This chapter starts from the origin of radioactivity, provides an overview of 

radioactivity detectors, and from there introduces scintigraphy, SPECT and PET systems. 

Finally, the goals of this work are presented: advancing a high-resolution intensified 

quantum-imaging detector approach to gamma-ray imaging applications. 

1.1 Radioactivity 

The underlying principle of nuclear imaging is the detection of minute, trace, amounts of 

radioactivity. Strictly speaking, radioactivity, also known as radioactive decay, refers to the 

physical process through which an unstable atom emits radiation when losing energy, 

capturing electrons or going through internal conversion.  The emitted radiation can be alpha 

particle, beta particle, electron or gamma-ray. Energetic fission fragments can also be made 

by some heavy isotopes, but are generally not useful for imaging or therapy.  

      The discovery of radioactivity can be traced to the discovery of high-energy photons, 

which was honored in the very first Nobel Prize in physics, awarded to Whilhelm Conrad 

Röntgen in 1901. Röntgen’s discovery led to widespread experimentation among scientists 

and physicians, and he is today considered the “father” of diagnostic radiology. 



15 
 

      In 1895, Röntgen was experimenting with different kinds of vacuum tubes by passing 

electrical discharge through them. One tube had a thin aluminum window to allow any 

effects of the electrical discharge to exit the tube. After the aluminum window was a 

protective cardboard piece that was opaque to light, meaning no light would pass through 

the cardboard. However, another cardboard painted with barium platinocyanide, when place 

close to the aluminum window, surprisingly showed a fluorescent effect. The same effect 

happened with another tube with a glass wall. After some other experiments that repeated 

the same results Röntgen speculated that a new kind of ray, which he names “X-rays”, 

caused the fluorescent effect. X-rays are also known as “Röntgen rays” in many languages. 

When he was testing different materials to stop the rays, he saw the very first radiographic 

image of his own skeleton by putting his hand into the path of rays. About two weeks later, 

he took the very first picture of his wife’s hand using X-rays as shown in Figure 1.1, which 

was also the first application of X-rays for medical imaging. Three papers were then 

published in 1895, 1896, and 1897 by Röntgen about his investigation of X-rays [Röntgen 

1895, 1896, 1897].  

 

Figure 1.1: The first x-ray image of the hand of Whilhelm Röntgen’s wife. 

      It was Röntgen’s discovery of X-rays that led to a widespread experimentation with 

high-energy photons across the world. And in 1896, just less than one year after Röntgen’s 

discovery of X-rays, natural radioactivity was discovered by the French scientist Henri 

Becquerel. With the suspicion that the glow caused by X-rays might actually be related to 

phosphorescence, Becquerel performed some experiments by wrapping photographic plates 

with black paper and placing different phosphorescent salts on the outside. If his speculation 
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was correct, he expected to see the blackening of the photographic plate. However, none of 

the phosphorescence salts showed positive results. Surprisingly when he placed uranium 

salts that are not phosphorescent on the plate, he observed a blackening effect. These 

experiments proved that X-rays were not produced by the phosphorescent materials, and that 

uranium can also generate invisible rays that can cause blackening of photographic plates. 

Although it seemed the invisible rays produced by uranium were similar as X-rays, further 

research by Becquerel and other researchers, including his students Pierre Curie and Marie 

Curie, showed that the invisible rays were more complicated than X-rays. These invisible 

rays or radiations were given the name of “Becquerel Rays”. Becquerel, Pierre and Marie 

Curie also shared the third Nobel Prize in Physics for the discovery of natural radioactivity 

in 1903. 

      Ernest Rutherford, a British physicist, started exploring the radioactivity of uranium after 

learning about Becquerel’s experience. He discovered two types of radiations that have 

different penetration properties than X-rays, which he named “alpha ray” and “beta ray” in 

1899. Alpha rays have the weakest penetration power, and were later renamed as alpha 

particles, which consists of two protons and two neutrons bound together. Beta rays have 

stronger penetration power, and were later reclassified as beta particles, which are high-

energy electrons or positrons. Both particles are produced in the process of nucleus decay. 

Paul Ulrich Villard, a French chemist and physicist, discovered a third type of ray when he 

was investigating the radiation from radium salts. He used thin layer of lead to block alpha 

rays while two other kinds of rays still made it through. One of these two rays can be bent 

by a magnetic field and was recognized as beta rays and the other had never been identified 

at that time and could not be bent by a magnetic field. Because of their higher penetration 

power than alpha rays and beta rays, in 1903 Ernest Rutherford proposed calling the third 

type of rays “gamma rays”.  
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1.2 X-Rays vs Gamma-Rays 

Although alpha rays, beta rays and gamma rays were discovered in the same time period and 

even emerging from the same radioisotope, alpha rays and beta rays are in fact charged 

particles and they are easily separated from gamma-rays, which are actually electromagnetic 

waves. However, X-rays and gamma-rays are not distinguishable as they differ only in 

where they originate.  

      X-rays used for medical imaging applications are typically produced when accelerated 

electrons of sufficient energy collide with a metal target or anode. This often happens in a 

tube where high voltage is applied and the electrons are released by a hot cathode and 

accelerated by an applied electric field. The anode can be made from different materials. In 

imaging applications, the anode is usually made of tungsten but sometimes molybdenum is 

used for generating lower-energy X-rays. Two physical processes can occur when X-rays 

are generated. The first process is called characteristic X-ray emission. In this case, the 

accelerated electron has enough energy to knock one electron out of an inner shell of an 

anode atom. When the vacancy is filled by another electron in higher energy level, an X-ray 

photon is emitted. Since the X-ray photons emitted in this way have exactly the same energy 

and wavelength, distinct peaks will show up in the X-ray emission spectrum, called spectral 

lines of the anode material. The second process is called bremsstrahlung emission. In this 

case, the X-rays are emitted when the accelerated electrons are scattered and decelerated by 

the strong electric fields of the nuclei. Because the scattering angle can be in any direction 

and involve any energy loss, the emitted X-ray photons’ energies are continuously varying, 

yielding a continuous spectrum. The largest energy of X-ray photons possible therefore 

depends on the kinetic energy of the accelerated bombarding electrons and thus the voltage 

setting (kVp) of the X-ray tube. Typically X-ray photon energies can vary between 100eV 

and 100keV corresponding to wavelength varying between 10nm and 0.01nm. X-rays with 

greater than 10keV energy or shorter than 0.1nm wavelength are often called hard X-rays, 

while those of longer wavelength are often called soft X-rays. Generally, the total X-ray 

emission spectrum consists of both the continuous bremsstrahlung energy distribution and 

the characteristic spectral lines as shown in Figure 1.2. 
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Figure 1.2 [Durko 2014]: Simulated X-ray spectrum by accelerating electrons across 100kV 

voltage and bombarding a tungsten target. Both characteristic spectral lines of the tungsten 

and the continuous bremsstrahlung energies are shown in the figure. 

      Unlike X-rays, gamma-rays are produced in a process involving the nucleus. For 

example, an excited or unstable nucleus may first go through alpha decay or beta decay by 

emitting an alpha or beta particle, leaving the remaining nucleus still in an excited state. 

When the excited daughter nucleus decays to a lower energy state through so-called gamma 

decay, a gamma-ray photon is emitted. Another source of gamma-rays is the annihilation of 

a positron and an electron. Positrons are produced in beta plus decay of a nucleus. Normally 

beta decay refers to beta minus decay when a neutron converts into a proton by emitting an 

electron. Beta plus decay refers to the process when a proton convers into a neutron by 

emitting a positron. When a positron, the anti-matter equivalent of the electron, combines 

with an electron, they annihilate each other and release two antiparallel gamma-ray photons, 

each with energy of 511 keV (or in a rare process, release three or more gamma rays). This 

source of gamma-rays is used in positron-emission-tomography (PET) systems that will be 

introduced later.  

      Half-life is a term describing how fast radioisotopes undergo radioactive decay. The 

definition of half-life is the time required for the amount of radioactivity in a sample to 

decay to half of its initial value. The energies of gamma rays typically vary between tens of 

keVs to well above 1 MeV. 
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Figure 1.3 [Widen 2008]: The electromagnetic spectrum with gamma-rays and X-rays on the 

shorter wavelength end. Large energy overlap can be seen for gamma-rays and X-rays. 

      As shown in Figure 1.3, X-rays and gamma-rays have largely overlapping energy ranges 

and both are electromagnetic waves, making them indistinguishable by detectors. However, 

due to their method of generation, X-rays are more commonly used in transmission 

tomography such as the well-known computed tomography (CT) systems, as well as planar 

scanning systems like the radiography and fluoroscopy systems in hospitals and cargo 

inspection systems in airports. In these systems, X-rays partially penetrate through the 

targets and generate image contrast based on the spatial attenuation distributions. Gamma-

rays are typically used in scintigraphy, SPECT and PET systems. Instead of placing the 

source away from the target and shining its rays upon the target, gamma-ray sources in the 

form of radiolabeled carrier molecules are introduced into the target and allowed to 

concentrate in the region of interest. This technology is the so called radiotracer technique. 

1.3 Radiotracer Technique 

The discovery of the radiotracer technique traced back to early 1900s. A Hungarian chemist 

named George Charles de Hevesy joined Ernest Rutherford’s group and started a task to 

isolate radium D from a large amount of lead. However, after two years of work, de Hevesy 

found there was no way to distinguish or separate the radium D from the lead chemically. 

He changed his way of thinking and decided to use radium D as surrogate for lead. [Hevesy 

1962] Later on, in a study of metabolic processes of plants and animals, de Hevesy replaced 

a portion of stable isotopes with radioactive isotopes, which allowed him to trace the 

distribution of the chemicals in plant and animal bodies. The first paper was published in 
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1923 regarding the use of natural radiotracer 
212

Pb to study the absorption and translocation 

of metals in roots, stems and leaves. [Hevesy 1923, Myers 1979] In 1943, George de Hevesy 

was awarded the Nobel Prize in Chemistry for his work on the use of isotopes as tracers in 

the study of chemical processes.  

      Technically, a radiotracer, also called a radioactive tracer or radioactive label, is a 

chemical compound where one or more atoms have been replaced by unstable isotopes or 

radioisotopes, so that chemical reactions can be traced by detecting the radioactive decay of 

the radioisotope. There are many important applications of the radiotracer technique. 

Beyond tracing chemical reactions, the distribution of substances in tissues and the flow of 

certain fluids can be tracked after a radioactive compound is introduced into the tissue or 

fluid. Radioactive tracers are also the starting point of modern nuclear-imaging technologies 

such as PET scans, SPECT scans, and all kinds of scintigraphy scans. They provide a non-

invasive way to measure the distribution of radiolabeled compounds in the body. 

      With the development of modern isotope-production and chemical-synthesis 

technologies, many different kinds of radiotracers can be produced to target a specific region 

or process in the body. For example, technetium-99m, with the symbol of 
99m

Tc, is a 

radioisotope of technetium and is widely used in medical diagnostic procedures. 
99m

Tc emits 

gamma-rays with a main photon energy of 140keV about 88% of the time and decays to 

99
Tc. The half-life of 

99m
Tc is about 6 hours, which allows enough time for a medical study 

while keeping total radiation dose to the patient low. An example is 
99m

Tc-labeled methylene 

diphosphonate, also called MDP, a pharmaceutical product widely used in bone scans. 

Because the uptake of MDP mainly occurs at cites of the bone reformation, it is used to 

locate bone metastases of multiple cancer types. [Subramanian et al. 1975]   

      The ability to target specific cells or processes with radiotracers or radiopharmaceuticals 

makes nuclear imaging a functional imaging technology, meaning that its utility is in 

detecting or measuring changes in metabolism, blood flow, absorption and so on. In 

comparison, X-ray imaging techniques like the CT scan or non-radiation methods like 

magnetic resonance imaging (MRI) are for structural imaging, meaning that they mainly 

provide anatomical information about the body. 
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1.3.1 Common Radioisotopes and Ligands 

Although natural radionuclides exist, most radionuclides used in nuclear imaging 

applications are synthesized deliberately. There are three typical ways to synthesize 

radionuclides. Nuclear reactors can generate radioisotopes from fission products or neutron 

bombardment of suitable targets. Particle accelerators such as cyclotrons can produce 

radionuclides by bombarding accelerated charged particles onto a target. Radionuclide 

generators generate radioisotopes through the decay of a longer half-life parent radionuclide. 

For example, the most commonly used 
99m

Tc is the decay product of molybdenum-99 (
99

Mo) 

produced in nuclear reactors. Table 1.1 lists the most commonly used radioisotopes in 

nuclear imaging with their half-life.   

Nuclear Medicine Radioisotope Peak Energies (keV) Half life 

Scintigraphy 

SPECT 

99m
Tc 142.68 (89%) 6.01 hours 

111
In 

172.28 (90.7%) 

245.35 (94.1%) 
2.80 days 

123
I 158.97 (83.3%) 13.22 hours 

125
I 

27.202 (39.6%) 

27.472 (73.1%) 
59.4 days 

PET 

18
F 

511 × 2 

109.8 minutes 

11
C 20.33 minutes 

13
N 9.97 minutes 

15
O 122.24 seconds 

Table 1.1: Common radioisotopes used in nuclear medicine imaging with their peak energies 

and half-life. 

      Besides radioisotopes, properly selected ligands are the key biochemical substances that 

carry the radioisotopes to the tissue of interest. The affinity of the radiolabeled ligands or 

radioligands to the target tissue relative to non-specific background uptake determines the 

image quality that can be measured in the tissue of interest. So it’s preferred to choose 

radioligands that can be transported to the tissue, have high affinity for the tissue, but clear 

from the rest of the body quickly. [Alford et al. 2009, Müller and Schibli 2013] 
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1.4 Nuclear-Medicine Imaging 

While the radiotracer technique dates back nearly 100 years, nuclear medicine imaging, also 

called nuclear medicine though that technically also includes therapeutic use of 

radioisotopes, developed over the last half-century as detector and electronics technology 

advanced. As a major branch of modern medical imaging, nuclear medicine has been widely 

used for early detection, treatment and screening of many medical conditions. Some 

examples include brain tumors, breast cancer, heart disease, loss of kidney function, thyroid 

cancer, lymphoma, etc. Nuclear medicine demonstrates many advantages over other types of 

imaging techniques for certain applications. By introducing radioisotope-labeled 

pharmaceuticals or radiotracers into the body through intravenous injection, inhalation or 

ingestion, no instruments need to be inside the body for imaging purposes, making nuclear 

medicine imaging a non-invasive imaging tool. The radiation dose is typically lower than 

that of conventional X-ray imaging. There are also very rare side effects during nuclear 

imaging. Because the radiotracer distribution varies with the functionality of an organ, 

nuclear medicine can often diagnose certain conditions much earlier than other types of 

imaging techniques. As an example, methylene-diphosphonate (MDP) is a pharmaceutical 

primarily taken up by regenerating bone matrix. By attaching technetium-99m radioisotope 

to MDP and delivering to human body, all bone will absorb some radiotracer and show up in 

the image. If there is a fracture or other insult to the bone, the physiological function at the 

insult location will be increased, absorbing more radiotracer and resulting in a “hot spot” in 

the image.  

      Unlike diagnostic X-ray or CT scans, where the X-ray source is produced outside of the 

body and X-rays are passing though the body to form an image of attenuation as indication 

of anatomical structure, nuclear medicine generally employs external detectors or cameras, 

often called gamma cameras, to capture the gamma rays emitted by the 

radiopharmaceuticals attached to specific organs inside the body, and relate the image to the 

radiotracer distribution. So an image from a gamma camera is representing or can be related 

to the physiological function of organs instead of the anatomical structure of the body. As 

shown in Figure 1.4, a PET scan, a nuclear-medicine technique, of the same body shows a 

substantially different image than a CT scan. 
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Figure 1.4: Comparison of CT and PET scans of the same patient body. Notice the different 

image contents and contrasts between a CT scan and a nuclear medicine scan.  

      There are three major techniques in nuclear medicine imaging, namely, scintigraphy, 

single-photon-emission computed-tomography (SPECT) and positron-emission tomography 

(PET). Although each of them has its own principles, features, advantages and 

disadvantages, the key fundamental element of all three is the gamma camera (scintigraphy 

& SPECT) or closely related block detector (PET). 

1.4.1 Gamma Camera 

A gamma camera is a device used to form an image of radioisotopes distributions. The most 

commonly used gamma camera was invented by Hal Anger in 1952, which is called Anger 

camera or Anger scintillation camera and is also the basis of modern gamma cameras. 

[Anger 1952, Anger 1958, Anger 1964] Figure 1.5 shows a schematic view of the cross 

section of an Anger camera outfitted with a pinhole collimator. 
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Figure 1.5 [Anger 1958]: A schematic view demonstrating the configuration and imaging 

principle of an Anger camera. 

      Basically four components are required for a gamma camera to form an image of the 

radiotracers. The first component is the gamma-ray image-formation optics, which creates 

correspondence between points in the object and points in the image. The pinhole aperture 

and the parallel-hole collimator are two typical elements used for gamma-ray image 

formation. Pinhole apertures form an inverted image of the object with different 

magnifications along the depth of the object, whereas parallel-hole collimators form erect 

images with 1:1 magnification. Figure 1.6 shows both a pinhole aperture and a parallel-hole 

collimator for gamma-ray imaging. The second component after the gamma-ray optics is the 

gamma-ray detector, which detects each gamma-ray photon by physical interaction and 

transfers its energy into other forms of energy that can be conveniently transported and 

recorded. Scintillation detectors and semiconductor detectors are two major types of 

gamma-ray detectors developed and used in gamma cameras. Gamma-ray photons interact 

with scintillation detector materials and transfer their energy into visible light, whereas the 

interaction in semiconductor detector generates electron-hole pairs that form current under 
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an applied bias voltage. The third component in a gamma camera is the readout system, 

which processes the raw signals from gamma-ray detectors, either scintillation light or 

current, and transfers them into digital electrical signals. Section 1.7 presents a survey of 

most commonly used scintillation detectors and semiconductor detectors, along with 

different readout systems. The final component in the gamma-ray imaging chain is signal 

processing and estimation. This is currently realized in a computer by applying algorithms to 

the digital signals produced by the readout system. For example, maximum-likelihood (ML) 

estimation has been frequently used in gamma-ray imaging to estimate interaction position, 

energy, and other parameters of detected gamma-ray photons. [Barrett et al. 2009] More 

insights about scintillation-gamma-camera physics will be presented in chapter 2. 

                 

Figure 1.6 [Chen 2006]: The imaging principle of a pinhole aperture (left) and a parallel-

hole collimator (right) 

1.4.2 Scintigraphy 

Scintigraphy refers to the nuclear-medicine imaging technique that detects gamma-rays 

emitted by the radiotracers with a gamma camera and forms a two-dimensional image. It’s 

the most straightforward application of gamma cameras. Since it’s a 2D planar imaging 

technique, very little depth information can be acquired in scintigraphy. However, when 

depth information is not very important, scintigraphy can be very convenient and easy to 

interpret. Because only one gamma camera is required, the system is usually portable and 

can be applied to many different organs or locations of the body, such as lung scintigraphy, 

mammoscintigraphy, bone scintigraphy, and lymphoscintigraphy. Dedicated gamma 

cameras designed specifically for certain type of scintigraphy can have optimal performance 

compared to other general-purpose gamma cameras. [Weinmann et al. 2009] 

      As a planar imaging technique, scintigraphy is the direct application of gamma cameras 

with minimal post-processing. Other techniques exist that are based on both gamma cameras 
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and complicated post-processing techniques such as limited angle tomography or 

tomosynthesis. True 3D information of radiotracer distribution is provided by SPECT and 

PET. 

1.4.3 SPECT 

SPECT stands for single-photon-emission computed tomography and is a tomographic 

imaging technique based on radiopharmaceuticals emitting gamma rays one at a time. A 

SPECT system consists of one or multiple gamma cameras similar to the ones used in 

scintigraphy applications. When the radiotracers or radiopharmaceuticals are produced and 

introduced to the body, they emit gamma-rays into all directions during their decay 

processes. A SPECT imaging system then rotates the gamma cameras around a human body 

and captures 2D projection images of radiotracer distribution from many different 

orientations with the equipped gamma cameras. After acquisition of the data, a tomographic 

reconstruction algorithm is then applied to the set of acquired projection images, generating 

a 3D-tomographic estimate of the radiotracer distribution in the body. Finally the 

tomographic image will be displayed and analyzed. [Wernick and Aarsvold 2004] Figure 1.7 

shows a schematic diagram of a SPECT system with three parallel-hole-collimator-equipped 

gamma cameras. 

 

Figure 1.7 [Chen 2006]: Schematic diagram of SPECT system with three gamma cameras 

detecting single photons emitted from the radiotracers. 

      Because SPECT is based on the same gamma-camera architecture used in scintigraphy 

applications, both techniques may share the same types of radiotracers, which, as mentioned 

above, emit a single gamma-ray photon during each gamma decay. This is also the reason 

for the name of “single-photon-emission” computed tomography. For SPECT imaging, 

projection images from a range of angles of view are required to reconstruct the 3D 
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distribution of radiotracer. In clinical applications, usually there are two or three gamma 

cameras rotating around the body with 3-6 degrees step. For optimal reconstruction results, 

360-degrees of acquisition are virtually always used. The more gamma cameras, the faster 

the scan will be. Another alternative configuration that has emerged recently in preclinical 

applications is to use multiple fixed gamma cameras arrayed in angle increments to acquire 

multiple projection images simultaneously. This type of SPECT system is called stationary 

SPECT or FastSPECT [Kastis et al. 1998, Furenlid et al. 2004, Miller et al. 2010]. Since no 

rotation of the gamma cameras is required, acquisition time can be very fast depending on 

the sensitivity of the system and the dynamics of the radiotracer activity in the object. Also 

no error will be caused by imprecise movement of the gamma cameras. Because of the 

dynamic nature of nuclear medicine imaging including the natural decay of radioisotopes 

and change of biological distribution of the radiotracers, simultaneous acquisition in 

stationary SPECT guarantees the same radiotracer distribution for all of the projection 

images, which reduces reconstruction error and provides most accurate and quantitative data. 

Another type of SPECT system recently emerging is adaptive SPECT, which can vary 

different configurations, pinhole diameters and distances for example, to adapt the system to 

different applications, providing the optimal performance [Chaix2015]. Section 1.7 presents 

a survey of state-of-the-art SPECT systems with relevant configurations and performances 

metrics. 

      Besides the projection images acquired from the gamma cameras in different 

orientations, information about the system imaging matrix is required before a 3D image of 

the radiotracer distribution can be reconstructed. System calibration is the process of 

characterizing the system response for all points in the field of view (FOV) across all 

orientations of image acquisition. Typically, a small point source made from radioisotopes is 

scanned across the 3D space of the FOV and projection data is acquired for each position of 

the point source. [Chen et al. 2005] In most rotational SPECT systems, only rotation 

parameters are measured. Other calibration data in the system matrix is modeled. In 

stationary SPECT system, calibration data for all necessary directions can be simultaneously 

acquired from all of the gamma cameras, which incurs no estimation error. All of the data 
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acquired in the system-calibration process will be arranged in a matrix format for future 

image reconstructions, called the imaging or system matrix. 

      With an imaging matrix describing the system response and projection data of the object, 

a 3D image can be reconstructed via a tomographic reconstruction algorithm. 

Reconstruction methods were developed nearly two decades after the invention of Anger 

camera, however, most of them suffered from limitations in computational hardware. 

[Budinger and Gullberg 1974] Shepp and Vardi [1982] introduced the maximum-likelihood 

expectation maximization (MLEM) reconstruction method in 1982; that is an iterative 

reconstruction technique based on photon-counting statistics. With the ability to incorporate 

accurate system models, MLEM is widely used in emission tomography reconstruction. 

With the development of parallel-processing architectures such as graphical processing units 

(GPUs), MLEM can be very fast to compute. [Miller et al. 2012c]  

1.4.4 PET 

PET is the abbreviation for positron-emission tomography. PET is another type of 

tomographic imaging system based on radiotracer techniques. However, the system 

configuration and imaging principle of PET are different from SPECT. 

      First, the radiotracers used in PET imaging do not usually produce gamma-rays upon 

decay. Instead, a positron (β
+
) is produced that travels a short distance and then annihilates 

with an electron in surrounding matter. Upon annihilation, two 511-keV gamma-ray photons 

traveling in almost exactly opposite directions are generated as shown in Figure 1.8 (upon 

rare occasion, three or more photons may be produced). So the two gamma-ray photons are 

indirectly generated by the radioisotope’s decay. Because positron-emission radioisotopes 

generally have short half-lives, a nearby facility that generates these radioisotopes is 

required, causing a higher cost of the radiotracers. Also, because the location of annihilation 

is different than the location of the radiotracer decay, caused by the non-zero range of the 

positron’s travel, the spatial resolution of PET system has some physical limitations. 
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Figure 1.8 [Chen 2006]: Left: Demonstration of positron emission and its annihilation with 

an electron; Right: Schematic diagram of a PET system. 

      Unlike SPECT systems or gamma cameras, PET doesn’t depend on pinhole or parallel-

hole collimators for creating correspondences between points in the object and points in the 

image. Instead, PET takes advantage of the antiparallel characteristics of the two emitted 

gamma-ray photons and depends on coincidence detection (ACD) to determine the line 

position of the radioisotope. Figure 1.8 shows a typical geometry of a PET system, where 

small detectors are arranged in a ring. By detecting both gamma-ray photons with two 

detectors during a preset short time interval, the line of response along which the 

annihilation occurred can be determined. The total number of events collected by a pair of 

detectors thus corresponds to a line integral of the 3D radiotracer distribution similar to what 

pinholes and parallel-hole collimators provide.  

      Because no pinhole or parallel-hole collimator are required in PET system, many more 

gamma-ray photons compared to SPECT system will make their way to the detectors, thus 

requiring the detectors to have ultra-fast response or ultra-high timing resolution to separate 

incoming photons in the temporal domain. A large number of high-timing-resolution 

detectors increase the cost of PET systems relative to SPECT systems. However, because of 

the high gamma-ray energy which gives large detector signals, and the high collection 

efficiency, both resolution and system sensitivity are typically better than SPECT systems. 

      The major focus of this work is on gamma cameras and SPECT systems. 
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1.5 Performance Metrics 

When a nuclear imaging system, either a gamma camera or SPECT system, is developed, a 

number of conventional metrics are used to evaluate the performances and characterize the 

imaging system, including spatial resolution, detection area or FOV, energy resolution, 

count-rate capability and sensitivity. Recently pioneered by the Center for Gamma-Ray 

Imaging, task-based evaluation should be used to estimate the performances of an imaging 

system. Signal-detection theory is a well-established rigorous method for measuring imaging 

system performances where an observer is typically employed for assessing the detectability 

of a signal in a background. [Sain and Barrett 2003] This section only focuses on the 

conventional performance metrics, however, it’s recommended to read chapter 16 of the 

book by Barrett and Myers [2004] for an explanation of task-based performance evaluation. 

      Spatial resolution is a measure of the ability to resolve small objects in the FOV. The 

overall system spatial resolution of a gamma camera is typically assessed by the full width at 

half maximum (FWHM) of the image profile of a point-like or line-like radiation source 

with smaller FWHM value indicating better spatial resolution. The system spatial resolution 

is mainly affected by both the collimation resolution of the gamma-ray optics and the 

intrinsic resolution of the detection system. Collimation resolution arises from different 

designs of the gamma-ray optics such as pinhole and parallel-hole collimators, and in 

general constitutes the major part of the system resolution. Detector intrinsic resolution is 

contributed by gamma-ray detector and associated readout electronics. Statistical variations 

in scintillation photons production after gamma-ray interaction with the detector or 

photoelectrons emission by the photocathode of PMTs or image intensifiers all affect the 

intrinsic resolution. Spatial resolution directly affects lesion detection and various estimation 

tasks. It has also been shown that small improvements in spatial resolution contribute to 

large improvements in lesion detection and estimation tasks and improved resolution also 

reduces the number of necessary detected photons to produce visually similar images. 

[Muehllehner 1985, Rolland 1990, Rolland and Barrett 1992, Müller et al. 1986] 

      Detection area or FOV is another key parameter of an imaging system. When equipped 

with a parallel-hole collimator, the FOV is just the physical area of the detector. When 

pinhole apertures are used, the physical area of the detector divided by the magnification of 
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the pinhole aperture defines the FOV. FOV determines how large an object can be imaged 

by a gamma camera or a SPECT system without axial scanning. For example, 20mm 

spherical FOV may be enough for rodent brain imaging whereas a 200mmx200mm FOV is 

typically required for dedicated mammoscintigraphy. Another more important parameter 

affected by both detection area and spatial resolution is the space-bandwidth (Sp-BW) 

product, which determines the effective number of resolvable elements and is defined as the 

area of detector divided by the area of the effective PSF. [Barrett and Hunter 2005, Kupinski 

2005] Large-Sp-BW detectors can provide improved overall efficiency than small-Sp-BW 

detectors. In SPECT imaging, the same image resolution can be achieved using minifying 

pinholes and small-area high-Sp-BW detectors as can be achieved using magnifying 

pinholes and large-area low-Sp-BW detectors. [Rogulski et at. 1993] However, since more 

small-area detectors and minifying pinholes can be placed around the object, higher system 

efficiency can be achieved. 

      Energy resolution is a measure of the ability of a detector to accurately determine the 

energy of incoming radiation and is typically expressed as a percentage of the incoming 

photon energy as (FWHM / photo energy peak) × 100, where the FWHM and photo peak are 

measured from the detected spectrum of incoming radiation. This ability is affected by both 

the detector material and the readout system of a gamma camera. The importance of energy 

resolution performance lies in two applications. The first application is to separate two 

radioisotopes and provide two separate images for each radioisotope distribution, so that two 

radiotracers targeting different processes can be used at the same time. The second 

application is to discriminate against scattered gamma-rays that are usually assumed to carry 

little spatial information and tend to degrade image quality. (The physics of Compton 

scattering is presented in chapter 2)  

      The count-rate capability is the ability of a detector to separately record incoming 

photons with certain count rate. When the count rate of incoming photons exceeds the count-

rate capability of a detector, pileup occurs, resulting in degradation of spatial resolution, 

energy resolution, sensitivity, and linear response to activity. To provide higher count-rate 

capability, more gamma cameras with smaller pinholes can be used, as in a stationary 

SPECT system. Also photon-counting detectors are preferred compared with integrating 



32 
 

detectors. One advantage of using photon-counting detectors is that all detected rays 

including primary gamma-rays, and Compton scattered rays are analyzed individually, so 

the resulting image follows Poisson statistics. [ch.11 in Barrett and Myers, 2004] However, 

it’s not impossible to use an integrating detector to identify individual gamma-ray photons if 

they are read out sufficiently fast. Furenlid et al. [2004] determined the maximum allowable 

count rate based on statistical analysis for using integrating detectors as a function of frame 

rate, detector PSF, and the degree of permitted overlap or multiplexing.  

      Finally, sensitivity is one of the most important performance metrics of a gamma camera 

or SPECT system. It’s defined as the ratio between counted photons and the total number of 

photons emitted by the radiotracers. For a single gamma camera, sensitivity is mainly 

affected by the gamma-ray optics and gamma-ray detector thickness, but can also be 

affected by the energy window or threshold applied in the readout system and signal-

estimation process. For example, a scintillation gamma camera with pinhole aperture 

typically has <10
-4

 sensitivity level. For a SPECT system, the number of pinholes is a very 

important factor affecting the system sensitivity. Another definition usually used for 

sensitivity is based on the unit of cps/MBq, which is the counts per second recorded by the 

detectors per mega Becquerel of radioisotope activity in the object. The sensitivity of a 

system or gamma camera directly affects the data acquisition time, and may further affect 

the dosage required to be administered in the body. Because the dosage and acquisition time 

are usually physically limited based on specific tasks, enough sensitivity is the primary 

requirement to acquire a useful image. Figure of merit for a gamma-ray imaging detector 

that combines spatial resolution and sensitivity is the space-bandwidth-efficiency product 

that is defined as FOM = Sp-BW × Efficiency. [Barrett and Hunter 2005] 

      In SPECT system design, spatial resolution, FOV and sensitivity are often inversely 

related. The improvement of two metrics usually causes the degradation of the remaining 

one. So a proper balance or tradeoff between these three metrics needs to be determined for 

a particular task. Table 1.2 lists the variations of the three metrics when some system 

configurations or designs of a pinhole SPECT system have changed to demonstrate the 

tradeoff relationships. 
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Configuration change Resolution (FWHM) Sensitivity Field of view 

Object to pinhole distance ↑ ↓ ↓ ↑ 

Pinhole diameter ↑ ↑ ↑ − 

Detector to pinhole distance ↑ ↑ − ↓ 

Table 1.2: Demonstration of design tradeoff of a pinhole SPECT system. (Here an increase 

in resolution means poorer resolution) 

1.6 Preclinical vs. Clinical Imaging 

Nuclear-medicine imaging techniques can be used for both clinical and preclinical 

applications, with importance in both fields. The importance of nuclear medicine in clinical 

applications has been presented in section 1.4. Here we discuss the importance of nuclear 

medicine in preclinical or small-animal imaging applications.  

      Small animals are widely used in biomedical research. With the capability to provide 

models of human disease, mice are ideal subjects and frequently used in fundamental studies 

of human conditions. Nuclear-medicine imaging can play a key role in these studies. It can 

not only trace the flow of new drugs to see whether they are delivered to the right organ or 

tissue, but also quantify the biodistribution of new diagnostic compounds to assess their 

utility. Over the years, nuclear-medicine imaging techniques have been successfully 

transferred to preclinical imaging systems and applied to many preclinical imaging 

applications, including cardiovascular imaging [Constantinesco et al. 2005, Golestani et al. 

2010, Liu et al. 2007, Khaw et al. 1997], oncology [Gambini et al. 2011, Deutscher et al. 

2009], gene expression [Zinn et al. 2002, Auricchio et al. 2003], etc. 

      Although both preclinical imaging systems and clinical imaging systems are based on 

the same imaging principles, they have many different detector requirements and 

characteristics for their specific applications. Here we present the different detector 

requirements for preclinical and clinical SPECT systems, which also apply to preclinical and 

clinical scintigraphy detectors.  

      The most obvious differences between clinical and preclinical detectors are the FOV and 

spatial resolution. Because the human body has much larger physical dimension than small 

animals like mice, the required FOV for clinical SPECT is much larger than for preclinical 

SPECT. Thus the 1D-linear spatial resolution of a preclinical SPECT image needs to be 
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much higher than a clinical SPECT image to perform the same tasks. Also because of the 

different dimensions, gamma-ray photons undergo more Compton scattering in the human 

body, creating more partial-energy events that demand high-energy-resolution detectors in 

clinical systems, whereas the path length through the tissue is short enough in a mouse that 

Compton scattering rarely happens. This weakens the requirement of high energy-resolution 

for preclinical systems. Other differences between preclinical and clinical nuclear imaging 

involve different radioisotopes and dosages. For human applications, in order to reduce the 

damage caused by radiation and increase the penetration capability, radioisotopes with a few 

hours half-life and >100 keV gamma-ray emissions are preferred, such as 
99m

Tc (6-hour 

half-life and 140keV energy photon), whereas for small-animal imaging, longer half-life and 

lower-energy-emission radioisotopes can be used, such as 
125

I(60-day half-life and ~30keV 

energy photon), which enables the use of additional biologically important ligands and 

longer study periods. Finally, because of the requirements to correct for scattering, 

attenuation and other effects, clinical systems usually lose quantization accuracy and are not 

easily employed in quantitative studies, while quantitative biodistribution studies are 

routinely performed with preclinical systems. 

1.7 Brief Survey of Gamma Detectors and SPECT Systems 

In this section, a brief survey of existing gamma-ray detectors and SPECT systems will be 

presented. As introduced above, gamma-ray cameras are mainly based on scintillation 

detectors or semiconductor detectors. Although many different scintillation materials can be 

used in gamma-ray detection, NaI(Tl) and CsI(Tl) are the two most commonly used 

scintillation materials. Variants of scintillation detector designs include continuous-

scintillator-crystal [Anger 1958, Milster et al. 1984, 1990] , array-of-small-crystal [Truman 

et al. 1994, Weisenberger et al. 1998, 2001], micro-columnar-crystal [Nagarkar et al. 1998, 

Tornai et al. 2001], annular-crystal [Genna and Smith 1988], and concave-crystal [Korevaar 

et al. 2009]. Readout systems for scintillation gamma detectors include different 

configurations of photomultiplier tubes (PMT, PS-PMT, MA-PMT) [Kapusta et al. 2007, 

Kume et al. 1986, Kyushima et al. 2000], photodiode (and SDD) [Choong et al. 2002, 

Fiorini et al. 2000], avalanche photodiodes (APD and PSAPD) [Shah et al. 2001, 2002], 
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charge-coupled devices (CCD/CMOS, EMCCD) [Jerram et al. 2001] and silicon 

photomultiplier (SiPM) [Herbert et al. 2006]. The most common semiconductor materials 

for gamma-ray imaging include CdTe or CdZnTe (CZT) [Kim et al. 2006], Silicon (Si) 

[Peterson et al. 2003], High-purity Germanium (HPGe) [Luke et al. 2000], and Mercuric 

iodide (HgI2) [Levi et al. 1982]. Because a large number of electronics channels are required 

for signal readout of semiconductor detectors, application-specific integrated circuits (ASIC) 

are generally used. Advanced scintillation cameras may also use ASIC-based readouts 

because of the use of semiconductor-based photodetectors. There are three basic ASIC 

architectures; gated integrators [Marks et al. 1996], self-trigging [Pettersen et al. 2005], and 

binary counters [Llopart et al. 2002]. Comprehensive reviews with more details about 

scintillation and semiconductor detectors and readout systems can be found in [Barrett and 

Hunter 2005] and [Peterson and Furenlid 2011]. This work is conducted on the basis of a 

novel gamma camera, i.e. iQID camera, which utilizes micro-columnar scintillator as the 

gamma-ray detector and intensified CCD/CMOS as the readout system. 

      To present a general summary of the state of art in SPECT technologies in the literature, 

a list is compiled in Table 1.3 for preclinical SPECT systems developed over the last two 

decades. Major configuration choices with gamma-ray optics and detectors are presented, 

along with performance metrics of spatial resolution, sensitivity and FOV. Many of the 

systems are stationary SPECT, which can provide much higher system sensitivity than 

rotational SPECT and are feasible in preclinical applications because smaller area detectors 

can be used. One of the systems is adaptive SPECT, which can vary pinhole diameters, the 

number of pinholes, object-to-pinhole distance and pinhole-to-detector distance. Adaptive 

SPECT systems offer versatility for different applications, providing choices of tradeoffs 

between resolution, sensitivity and FOV. Part of this work is to advance the FastSPECT III 

system shown in the list. At the time of this dissertation, the sensitivity of FastSPECT III has 

been greatly improved to ~50cps/MBq with the same 15mm FOV and ~350mm linear 

spatial resolution. 
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References System Configuration 
Resolution 

(mm) 

Sensitivity 

(cps/MBq) 

FOV 

(mm) 

Kastis et al. 1998 

FastSPECT I 

24 1.5mm pinholes 

24 ModCams (NaI(Tl)+PMT) 

2.0 359 20 

Furenlid et al. 2004 

FastSPECT II 

16 1.0mm pinholes 

16 ModCams (NaI(Tl)+PMT) 

2.2 243 40 

Miller et al. 2010 

FastSPECT III 

20 0.25mm pinholes 

20 iQIDs (Columnar CsI(Tl)+CCD) 

0.33 16 15 

Kim et al. 2006 

SemiSPECT 

8 0.5mm pinholes 

8 CZT detectors 

1.45 50 32 

Mediso 

NanoSPECT/CT 

9 or 11 0.6-2.5mm pinholes 

1, 2 or 4 detectors (NaI(Tl)+PSPMTs) 

0.4-2 - 22-62 

Chaix 2015 

AdaptiSPECT 

1-5 0.6-1.4mm pinholes 

16 ModCams (NaI(Tl)+PMT) 

0.6-3.2 220-340 10-84 

Beekman et al. 2005 

U-SPECT I 

74 0.6mm pinholes 

3 clinical detectors 

0.5 2200 10.5 

Van der Have et al. 

2009 

U-SPECT II 

75 pinholes 

0.35 mm 

0.6 mm 

1 mm 

 

0.35 

0.45 

0.8 

 

700 

1800 

900 

 

12 

12 

27 

Table 1.3 [Chaix 2015]: Survey of state-of-art preclinical SPECT systems developed over 

the last two decades. 
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1.8 This Work 

This dissertation describes recent advances in a novel photon-counting gamma-ray detector 

called iQID, which is based on columnar scintillators, image intensifiers and fast frame 

CCD/CMOS sensors. Originally called BazookaSPECT and designed for planar gamma-ray 

imaging, iQID has been expanded to include applications in preclinical scintigraphy and 

SPECT, charged particle (alpha and beta) imaging and auto radiography. To investigate and 

advance the capabilities of iQID cameras for better imaging performance and broader 

applications, this work focused on improving many aspects of iQID cameras, including 

scintillation materials, the readout system, signal processing algorithms, system calibrations 

and 3D reconstructions of the FastSPECT III system. A novel high-resolution large-area 

iQID (LA-iQID) camera was also developed for dedicated clinical lymphatic imaging. This 

is the first step of translating iQID technology towards clinical nuclear medicine 

applications, involving state of art additive manufacturing, a novel system architecture, new 

calibration methods, and a high-standard of system assembly with safety considerations. 

      Chapter 2 provides an overview of scintillation gamma camera physics including 

gamma-ray optics, scintillation detectors and readout systems, and introduces the imaging 

principles behind iQID cameras. Sources of noise in iQID cameras have been analyzed and 

an advanced photon-counting algorithm that has noise-discrimination capability for 

suppressing certain image intensifier background signals is presented. Chapter 3 investigates 

the origins of poor energy resolution in iQID cameras, which is a weakness of iQID cameras 

that still needs to be addressed. The physics of the image intensifier will be introduced in 

detail. A Monte Carlo simulation of the image intensifier’s micro-channel plate (MCP) gain 

stage will be reported. Finally experimental validation and solutions for improving the 

energy resolution of iQID cameras are proposed. Chapter 4 presents recent advances in the 

FastSPECT III system that is an ultra-high-resolution SPECT system incorporating 20 iQID 

cameras. Work described includes scintillator upgrades, new system calibration method, 

helical bed scanning and whole-body mouse imaging. Chapter 5 introduces the novel design 

and development of the Large-Area iQID (LA-iQID), including a high-resolution parallel-

hole collimator design, novel system architecture and assembly, data acquisition system, 

camera calibration, performance evaluation, portability and mobility for easy handling and 
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on-site applications at remote locations where hospital facilities are not available. Chapter 6 

summarizes the achievements of this work and suggests future directions of iQID 

technology development. 
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CHAPTER 2 

DETECTORS 

Since its development in 1958, the Anger camera has been widely used in clinical nuclear 

medicine applications and it is the basis of the modern gamma cameras employed in 

commercial dual-headed & triple-headed SPECT systems. Also called the Anger 

scintillation camera, the Anger camera used a NaI(Tl) scintillation crystal for gamma-ray 

detection, a light guide to allow scintillation light to spread out, and photomultiplier tubes 

(PMTs) for signal readout. Although configurations similar to Anger cameras are still 

widely used in clinical applications, many other different types of scintillation gamma 

cameras have emerged over the last few decades, especially in preclinical applications where 

small area detectors can be used. [Peterson and Furenlid 2011, Barrett and Hunter 2005] For 

example, the iQID camera is a novel scintillation gamma camera developed at the Center for 

Gamma-Ray Imaging that utilizes structured scintillators for detecting gamma-ray photons, 

image intensifiers for optical gain and fast-frame-rate CCD/CMOS sensors for signal 

readout. [Miller et al. 2006, 2008, 2009, 2012, 2014] 

      This chapter presents the physical processes involved in scintillation gamma cameras, 

including interactions between gamma-ray photons and scintillator materials, and 

alternatives for scintillation-signal readout. Finally the iQID camera will be introduced with 

its unique properties, and highlight the features that distinguish it from other gamma 

cameras with similar configurations. Different configurations of iQID cameras and event-

estimation methods will also be presented. 

      All gamma cameras are equipped with gamma-ray optics in front of the detectors in 

order to form images of the object or radiotracer distribution, except for the ones used in 

PET systems, which depend on annihilation gamma-ray coincidence detection to create 

correspondences between object and image. Since this dissertation mainly focuses on 

advancing the iQID technology for scintigraphy and SPECT applications, the discussion of 

imaging principles of scintillation gamma cameras will not be complete without introducing 

the principles of gamma-ray image formation. 
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2.1 Gamma Image Formation 

In theory, images can be formed by bending, blocking or constraining propagating 

electromagnetic waves. Lenses, mirrors and pinholes are all basic optical elements that 

utilize either bending or blocking of visible light to form an image. As introduced in the first 

chapter, gamma rays are also electromagnetic waves in nature like visible light. However, 

because of the ultra-short wavelength of gamma-rays (<<1Å, 1Å=0.1nm), most optical 

elements working in the visible range cannot be directly applied to gamma rays, and 

specially designed and manufactured elements are required for gamma-ray image formation.  

      For visible light, there are typically four different physical processes that can be used to 

form an image, i.e. refraction, reflection, diffraction and absorption. For gamma-rays, 

however, the real part of the index of refraction for common materials is so close to 1 that 

the refraction angle is too small to be useful, and the reflection and diffraction angles are too 

glancing, to be practical. Although it sounds unsophisticated, absorption is currently the 

most effective optical principle that is commonly used in modern nuclear-imaging systems. 

It’s also the imaging principle used on the first camera invented, the camera obscura or 

pinhole camera. By absorbing rays from all unwanted directions and only keeping those 

connecting the pinhole and points on the detector plane, an image can be formed. For visible 

light, because the photon energy is small and penetration power is weak, a piece of paper 

with a small hole on it may be used for imaging. For high-energy and strongly-penetrating 

gamma rays, the absorption material needs to have very high stopping power if the pinhole 

is to work effectively.  

      The absorption of light basically follows an exponential relationship in a material of 

constant composition and density and is described by Beer’s Law: 

𝐼(𝐸)

𝐼0(𝐸)
= exp⁡[−μ𝑍(E)d]                                                     (2.1) 

where I0 and I are the intensity of light before and after passing through the material, d is the 

length of propagation inside the material, μ𝑍(E) is the attenuation coefficient as a function of 

the photon energy E and the atomic number Z of a specific material. From this equation we 

can see that effective absorption can be achieved by either increasing thickness or adopting 

high-attenuation-coefficient materials (typically meaning high atomic number). However, 
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using highly attenuating materials is always more effective and the preferred approach. 

[McMaster et al. 1969] 

      Many different types of gamma-ray imaging elements have been developed based on the 

absorption principle. The most common two, however, are the pinhole aperture and the 

parallel-hole collimator. 

2.1.1 Pinhole Aperture 

Image-forming elements in a gamma camera or SPECT system are of vital importance for 

overall system performance, including a tradeoff between resolution, sensitivity and field of 

view. [Barrett and Swindell 1981] Optimization is usually required in the design of such 

elements to balance the tradeoff and offer best performance within a fabrication budget.  

      Pinhole apertures are manufactured by creating a small opening in a disk or cylinder 

made from effective gamma-ray stopping materials, such as tungsten, lead, gold and 

platinum. A “keel-edge” pinhole aperture with typical shape is shown in Figure 2.1. The 

diameter, acceptance angle, material, and thickness are some design parameters of the 

pinhole aperture. [Metzler et al. 2001, Furenlid et al. 2005] Others include the distances 

from the pinhole to the object and to the image, which are also critical factors affecting 

system performance. [Jaszczak et al. 1994]  

          

Figure 2.1: Pinhole aperture. Left: geometry of a typical pinhole aperture and imaging 

relationship. Right [Miller 2012b]: central slice of a pinhole aperture casted by Rapid 

Toolmaker [RTM]. 

      The system sensitivity is determined by the geometric efficiency of gamma-ray imaging 

elements in combination with the detector stopping power and quantum efficiency. In a 

system with a pinhole aperture, the diameter of the pinhole and the pinhole-to-object 

distance determine the geometric efficiency as represented in equation 2.2, which is 
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approximately the ratio of the area of the pinhole and the area of the surface of a sphere 

centered at the object,  

𝑆 =
𝑟2

4𝑏2
 ,                                                                      (2.2) 

where r is the radius of the pinhole opening and b is the distance from the pinhole to the 

center of FOV.  

      The system resolution is a function of both detector resolution and imaging-element 

resolution. In preclinical systems, detector resolution is sometimes much better than the 

imaging element, making the latter the dominant factor. For a pinhole aperture, the 

introduced blur or “geometric” resolution can be calculated by 

𝑅 =
2𝑟(𝑎+𝑏)

𝑏
⁡⁡,                                                                   (2.3) 

where a is the normal distance from the pinhole to the gamma detector. For scintigraphy 

applications, the final image resolution is affected by both detector resolution and pinhole 

resolution in an approximately quadratic fashion (exactly true for Gaussian blur functions). 

For SPECT systems, however, the use of a reconstruction algorithm based on system 

calibration may partially compensate for pinhole and detector blur.  

      Finally, another important parameter of a pinhole aperture is magnification, which is 

simply described by 

𝑀 = −𝑎/𝑏                                                                      (2.4) 

      The primary design consideration for a pinhole aperture is to provide enough FOV based 

on the available detector area, which is accomplished by choosing the proper magnification. 

In planar imaging systems, the FOV is defined by projecting the detector area through the 

pinhole into the object volume. In SPECT systems, however, the FOV is defined by the 

intersection volume of detector projections from either multiple gamma cameras (stationary 

SPECT) or by rotating a single gamma camera (rotation SPECT) through its angular-

sampling steps. The volume so defined is called the common FOV. The total FOV defined 

by the union of all detector back projections also needs to be considered. When there is 

radioactivity outside of the common FOV but inside the total FOV, artifacts will result in the 
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final reconstructed image unless countermeasures are taken. Chapter 4 presents a novel 

method for system calibration in such situations. 

      In pinhole aperture design, other considerations must also be taken into account. The 

object is usually 3D, so portions of the object at different depths will have significantly 

different magnifications, sensitivities and field of view. When the object size is large relative 

to the center-of-object-to-pinhole distance, vignetting can occur at the edges of the FOV, 

causing significant sensitivity loss and irregular pinhole projections.  

      There is a tradeoff between resolution, sensitivity and FOV. As can be seen from 

equations (2.2)-(2.4), decreasing the object-to-pinhole distance may increase the system 

sensitivity, but only at the expense of resolution; using smaller diameter pinholes may 

improve the system resolution, but sensitivity will be compromised. It may seem that 

increasing the acceptance angle of a pinhole helps to increase the FOV at no cost to 

resolution and/or sensitivity; however, thinner material caused by enlarged acceptance angle 

leads to more penetration through the material around the edge of the pinhole that can 

severely affect system resolution and image contrast. 

2.1.2 Parallel-Hole Collimator 

Parallel-hole collimators are the other widely used gamma-ray imaging elements, especially 

in scintigraphy applications and clinical systems. With parallel-bore structures in hexagonal, 

circular or rectangular patterns of gamma-ray stopping materials, parallel-hole collimators 

are able to form an image of the object. Figure 2.2 shows the imaging principle of parallel-

hole collimation along with examples of real devices. Each bore of the collimator 

corresponds to a conical region through the object. The magnification provided by a 

parallel-hole collimator is 1:1 for any object-to-collimator distance, leading to a nearly fixed 

FOV equal to the area of the collimator. This is advantageous over pinhole apertures in 

scintigraphy applications because other radioactivity outside the FOV will not be sensed by 

the detector and affect the image quality. 1:1 magnification also provides distortion-free 2D 

image of the object. There are also many variations of the standard parallel-hole collimator 

such as fan-beam collimators, the bores of which are made to converge or diverge in one or 

two directions, providing for magnification or minification. 
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Figure 2.2: Parallel-hole collimators. Left: The imaging principle of parallel-hole collimator. 

Middle: A square pattern parallel-hole collimator. Right: Hexagonal pattern. The bright spot 

illustrates the acceptance angle of the collimator. 

      The geometric efficiency of parallel-hole collimator is determined by the aspect ratio 

(the ratio of bore length and bore diameter) and packing factor as 

𝑆 = (
𝐴𝑏

4𝜋𝐿𝑏
2)𝐹,                                                                  (2.5) 

where Ab is the area of each bore, Lb is the length of each bore, F is the packing factor 

defined by the ratio of bore area and unit cell area. [Gunter 1996] We can see that geometric 

efficiency of parallel-hole collimator can be improved by decreasing the aspect ratio or 

increasing the packing factor. The object-to-collimator distance, however, has no effect on 

the geometric efficiency.  

      The geometric blur caused by parallel-hole collimator is proportional to the object-to-

collimator distance and bore diameter. Increasing bore length can reduce the blur but 

eventually it will be limited by the bore diameter. Equation (2.6) shows the proportionality 

between blur or resolution and geometric parameters of parallel-hole collimator. 

𝑅 ∝ 𝐷𝑏
(𝐿0+𝐿𝑏)

𝐿𝑏
                                                                (2.6) 

      When designing a parallel-hole collimator, an important factor beyond sensitivity and 

resolution is penetration, which is mainly determined by the material and the septal distance 

or wall thickness between two adjacent bores. Penetration can greatly affect collimator 

resolution, causing deviations from the expected geometric blur. Typically 5% or less 

penetration probability for a gamma-ray photon passing through the wall is required to 

provide acceptable image contrast. There is also a tradeoff between penetration, sensitivity 
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and resolution. When septal distance is increased, penetration can be reduced whereas 

sensitivity is compromised by the reduction in open bore size. When penetration is fixed, 

increasing bore diameter improves sensitivity, but only at the cost of reduced resolution 

performance.  

      For preclinical applications, high-resolution performance is required, posing great 

challenge for designing and manufacturing parallel-hole collimators. With requirements for 

a few-hundred-microns bore diameter with high aspect ratio and acceptable penetration, 

designs cannot be realized using the traditional manufacturing methods (1-2mm diameter 

bores minimum). Fortunately a new method based on photolithographic etching has been 

developed by [Tecomet, Inc] for manufacturing parallel-hole collimator with ultra-fine 

structures, although the cost needs to be balanced with the performance. Figure 2.3 shows a 

custom high-resolution parallel-hole collimator designed by Brian Miller and Brad Barber 

for low-energy gamma-ray imaging (~30keV) and manufactured with the photolithographic 

etching and layer lamination technique. Chapter 5 presents the design and testing of a 

customized high-resolution parallel-hole collimator based on this new method but for 

higher-energy gamma-ray imaging (~140keV). 

 

Figure 2.3: A low-energy high-resolution parallel-hole collimator manufactured with 

photolithographic etching. 

2.2 Interaction of Gamma Rays with Matter 

The detection of gamma rays is based on their interactions with matter. Upon initial 

interactions with matter, three physical energy-absorbing processes can occur: photoelectric 

absorption, Compton scattering, and pair production. In the field of nuclear imaging, 

gamma-ray energies typically vary between 30-511keV, at which range photoelectric 

absorption and Compton scattering are the main physical processes. Pair production occurs 
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with significant probability only for gamma-ray energies of 1.022 MeV or more, so it will 

not be considered in this dissertation. 

2.2.1 Photoelectric Absorption 

In the photoelectric absorption process, a gamma-ray photon interacts with a material atom, 

loses all of its energy, and excites a high-energy photoelectron out of its shell as shown in 

Figure 2.4. Because of the high energy of the gamma-ray photon, the photoelectron is 

usually excited from the most tightly bound shell or K shell of an atom. The process can be 

described by 

 𝐸− = ℎ𝜈 − 𝐸𝑏 ,                                                          (2.7) 

where Eb is the binding energy of the photoelectron, 𝐸−  is the energy of the excited 

photoelectron.  

 

Figure 2.4: Schematic demo of the photoelectric effect. 

      Because the binding energy is smaller than the energy of the gamma-ray photon, the 

excited photoelectron carries much of the energy of the original gamma-ray photon. For 

example, in a CZT detector, a 140keV gamma-ray photon at initial interaction can produce a 

photoelectron with energy of around 100-120keV. In addition to the high-energy 

photoelectron, one or more characteristic X-ray fluorescence photons or alternatively Auger 

electrons (lower probability) can be generated during filling of the vacancy left by the 

photoelectron by electrons from higher shells, which can interact via another photoelectric 
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effect (higher probability because of its short range of about 100µm) or escape from the 

material (lower probability).  

      For lower-energy gamma-ray photons, such as in the 30-140keV typically used in 

scintigraphy and SPECT applications, photoelectric absorption dominates in high-atomic-

number materials and Compton scattering dominates in low-atomic-number materials or 

tissues. Higher-atomic-number materials increase the probability of photoelectric absorption 

relative to Compton scattering.  

2.2.2 Compton Scattering 

Besides the photoelectric effect, Compton scattering is the other primary physical process 

that can happen as an initial or secondary interaction. When Compton scattering occurs, the 

incident gamma-ray photon transfers part of its energy to an electron known as the recoil 

electron, and is then deflected or scattered at an angle relative to its incoming direction as 

shown in Figure 2.5. Depending on the scattering angle, the energy transferred can vary 

between a very small to a very large portion of the gamma-ray photon energy. Based on the 

conservation of energy and momentum in a relativistic framework, the scattered gamma-ray 

photon energy is given by 

ℎ𝜈′ =
ℎ𝜈

1+
ℎ𝜈

𝑚0𝑐
2(1−𝑐𝑜𝑠𝜃)

  ,                                                       (2.8) 

where m0c
2 

(=511keV) is the rest energy of the electron. The larger the scattering angle is, 

the more energy is transferred to the electron. A small scattering angle with high secondary 

gamma-ray energy is strongly favored in a Compton scattering process.  

      A Compton scattered gamma-ray photon can once again interact through either 

photoelectric absorption to generate signal in the detector or Compton scattering to generate 

yet another lower-energy gamma-ray photon, in a process sometimes called a cascade. 
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Figure 2.5: Schematic demo of the Compton scattering effect. 

2.3 Scintillation Detector 

After the initial interaction of a gamma-ray photon with matter, whether photoelectric 

absorption or Compton scattering occurs, one or more high-energy electrons are generated in 

the material, which through a secondary ionization process result in the creation of many 

electron-hole pairs, photons, or heat in proportions depending on the detector material used. 

[Barrett and Hunter 2005] For example, semiconductor materials can transfer the energy of 

the excited high-energy into a large number of electron-hole pairs, which under electric field 

induce electrode currents as signals. This section discusses how the high-energy electrons’ 

energy is transferred to optical photons by scintillation materials or scintillators. 

2.3.1 Physics of Scintillation Process 

Generally there are two types of scintillators that can interact with x-rays or gamma-rays and 

emit visible light, that is, organic scintillators and inorganic scintillators. Most are solid-state 

crystals. Organic scintillators, however, absorb gamma-ray photons and transfer their energy 

into excited valence electrons, and are generally used in low-energy beta detection. Since 

most scintillators used in nuclear imaging are inorganic scintillators, including the ones used 

in this work, we only discuss the scintillation process of inorganic scintillators. 
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Solid State Optics 

As in any solid-state crystal, an inorganic scintillator has different energy states determined 

by the crystal lattice (in contrast, energy states in organic scintillator are determined by 

molecules). Electrons have discrete energy bands, such as the valence band where electrons 

are bound to the lattice, the conduction band where electrons can move freely throughout the 

crystal, and forbidden bands where electrons cannot stay in pure crystal. After absorbing 

energy from a rapidly moving photoelectron, electrons can move from the valence band to 

the conduction band, leaving a hole in valence band and thus forming an electron-hole pair. 

When the electron returns to the valence band and recombines with the hole, which is called 

the recombination process, energy is released by emission of a photon. However, in a pure 

crystal, the recombination process is very inefficient partly due to reabsorption. To improve 

the efficiency, small amount of impurities called activators are usually introduced into pure 

crystals, which creates energy states in the forbidden band. The electrons can jump from the 

conduction band to these “luminescent” states, and then recombine with holes from there 

very efficiently, greatly enhancing the light emission probability. For example, the 

designation CsI(Tl) means the cesium iodide crystal has been doped with thallium activators. 

Figure 2.6 demonstrates the electron-hole pair generation process and the subsequent 

luminescence process through recombination at the activator locations. 

 

Figure 2.6: Formation of electron-hole pair and luminescence through recombination 
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Scintillation (Luminescence) 

When a gamma-ray photon (which can be the primary photon or a secondary Compton-

scattered photon) interacts with a scintillator, a high-energy electron is excited through the 

photoelectric absorption, which further excites a cascade of secondary electrons from 

valence band to conduction band, generating a large number of electron-hole pairs. The 

holes quickly migrate to the activators and ionize the activators. The electrons also migrate 

through the crystal until they meet with the ionized activators, where they lose some energy 

and jump into the excited energy states of the activators. Quickly and efficiently, the de-

excitation or recombination process occurs and since there are many electron-hole pairs, a 

large number of photons are emitted with energies corresponding to the energy difference 

between the excited energy states and ground energy states of the activators. Another 

alternative is that the electron-hole pairs move to the activator together in a loosely 

associated state called exciton, where they excite the activator and emit photons by de-

excitation. [Knoll 1999] Figure 2.7 summarizes the main physical processes occurring in a 

scintillator when gamma-ray photons are incident. 

 

Figure 2.7: Major physical processes involved in a scintillator upon interaction with incident 

gamma-ray photons. 
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      The distribution of electron-hole pairs is determined by the range of the primary 

photoelectron. Scintillation light generated by doped activators will never be reabsorbed by 

the crystal because their energies are lower than the band-gap energy. The doped crystal is 

therefore transparent to its scintillation light.  

      Besides emitting scintillation light as described above, the excited activators may go 

through other physical processes such as quenching and phosphorescence. Quenching is a 

non-radiative process that happens to some transitions between excited states and ground 

states of the activators, decreasing the conversion efficiency to scintillation light. 

Phosphorescence occurs when electrons jump to an excited state where the transition to the 

ground state is forbidden. More energy is then required to excite the electrons back to higher 

states where recombination is allowed. This process leads to slow light emission, often 

called after-glow. [Knoll 1999]  Phosphorescence has been observed in CsI(Tl) scintillators. 

In the first few hours after a CsI scintillator is exposed to room light, background events are 

observed uniformly across the scintillator face. The background event rate then decreases 

slowly to a steady state. 

Efficiency 

Although scintillation efficiency can be greatly improved by doping, most of the energy of a 

gamma-ray photon is still lost by non-radiative processes and thermal emission. As an 

example, a NaI(Tl) scintillator has a conversion efficiency of about 12%, which means a 

100keV gamma-ray photon can generate 1.2×10
4 

eV scintillation light photons or 4000 

photons with average energy of about 3eV. The likelihood of the radiative and non-radiative 

processes often varies for different deposited energies, resulting in non-linear response or 

light yield, called nonproportionality, which can affect the energy resolution of the 

scintillator. [Dorenbos et al. 1995, Valentine et al. 1998] Assuming the scintillator responds 

linearly to the deposited gamma-ray energy, the mean number of photons a scintillator 

produces upon interaction with a gamma-ray photon of energy ℇ can be denoted as 
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𝑁̅ = 𝐴ℇ  ,                                                             (2.9) 

where A is the net conversion efficiency and includes the efficiency of electron-hole pair 

production, transport efficiency, and activator luminescent efficiency. The real number of 

scintillation photons is often assumed to follow Poisson statistics with the variance equal the 

mean. However, Bora et al. [2015] have shown that the scintillation photons could follow 

sub-Poisson, Poisson, or super-Poisson statistics. 

      The gamma-ray absorption or detection efficiency of a scintillator can be calculated with 

equation (2.1). Basically a thicker scintillator is desired to provide higher stopping power, 

and therefore higher detection efficiency. Table 2.1 lists the commonly used scintillators 

along with their physical properties.  

Scintillator 
Light yield 

(ph/keV) 

Density 

(g/cm
3
) 

Peak wavelength 

(nm) 

Refractive 

index 

Decay time 

(ns) 

NaI(Tl) 38 3.67 415 1.85 230 

CsI(Tl) 65 4.51 540 1.8 1000 

LaBr3 61 5.3 358 1.88 35 

GOS 78 7.3 547 2.2 >4000 

Table 2.1: Common scintillators with their physical properties. 

      Ideally a good scintillator should provide high stopping power to provide a high gamma-

ray detection efficiency, have a high conversion efficiency to provide a strong scintillation 

signal for easy detection, have an emission spectrum that matches the spectral sensitivity of 

the readout device, have a linear response to gamma-ray photon energy to provide high 

energy resolution, have short decay time to allow high count rates, have good malleability so 

it will not break easily, and have low hygroscopicity to be able to be used in a room 

environment. Based on these desirable properties, CsI(Tl) scintillators are used in this work. 

2.3.2 Micro-Columnar Scintillator  

Micro-columnar scintillators, also called columnar scintillators or structural scintillators, are 

a specially developed scintillator. [Nagarkar et al. 1995] The scintillation material is grown 

on a substrate via vapor-deposition techniques, resulting in many needle-like columns 
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perpendicular to the substrate. Each micro-column has diameter as small as 5µm. Figure 2.8 

shows two cross-sections of the micro-structures of typical columnar CsI(Tl) scintillators. 

         

Figure 2.8: Two photographs of the micro structures of columnar CsI(Tl) scintillator 

manufactured by [Hamamastu] (Left) and RMD [Nagarkar et al. 1997] (Right). 

      The gaps between the micro-columns can be filled with air. Air’s low index of refraction 

can create conditions for total internal reflections (TIR) inside each column for generated 

scintillation light. Because of TIR, the lateral spread of scintillation light can be at least 

partially constrained during propagation inside the scintillator, thus providing a high spatial 

resolution of up to ~15 lp/mm in digital radiography applications. For columnar CsI(Tl), the 

thickness can be fabricated to over 2000 μm, offering high x-ray and respectable gamma-ray 

detection efficiency. [Nagarkar et al. 1997] The area can be manufactured up to 44×44cm
2
 

with 1mm thickness, making it suitable for clinical applications. [Hamamatsu] Different 

substrates can be used for growing columnar CsI(Tl) scintillator, such as aluminum, 

amorphous carbon and fiber-optic plate. 

      With a high light yield of ~65photons/keV, high resolution of ~15 lp/mm, good 

sensitivity, large area, low hygroscopicity and excellent malleability, columnar CsI(Tl) 

scintillator has been widely used in both preclinical and clinical x-ray applications. It’s also 

the gamma-ray converter used in iQID cameras. Because of the columnar structure and TIR 

effect, the light output properties are affected by the column geometry, such as the length 

and diameter of each column. We have found a nonproportional relationship between lateral 

spread of scintillation output and depth of interaction. Chapter 4 presents the effect of 

columnar CsI(Tl) scintillator thickness on system sensitivity and resolution with both 

simulated and experimental data. 
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2.4 Scintillation Readout 

After scintillation light is produced through the luminescence process described above, it’s 

isotropically emitted inside the scintillator. Devices that are able to sense the scintillation 

light and transfer its energy into electrical signals for processing are required. Depending on 

the type of scintillator used in gamma-ray detection, different readout systems are used. 

      Photomultiplier tubes (PMT), for example, were the very first scintillation readout 

devices used in gamma cameras and are still widely used in modern nuclear-imaging 

systems. When coupled to a scintillator (usually a monolithic crystal), a photocathode layer 

inside the front entrance window of the PMT can absorb the scintillation light photons and 

produce primary photoelectrons (via photoelectric absorption) into the PMT vacuum. These 

electrons accelerate under an applied electric field and generate a cascade of secondary 

electrons though a fixed number of amplification stages. The amplified secondary electrons 

are then collected by one or more anode structures, generating current output signals for 

further processing in external electronic circuits. Figure 2.9 shows a schematic view of the 

detection and amplification processes in a PMT.  

 

Figure 2.9 [PMT]: The photon detection and electron amplification process in a typical PMT. 

      Other scintillation readout systems have been developed over the years, some examples 

including position-sensitive PMTs (PS-PMTs), multi-anode PMTs (MA-PMTs), 

photodiodes, avalanche photodiodes (APDs), silicon photomultipliers (SiPMs) and 

CCD/CMOS sensors. Because of low conversion efficiency (<13% typically), low transport 
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efficiency (~10-20%) and other light-loss mechanisms, only a few thousand or fewer 

scintillation-light photons can make it to the readout devices. Considering also the low 

quantum efficiency (~10-20%) of most photosensitive detectors, it is very challenging for 

the readout devices to generate strong signals. As a consequence, scintillation readout 

systems almost always have a signal amplification process after the first generation of 

photoelectrons from the scintillation photons. 

      In the iQID cameras, a novel scintillation readout is used, namely optical amplification 

followed by fast frame-rate CCD/CMOS. Unlike EMCCDs, where an internal gain is used 

for electron multiplication before the charge-to-voltage conversion [Denvir and Conroy 

2002, Hynecek 2001, Robbins and Hadwen 2003], iQID’s intensified CCD/CMOS strategy 

employs an image intensifier to provide high-resolution high-gain optical amplification of 

the weak scintillation light before relaying an irradiance pattern onto a consumer-grade 

CCD/CMOS sensor via an optical lens system.  

2.4.1 Image Intensifier 

An image intensifier is a vacuum-tube electro-optical device used for amplification of light. 

Unlike a PMT, an image intensifier provides direct visualization of the amplified light signal 

with its exit-face phosphor screen. By appropriate electron optics principles during the 

electron-amplification process, an image intensifier can preserve the image irradiance 

received at the entrance face and display an intensified version at the output face, with high-

resolution performance. Among the very first applications of image intensifiers was military 

night-vision devices used in World War II. [WIKIPEDIA Image Intensifier] 

Principles 

Modern image intensifiers usually start with a fiber-optic faceplate to relay the light 

distribution from the entrance face to a photocathode layer, where photoelectric effect 

occurs and primary photoelectrons are released. Under an applied voltage of a few hundred 

volts photoelectrons are accelerated and bombard a continuous electron amplifier called a 

micro-channel plate (MCP), which is a lead-glass wafer with electrodes on both sides, with 

up to 1000 volts potential between them, and millions of microscopic hollow bores. A 

primary photoelectron excites a few secondary electrons upon initial collision with the walls 
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of an amplifier channel of the MCP, which then pick up kinetic energy under the electric 

field and excite more secondary electrons upon their collisions with the wall material of the 

channel further down the bore. Because the dynode material is uniformly distributed in the 

wall material, many electron collisions, or amplification processes, may occur, resulting in a 

cascade of secondary electrons, known as an electron cloud. Finally a few thousands volts 

applied between the output of the MCP and an exit face phosphor screen collimate and 

accelerate the electron cloud. When the electrons cloud collides with the phosphor screen, 

their energy is converted back to visible light through a luminescence process for 

visualization or imaging purposes. Figure 2.10 shows the detection and amplification 

processes involved in an image intensifier. 

 

Figure 2.10: The image intensification process of an image intensifier. 

Resolution 

A key feature of image intensifiers is their ability to preserve high-resolution image patterns 

from the entrance face to the output face. Because of the use of high voltage before and after 

the MCP, randomly emitted electrons are quickly collimated. Each micro-bore in the MCP is 

a miniature electron amplifier with a diameter of ~5-15μm, which guarantees that high-

resolution is maintained during amplification. Finally the fiber-optic faceplate can be used 

both in front of the photocathode layer and after the phosphor screen to provide high-

resolution optical relay. The applied voltage, MCP bore diameter and pitch, and entrance 

and output windows are thus factors affecting image-intensifier resolution. Up to 80lp/mm 
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resolution performance has been reported by a state-of-art image-intensifier manufacturer 

(ProxiVision) and 50lp/mm can be easily achieved for a 1-MCP image intensifier with 25 

mm diameter. 

Gain 

The overall gain of an image intensifier depends on the quantum efficiency of the 

photocathode layer, the MCP gain, and the efficiency of the phosphor screen under applied 

voltage conditions. Different photocathode materials have different spectral sensitivities S 

(mA/W), where S is defined as the ratio of photoelectron current (mA) to radiant flux (W) 

for a particular wavelength. Figure 2.11 shows the spectral sensitivity of different 

photocathode materials. The quantum efficiency of a photocathode material, defined as the 

ratio of emitted number of photoelectrons to incident number of photons, can then be 

calculated by 

 𝜂𝑄𝐸 =
ℎ𝑐

𝜆𝑒
𝑆 =

1.24

𝜆
𝑆 ,                                                    (2.10) 

where h is Planck's constant, λ is the wavelength of incident light in units of nanometer, c is 

the speed of light in vacuum and e is the electron charge. When coupled to a scintillator, the 

mean number of photoelectrons generated from region m of the photocathode can be 

calculated as 

𝑛̅𝑚(𝑥, 𝑦, 𝑧, ℇ) = 𝐴ℇ𝜂𝑄𝐸𝜂𝑚(𝑥, 𝑦, 𝑧) + 𝑛̅𝑚
𝑑𝑎𝑟𝑘                               (2.11) 

where x, y, z are the 3D coordinate of gamma-ray interaction, 𝜂𝑚  is the fraction of 

scintillation photons received in region m of the photocathode, 𝑛̅𝑚
𝑑𝑎𝑟𝑘  is the number of 

photoelectrons from dark emission by thermal excitation, A and ℇ are the net conversion 

efficiency of the scintillator and the gamma-ray photon energy, respectively, as used in 

equation (2.9). 
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Figure 2.11 [Proxivision]: The spectral sensitivity of different photocathode materials. C: 

Advanced Solar Blind. T: Bialkali. B: UV Enhanced S 20. Q: S 20. 

      The efficiency of the phosphor screen also varies for different materials under different 

voltages. The higher the voltage applied between the MCP output and the phosphor screen, 

the higher the efficiency that can be achieved as the electron energy is increased. Table 2.2 

lists the light emission properties and efficiencies for different phosphor materials. 

Type Composition Max emission wavelength 

(nm) 

Efficiency (W/mA) 

6kV 10kV 12kV 15kV 

P43 Gd2O2S:Tb 545 0.43 0.77 0.97 1.28 

P46 Y3Al5O12:Ce 530 0.22 0.39 0.49 0.65 

P47 Y2SiO5:Ce,Tb 400 0.62 1.35 1.71 2.24 

Table 2.2 [Proxivision]: The maximum emission wavelengths and efficiency under different 

voltages for different phosphor materials.  

      Finally, the gain of an MCP depends on the geometry of the MCP bores, the applied 

voltage and current, the material used, and the number of consecutive MCPs, so there is no 

simple equation or relation to define the MCP gain. A typical electron gain for 1 MCP 

working at 800 volts is about ~350 electrons/electrons, and for 2 back to back MCPs 

working at 1800 volts, the gain is up to ~10
6
 electrons/electrons. If we denote the phosphor 

screen efficiency as F and average MCP electron gain as 𝐺̅, the total average optical gain of 

the image intensifier can be represented as 
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𝐺𝑡𝑜𝑡 = 𝜂𝑄𝐸 × 𝐺̅ × 𝐹                                                    (2.12) 

For example, if an image intensifier uses a Bialkali photocathode on a quartz input window, 

1 MCP with 800 volts applied, and a P43 phosphor screen with 6kV final acceleration stage, 

the average optical gain for amplifying 540nm wavelength light photons is 

20mA/W × 0.43W/mA × 350 = 3010 W/W 

      Although the image intensifier can provide ultra-high gain with high-resolution 

performance, a large variation of the gain between different photoelectrons has also been 

observed, severely affecting energy resolution of the image intensified detector. Chapter 3 

introduces details of electron amplification processes of MCP along with Monte Carlo 

simulations to investigate the origin of the gain variation and whether its effects on the 

energy resolution of iQID can be addressed. 

2.4.2 CCD and CMOS Sensors 

CCD and CMOS sensors are well known devices used in modern imaging cameras. In recent 

developments of novel scintillation gamma cameras, CCD and CMOS sensors have also 

been demonstrated as useful scintillation readout devices with some advantages over other 

types of scintillation-readout systems. [Taylor 2004, Miller et al. 2007] In iQID cameras, the 

use of image intensifiers for optical amplification allows a consumer-grade CCD/CMOS to 

be used as the readout since the signal amplitude easily dominates over read-out noise 

sources. This greatly lowers the cost and expands the available options for building 

customized cameras. To understand the detection physics of CCD/CMOS detectors, a basic 

understanding of the p-n junction is required. 

P-N Junction 

A p-n junction is formed at the interface between a p-type semiconductor material and n-

type semiconductor material. The p-type semiconductor is an intrinsic semiconductor doped 

with acceptor impurities such as boron, aluminum or gallium, which creates free holes that 

become the majority carriers. N-type semiconductor is instead doped with donor impurities 

such as phosphorus, which creates free electrons such that electrons are the majority carriers. 

Where p-type material and n-type material meet, the free electrons in n-type material will 
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combine with the free holes in p-type material near the boundary, leaving bound positive 

atoms on the n-side and negative atoms on the p-side, which induces an electric field across 

a volume surrounding the boundary called the depletion region. The motion of the free 

carriers is then balanced with the electric field until an equilibrium state is reached, forming 

a potential barrier. When a photoelectric effect occurs in the depletion region to generate 

electron-hole pairs, electrons will move to the n-side and holes will move to the p-side under 

the electric field before recombination can occur. This induces a current on contact 

electrodes that can be measured with charge-sensitive electronics. Figure 2.12 demonstrates 

the p-n junction and the potential barrier at the depletion region. 

 

 

Figure 2.12 [Durko 2014]: Demonstration of P-N junction (Top) and the resulting potential 

barrier (Bottom). 

      No external electric field is required to create the above p-n junction. If an external 

positive voltage is applied from the p-side to the n-side, a forward bias configuration is 

formed. The applied electric field will reduce the strength of the internal electric field, 

causing the depletion region to shrink and lower the potential barrier. However, when an 

voltage is applied from n-side to p-side, a reverse bias configuration is formed that enhances 

the internal electric field, expands the depletion region and increases the potential barrier. 
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Figure 2.13 depicts the potential barriers for forward bias and reverse biased p-n junction 

configurations. 

 

 

Figure 2.13 [Durko 2014]: Demonstration of smaller potential barrier in a forward bias p-n 

junction (Top) and larger potential barrier in a reverse bias p-n junction (Bottom). 

CCD 

In a CCD (Charge-Coupled Device) sensor, a buried-channel metal-oxide-semiconductor 

(MOS) structure is typically used. As shown in Figure 2.14, a thin layer of n-type 

semiconductor is sandwiched between a silicon dioxide insulator layer and a p-type 

semiconductor substrate. On top of the insulator layer are placed electrodes, also known as 

gates. An external electric field is provided by the electrodes such that the p-n junction 

structure forms an reverse biased configuration, which results in a potential well at the 

location of the n-type semiconductor layer. This potential well is the so-called “buried 

channel” and will be used to store electrons during exposure and shift electrons during 

readout.  
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Figure 2.14 [Felber 2002]: MOS configuration of a CCD pixel along with the resulting 

potential well. 

      When light is absorbed in the depletion layer through the photoelectric effect, electron-

hole pairs are generated and before they can recombine the electrons are collected in a 

potential well under an electrode. The electric charge accumulated during a frame period 

will be transferred to its neighboring capacitor by clocking of electrode voltages controlled 

by a circuit as shown in Figure 2.15. The transferring process is performed by a vertical 

register followed by a horizontal register until the charge is transferred to the last well, 

where a charge amplifier will be used to convert the electric charge into a voltage for 

sampling and digitizing via analog-to-digital (A/D) electronics. The same process is 

repeated for all rows and columns until the content of the whole image is converted into a 

voltage sequence. 
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Figure 2.15 [Agarwal]: Demonstration of charge transportation by shift register in CCD 

sensor. 

      Because the number of the electrons is proportional to the fluence of incident light, the 

light distribution in the image is represented by the distribution of collected electrons across 

all pixels of the CCD sensor. The quantum efficiency for CCDs is relatively high compared 

with other light-detection techniques, ranging from .25 to .95. There are, however, two main 

noise sources in a CCD sensor, i.e. dark current and readout noise. Dark current is caused by 

thermally excited electrons that collect in the pixel, which cannot be distinguished from 

electrons generated by light absorption, but their rate of production can be significantly 

reduced by cooling. Readout noise is the limiting factor of CCDs and is generated during 

charge-to-voltage conversion by high bandwidth amplification. The bit depth of a CCD 

sensor is affected by the maximum electron capacity of the potential wells, which mainly 

depends on the pixel size (larger pixel size tends to have a larger maximum capacity). 

CMOS 

The CMOS (Complementary Metal-Oxide Semiconductor) sensor is also manufactured 

based on MOS technology and depends on similar physical processes for light detection. 

The readout electronics architecture of CMOS sensors, however, is different from CCD 

sensors. Each pixel in a CMOS has its own charge-to-voltage (transimpedance) amplifier, 
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and sample and hold capacitor circuits so that integrated photoelectron signals in pixels can 

be readout via multiple buses, which greatly boosts the readout speed. The frame rate of a 

CMOS sensor, therefore, can be one or two orders higher than CCD sensor, providing higher 

count-rate capability in photon-counting applications.  

      Table 2.3 compares relevant performances of PMT, CCD and CMOS as scintillation 

readout devices used in gamma cameras.  

 PMT CCD CMOS 

Spectral Sensitivity (nm) 300-900  300-1100 400-1100 

Quantum Efficiency (%) 5-20 25-95 15-35 

Number Channels Small Large Large 

Detection Speed Fastest Slow Fast 

Table 2.3: Scintillation-readout-related performances comparison between PMT, CCD and 

CMOS.  

2.5 The iQID Scintillation Camera 

The iQID CCD/CMOS-based gamma camera was developed in recent years. [Miller et al. 

2009, 2014] Their high-resolution capabilities and large space-bandwidth products have 

made them an interesting option for gamma-ray imaging, especially for preclinical SPECT. 

Different configurations have been used in these gamma cameras. Non-amplifying, low-

noise high-quantum-efficiency CCD sensors have been coupled through a fiber-optic taper 

or lenses to a scintillator to directly capture the scintillation light produced by each gamma-

ray interaction without amplification. [Miller et al. 2007, Taylor 2004] However, this 

configuration cannot provide high enough S/N ratio for individual low or medium-energy 

gamma-ray photon detection. The count-rate capability is also limited by the long readout 

time of these low-noise sensors. Electron-multiplying CCDs (EMCCDs) as an alternative to 

non-amplifying CCDs have internal charge amplification before readout and have been used 

in gamma cameras by several groups. Because of the signal amplification, EMCCD can be 

operated at moderate frame rates, for example, 512×512 pixel resolution at ~30fps, which is 

not high enough for photon count. Spatial resolution of about 100µm has been reported. 

[Miller et al. 2006a, Nagarkar et al. 2007, Teo et al. 2005] Both fiber-optic tapers and de-

magnifier (DM) tubes have been used between the scintillator and EMCCD to increase the 
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detection area. [Meng 2006] However, in addition to the moderate frame rates, EMCCDs 

have some other disadvantages that are limiting their applications, including the need for 

complicated cooling systems, high costs and only moderate gains to amplify signals above 

noise level. 

      iQID stands for intensified Quantum-Imaging Detector and was developed in the Center 

for Gamma-Ray Imaging at the University of Arizona. Originally called BazookaSPECT 

and designed for small-animal gamma-ray imaging, iQID has all of the advantages of 

CCD/CMOS-based gamma cameras while not suffering from many disadvantages. Later, 

iQID was also demonstrated to have the capabilities of particle imaging such as alpha-

particles, beta-particles, neutrons and fission fragments, which gave it the new name of iQID. 

[Miller et al. 2014] In this dissertation, however, the iQID camera will be introduced and 

advanced only in the context of gamma-ray imaging.  

2.5.1 Camera Configurations 

Principles 

As a novel gamma camera, an iQID camera is equipped with pinhole or parallel-hole 

collimator, columnar scintillator, image intensifier, lens and CCD/CMOS sensor. As shown 

in Figure 2.16, a parallel-hole collimator is used to image the radiotracer distribution onto a 

columnar scintillator. The scintillation light generated by a gamma-ray-photon interaction is 

transported in the micro-channels through TIR to the exit face of the scintillator. An image 

intensifier interacts with the scintillation light using a photocathode layer deposited on a 

fiber-optic faceplate, where photoelectrons are generated. An MCP amplifies the 

photoelectrons and produces a cascade of secondary electrons, which are accelerated and 

transfer their energy back to visible light via a phosphor screen. Finally the amplified 

scintillation light is imaged onto a consumer-grade CCD/CMOS sensor through a lens 

system. 
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Figure 2.16: The configurations and imaging principle of a typical iQID camera. 

Advantages 

iQID scintillation cameras have many advantages over other gamma cameras. Because the 

scintillation light propagation is constrained by the micro-columnar structures and the 

electron amplification is constrained by the micro-channel structures, the whole detection 

and readout process maintains high spatial resolution (<100µm). The active area of image 

intensifiers is typically 25mm (diameter) or 40mm, however, a fiber-optic taper can be used 

to couple the scintillator to the image intensifier, which greatly increases the detection area 

to 100mm or larger. Because of the use of consumer-grade CCD/CMOS sensors, no cooling 

system is required and the sensor can operate in room temperature with high frame rates (up 

to 10
5
 fps or more) [Photron], which makes iQID a photon-counting gamma camera with 

high count-rate capability. The digital frames can be captured by a simple frame-grabber 

card via IEEE 1394 FireWire or USB cables, for convenient interfacing between the camera 

and a PC. List-mode data can be acquired in real-time and gamma-ray images can be 

visualized in real-time. Also, the iQID camera can be assembled in a compact and portable 

form. Finally, because there are many off-the-shelf configurations for the columnar 

scintillator, image intensifier and CCD/CMOS sensor, the iQID can be easily customized 

with different components to meet specific performance and/or cost requirements. Figure 

2.17 shows different configurations of iQID cameras, where different image intensifiers and 

CCD/CMOS sensors, as well as fiber-optic tapers, have been used. 
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(a)                                                     (b) 

             
(c)                                                     (d) 

Figure 2.17: Different configurations of iQID camera. (a) Second generation image 

intensifier with 50mm diameter input and 640×480 CCD sensor. (b) Third generation image 

intensifier with 25mm diameter input and 640×480 CCD sensor. (c) Fiber-optic taper, third 

generation image intensifier with 25mm diameter input and 640×480 CCD sensor. (d) Fiber-

optic taper, third generation image intensifier with 25mm diameter input and 1024×1024 

CCD sensor. 

2.5.2 Sources of Noise 

In nuclear medicine, the quality of a gamma-ray image is important in both detection tasks 

and estimation tasks. Many factors can degrade the image quality, including inherent 

properties of the imaging system such as spatial resolution, energy resolution, sensitivity and 

distortion, and external properties of the object or patient such as the patient distance and 

organ movements. Noise in the imaging system can come from different sources and mix 

together in the final image, reducing image quality, image contrast and S/N ratio, and 
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leading to artifacts in 3D reconstructed images. This section introduces different sources of 

noise observed in iQID scintillation cameras. 

      Upon capture of a single frame of raw data from the CCD/CMOS sensor, the first type of 

noise that is directly seen is the thermal noise or dark current from the sensor, which usually 

has low intensity compared with real gamma-ray interaction events and can be easily 

removed by applying an amplitude threshold in image post processing. Since there are very 

many pixels as readout channels in a CCD/CMOS sensor, some pixels are inevitably 

defective and may appear as bright pixels, often called “hot pixels”. Although these hot 

pixels can have comparable or higher intensity than real gamma-ray events, they usually 

have very few numbers of connected pixels so they can be easily separated with real events 

by a median filter or an area threshold (described in chapter 4).  

      Noise can also be generated in the image intensifier, which can be harder to remove 

from an image frame. The major source of noise in image intensifiers is the thermal 

generation of electrons that are emitted from the photocathode layer and amplified through 

the MCP, resulting in an apparent strong event or a cluster of bright pixels in a frame. These 

events have similar statistical properties to real gamma-ray events and are therefore hard to 

discriminate against. However, because the thermally emitted electrons have very limited 

lateral spread, the noise events may appear to have smaller area than real events, depending 

on the iQID configuration and the lateral spread of scintillation light. Chapter 4 introduces a 

new frame-parsing algorithm that is able to effectively eliminate the thermal noise events of 

a military surplus image intensifier based on the area extent of events as observed in the 

captured frames. 

      Another type of noise that is also hard to remove is the background noise originating 

from interactions between background radiation and the scintillator, which also appears as a 

cluster of bright pixels in the image frame. Background radiation exists everywhere and 

comes from different sources, such as cosmic radiation and naturally occurring radioactive 

materials like radon and radium. Thick, high-atomic-number shielding materials are 

typically used to surround gamma cameras in SPECT systems to reduce the amount of 

signal from background radiation. An energy window can also be applied to reduce 

background events, which, however, requires energy-resolution performance.  
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      Finally, when an object is present in the FOV, Compton scattered gamma-rays in the 

object do not come from emission locations and do not have useful information, therefore 

defined as noise in the final image. A larger object means longer propagation paths for 

gamma-rays and thus a higher probability for Compton scattering. Compton scattered 

gamma-rays, when absorbed by the scintillation detector, can have very similar energy 

depositions as real events. High energy-resolution detectors are required to effectively 

discriminate between Compton scattered events and real events. In small-animal imaging, 

this type of noise, however, can typically be ignored because of the small path lengths 

through small animals. 

      A phosphorescence in scintillators like CsI(Tl) after exposure to room light may 

generate apparent background events for many hours, which can be misleading sometimes. 

Radiation sources like 
57

Co may emit a small percentage of high-energy gamma-rays, which 

can easily penetrate the imaging aperture designed for lower-energy gamma-ray photons and 

cause higher background counts as well. 

      All of the above noise sources can be present in iQID cameras. To eliminate as many 

noise events as possible while keeping as many real events as possible, thus enhancing the 

S/N ratio and image contrast, an event estimation algorithm is required that ideally is able to 

identify real events and estimate their positions and energies with minimum error. 

2.5.3 Event Estimation 

MLE 

For scintillation gamma cameras, Maximum-Likelihood Estimation (MLE) has been broadly 

used, which can provide asymptotically unbiased estimates of event position, energy and 

other parameters based on probability models of physical processes. [Barrett et al. 2009, 

Barrett and Myers 2004] If the parameters to be estimated are known as θ, based on 

assumptions of probability models of physical processes and noises, the probability density 

function (for continuous case) or the probability (for discrete case) as a function of the 

observed data g can be stated as pr(g|θ). However, in event estimation work, the observed 

data g is only an individual sample drawn from pr(g|θ) and the parameters θ are unknown 

and to be estimated. So the likelihood of θ given observed data g can be calculated as 
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𝐿(𝜽|𝐠) = 𝑝𝑟(𝐠|𝛉)                                                      (2.13) 

The MLE method is to search over all possible θs and calculate the corresponding likelihood 

given the observed sample data g until an estimate 𝜽̂𝑀𝐿  is found that maximizes the 

likelihood, mathematically defined by 

                                                 (2.14) 

Barrett developed a statistical analysis of CCD/CMOS-based gamma cameras in order to use 

the MLE method [Miller et al. 2009] and Miller implemented an MLE methodology on an 

EMCCD-based gamma camera under certain assumptions [Miller 2012b]. 

Frame Parsing       

Although MLE is an asymptotically efficient and unbiased estimator if such an estimator 

exists, it requires accurate models for the physical processes involved in gamma-ray 

detection, which may not be easily achievable and accurate in real practice unless carefully 

calibrated. Moreover, since search is involved in finding the optimal estimated parameters, a 

large computational time relative to the frame rate can require off-line post-processing of the 

data, which can limit real-time visualization of the image. To compromise and develop a 

more practical solution that balances accuracy and speed, an in-line frame-parsing algorithm 

was developed for iQID cameras to identify gamma-ray events and estimate interaction 

parameters. [Miller et al. 2012a] 

      The original frame-parsing algorithm was implemented in GPUs with the following 

steps: 

1. A raw image frame from the CCD/CMOS is acquired. 

2. A median filter is applied to remove hot pixels. 

3. An amplitude threshold is applied to remove thermal noise of the CCD/CMOS 

sensor. 

4. A fast connected-components-labeling algorithm is used to identify connected 

clusters of pixels. [Suzuki et al. 2000] 

5. Identified clusters of pixels are extracted and saved in a list-mode file. 

6. The 2D or 3D interaction location and energy of each event are estimated, optimally 

with MLE method, but in practice with center-of-gravity estimation and pixel 

summation. 
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With the assistance of graphics processing units (GPU), multi-threaded parallel processing 

can be applied and real-time frame-parsing can be achieved for CCD/CMOS sensors 

running at high frame rates, for example a 640×480 CCD sensor with 200fps. The CCD 

noise can be effectively removed via the use of median filters and an amplitude threshold, 

with code running in the GPU. The image intensifier noise, however, is hard to eliminate 

with the original frame-parsing algorithm, which is fatal in some situations. For example, 

the XX1332 military surplus image intensifiers can provide reasonable gain with a large 

active area of 50mm diameter at low cost, making them good options for gamma cameras. 

However, some of them were found to generate centrally-located thermal-noise events, 

which caused artifacts in planar projection images and 3D reconstructed images. Chapter 4 

introduces a more advanced frame-parsing algorithm that can effectively eliminate 

CCD/CMOS noise and image intensifier noise, while maintaining real-time processing 

speed that keeps up with the impressive incoming data rate of >10
7
 pixels/second.  
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CHAPTER 3 

ENERGY RESOLUTION OF IQID 

Having introduced the advantages of iQID scintillation cameras in gamma-ray imaging, we 

now focus on solving a major limitation of iQID cameras which is the typically poor energy 

resolution. Energy resolution in a gamma camera is a very important performance metric as 

introduced in chapter 1. Good energy resolution can be used to precisely identify real 

gamma-ray interaction events with full energy deposition as determined by photoelectric 

absorption, which is important in applications such as multi-isotope imaging and can be also 

used to eliminate some background noise and Compton scattered noise in the final image as 

discussed in chapter 2. iQID cameras were found to suffer from poor energy resolution 

because of the use of MCPs in image intensifiers as the main signal-amplification devices. 

This chapter presents a study of the energy resolution of iQID that investigated the physics 

of the MCP as the main electron amplification component of image intensifier, revealing the 

origin of energy resolution degradation via Monte Carlo simulations. We end by proposing 

different solutions in the form of alternative gain devices. 

3.1 Introduction 

Not long after the original iQID gamma camera was developed, its energy resolution 

performance was evaluated. [Miller 2012b] If the energy resolution is defined by the ratio of 

FWHM to the mean of the detected photon energy distribution as  

𝐸𝑅 =
𝐹𝑊𝐻𝑀

𝑀𝑒𝑎𝑛
  ,                                                  (3.1) 

the energy resolution of iQID tested with different radioisotopes was shown to be greater 

than 50%, as shown in Figure 3.1.  
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Figure 3.1 [Miller 2012b]: The estimated energy distribution of different radioisotopes using 

iQID scintillation camera. 

      The reasons for poor energy resolution may include the depth of interaction (DOI) effect 

and attenuation (scattering and absorption) inside the scintillator, the Poisson statistics of 

photo-electric interactions, image intensifier gain variations, and use of a suboptimal 

photon-energy-estimation algorithm. The DOI effect and the attenuation effect can be 

improved by using thin scintillators. The effect of Poisson statistics can be improved by 

using high light-output scintillator materials. The effect of the estimation algorithm can be 

minimized by implementing the maximum-likelihood estimator [Barrett et al. 2009]. 

However, the image intensifier gain variation, a dominating factor, still remains an unsolved 

problem as a result of randomness in the intrinsic physical process.  

      If we denote the mean number of photoelectrons generated in a small region 

corresponding to pixel m of the CCD/CMOS sensor as 𝑛̅𝑚(𝑥, 𝑦, 𝑧, ℇ), which is defined in 

equation (2.11), and the average gain provided by the combination of image intensifier, 

relay lens and CCD/CMOS sensor as 𝐺̅, the average signal in pixel m can be denoted as 

𝑔̅𝑚(𝑥, 𝑦, 𝑧, ℇ) = 𝐺̅𝑛̅𝑚(𝑥, 𝑦, 𝑧, ℇ)                                           (3.2) 

the variance of which can be derived to be 
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𝑉𝑎𝑟(𝑔𝑚|𝑥, 𝑦, 𝑧, ℇ) = 𝑛̅𝑚(𝑥, 𝑦, 𝑧, ℇ)[𝑉𝑎𝑟(𝐺) + 𝐺̅2] + 𝜎2 ,                 (3.3) 

where 𝑉𝑎𝑟(𝐺) is the variance of G or approximately the variance of the image intensifier 

gain, and 𝜎2 is the variance of CCD/CMOS readout noise that is negligible when an image 

intensifier is present. [Appendix by Barrett in Miller et al. 2009] The energy resolution (ER), 

based on the previous definition, can be denoted as 

𝐸𝑅 ∝
√𝑉𝑎𝑟(𝑔𝑚)

𝑔̅𝑚
= √

1

𝑛̅𝑚(𝑥,𝑦,𝑧,ℇ)
[
𝑉𝑎𝑟(𝐺)

𝐺̅2
+ 1] +

𝜎2

𝐺̅2𝑛̅𝑚
2                        (3.4) 

We can see that mathematically the energy resolution of iQID cameras is also affected by 

the gain variation of image intensifier.  

      As introduced in chapter 2, the micro-channel plate (MCP) is the key component in 

image intensifiers that is responsible for electron amplification, meaning that the MCP might 

be the factor limiting the energy resolution performance of iQID cameras. To study the 

origins and effects of MCP gain variations, we investigated the physics of MCPs. 

3.2 Physics of the Micro-Channel Plate 

A micro-channel plate is composed of many miniature electron multipliers parallel to each 

other as shown in Figure 3.2. It’s made by etching away fiber cores from a fiber-optic 

faceplate in which the rod is made from leaded glass. There are about one million separate 

channels in one square centimeter. Each channel works as a continuous dynode and has a 

diameter of 5-15 um and length-to-diameter ratios between 40 and 80. Typical channel 

center-to-center spacing is 15um. Channel orientation is typically 8 degrees (bias angle) 

relative to the entrance-surface normal to facilitate interactions between incident 

photoelectrons (PEs) and channel walls. A potential difference, also called the bias voltage, 

of several-hundred to one-thousand volts is placed across the channels, which have tota1 

resistance about 100-1000MΩ. When a single photoelectron gets into the channel and 

penetrates into the channel wall, it deposits its energy along the way and produces several 

secondary electrons (SEs). These SEs get accelerated by the electric field produced by the 

bias voltage and again hit the wall to produce even more SEs. This process repeats resulting 

in a cascade of SE emissions. Finally, a SE cloud exits the channel with a gain of 10
3
-10

7
 

(the upper part of this range is reached by stacking two MCPs). In addition to high gain, 
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micro-channel plates also have ultra-high timing resolution (<100ps) and high spatial 

resolution, mainly determined by channel diameter and center-to-center spacing. 

 

 

Figure 3.2: The micro-channel plate (Top) [Wiza 1979] and electron amplification process 

in a single channel (Bottom) [Proxivision]. 

      To understand the whole electron-multiplication process, we need to first understand the 

physics involved in secondary-electron emission, including the yield, energy distribution, 

and emission-angle distribution of SEs, electron reflections and other physical processes. 

3.2.1 Secondary Electron Yield 

The SE yield directly depends on the primary-photoelectron (PE) energy and incident angle. 

When a primary PE strikes the channel wall in the surface normal direction, as the primary 

energy increases, initially the yield also increases because more energy is deposited in the 

wall material, and since the primary electron doesn’t penetrate too deep inside, most of SEs 

are within the escape depth and can exit the wall into the channel. As the primary energy 

keeps increasing, however, the yield decreases because the primary electron penetrates too 

deep inside the wall so that most SEs lose all of their energy in diffusing to the surface, and 

fewer SEs make it into the channel.  
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      If the primary energy is fixed, as the primary incident angle increases relative to the wall 

surface normal, the distance between the location of generation and the surface is decreased 

so that more SEs will have enough energy to make it to the channel and thus the yield 

increases. As a result of this balance between depth and energy deposition, larger energy 

PEs tend to generate more SEs as incident angle increases. Experiments have been 

performed that demonstrate the dependence of SE yield on PE energy and angle. [Hill 1976] 

Figure 3.3 demonstrates the effects of interaction depth and incident angle on SE yield. 

Figure 3.4 shows the experimental results demonstrating the relationships between SE yield 

and PE energy and angle of incidence. 

 

Figure 3.3: Demonstration of the effects of penetration angle and depth on SE yield.  

        

Figure 3.4 [Hill 1976]: Relationships between SE yield and PE energy (Left) and angle of 

incidence (Right). 
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      To be able to predict SE yield with a mathematical formula, a semi-empirical model of 

SE yield based on the elementary theory of secondary-electron emission [Salow 1940, 

Bruining 1954] has been developed [Hill 1976], which has been applied to the study of 

MCPs [Price and Fraser 2001]. Although this model describes SE-yield physics, it requires 

many parameters to be experimentally determined that are not convenient for simulation 

purpose. So in this work, a model proposed by [Furman and Pivi, 2002] and applied by [Wu 

et al. 2008] is used that also predicts the SE-yield performance but does not require many 

parameters to be measured. According to the model, SE yield as a function of PE energy and 

incident angle is given by 

                        max
max

max

( )
( , ) ( )

1 ( )
( )

s

E
s

E
E

E
s

E


   





 

 ,                                   (3.5) 

where   is the mean SE yield, E is the PE energy,   is the primary incident angle, s is an 

adjustable material-dependent parameter (a typical value of 1.3 was used here [Wu et al. 

2008]), 
max  is the maximum possible yield for a given angle   and is given by (3.6).  

                                
max max( ) (0)exp[ (1 cos )]       ,                                     (3.6) 

where 
max (0)  is the maximum yield for normal incident PE which basically ranges from 

~3.0 to 4.0 and a value of 4.0 is used in this work.   is a material-dependent parameter 

whose value ranges from 0.4 to 0.6 that determines the variation of the maximum yield with 

incident angle [Authinarayanan and Dudding, 1976], and a value of 0.5 was used. 
maxE  is 

the corresponding primary energy that gives the maximum yield for angle   and is given by 

(3.7). 

                                                              max
max

(0)
( )

cos

E
E 


  ,                                                (3.7) 

where 
max (0)E  is the primary energy that gives maximum yield at normal incidence whose 

typical value varies between 200-300eV [Authinarayanan and Dudding, 1976]. A value of 

260eV was chosen for this work, which was reported to be a good fit with experimental 

data. [Wu et al. 2008] 
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      After we calculate the mean number of SE yield, assuming Poisson statistics, the actual 

number of SE yield is randomly sampled from a Poisson distribution with the calculated 

mean. 

3.2.2 Secondary Electron Emission Energy 

Since most SEs lose lots of energy in the process of diffusing to the channel-wall surface 

and overcoming the surface potential, they usually have low kinetic energies when they are 

emitted into the channel. Hill [1976] proposed an energy distribution for SEs and the most 

probable energy is about 3.0 eV. Price and Fraser [2001] used an empirical formula given by 

Petrovna and Flegontov [1988] to describe the SE energy distribution. Wu et al. [2008] 

utilized the Maxwell-Boltzmann probability distribution for modeling the SE energy 

distribution that is a similar and simplified version of the empirical formula, and was used in 

this work as given by 

                               
0 0

( ) exp( )SE SE
SE

E E
p E C

E E
  ,                                        (3.8) 

where ( )SEp E  is the probability for a SE to have energy of 
SEE , C is a normalization 

constant, and 
0E  is the most probable energy for SEs, whose value is taken to be 3.0 eV as 

proposed by Hill [1976]. 

      The real value for the SE energy is randomly sampled from the above distribution.  A 

conservation-of-energy principle also applies to the emission of SEs. That is, the total 

energy assigned to all SEs generated by one primary electron is smaller than the primary 

electron’s energy. SEs will, of course, be accelerated by the electric field in the channel, thus 

their energies
SEE will increase and work as primary electron energies E for the next step in 

the collision cascade. 

3.2.3 Secondary Electron Emission Angle 

The angle of SE emission relative to the wall surface normal follows a normalized cosine 

probability density distribution as shown in equation (3.9), which is widely used by many 

other researchers in the study of SE emission and is supported by Monte Carlo simulations 

of SE emission process performed by Kawata et al. [1992, 1997]:  
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                                    ( ) 0.5cos( )p   .                                               (3.9) 

      Physically this distribution also makes sense, because to exit at a large angle, an SE 

needs to travel a longer distance from its generation site to the surface, leading to less 

probability of occurrence. 

3.2.4 Electron Reflection 

When the primary energy is very large, the primary electron has a high probability of 

penetrating into the wall material and creating secondary electron emissions. These SEs will 

be accelerated by the potential difference across the channel and work as primary electrons 

for next collisions. However, since these primary electrons have different emission angles 

and energies, some of them may not acquire enough energy from the electric field before 

their next collision and will therefore be elastically reflected by the channel wall instead of 

producing SEs. This process is called the SE reflection or elastic scatting. The probability 

for this process to happen only depends on primary energy E [Scholtz et al. 1996] and is 

expressed as 

                
2 3( ) exp[1.59 3.75ln 1.37(ln ) 0.12(ln ) ] /100refp E E E E     .            (3.10) 

      When reflection happens, the kinetic energy of the SE will not change but the direction 

of velocity will according to principle of reflection. 

3.2.5 Other Physical Effects 

The physical effects described and modeled above are dominant when the gain is small and 

are important for our main purpose which is to study the gain variation under unsaturated 

channel condition. However, other physical effects can become dominant when the gain is 

very large, which may cause channel saturation. 

      In the case of a straight channel, when the gain increases, the probability of producing 

positive ions by electron collisions with both residual gas molecules and gas molecules 

desorbed from the channel wall is increased. These ions usually are produced in high space-

charge-density regions close to the output of the channel and can drift back to the channel 

input to produce SEs, resulting in a regenerative feedback effect and gain saturation. This 
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effect is called ion feedback. Bending or twisting the channels and maintaining a strict 

vacuum environment can be used to avoid this effect. 

      As mentioned earlier, channels have ohmic resistances of about 100-1000MΩ which is 

relatively uniformly distributed down the channel, so the current available to be transformed 

to SE space current is limited. When the gain is very high, space charge will deplete the wall 

current, thus reducing the electric field in the channel which in turn reduces SE yield. As a 

result, gain is saturated. The gain in this steady state has been calculated by Harris [1971]. 

      Finally another possible cause of saturation is called the space-charge effect. According 

to Wiza [1979], “at high enough gains, the space charge density at the rear of the channel 

reduces the ‘kinetic energy’ of electrons as they interact with the channel walls until the 

secondary electron yield is reduced to unity.” Others have also discussed this effect in the 

past. [Adams and Manley 1966, Schmidt and Hendee 1966, Bryant and Johnstone 1965]  

3.3 Monte Carlo Simulation 

To simulate the performances of an image intensifier, the MCP is placed between a 

photocathode (S25) and a phosphor screen (P43). When Poisson-distributed scintillation 

light is generated by a gamma-ray interaction and detected by the image intensifier, the 

photocathode will produce a random number of PEs sampled from a Poisson distribution of 

which the mean corresponds to the average number of scintillation photons times the 

quantum efficiency of the photocathode. These PEs will start with very low energy and then 

be accelerated by a potential difference of 200-300V placed between the photocathode and 

the MCP. With 200-300 eV energy, these PEs enter the MCP channels, strike the channel 

walls and initiate the electron-cascade process. A Monte Carlo simulation can then be 

applied to simulate the electron amplification process inside the MCP channels.  

      This Monte Carlo simulation is based on a 2D model of the MCP channel, assumes 

nonrelativistic electron motion, and neglects correlation between electrons and any cross-

talk effects between adjacent channels, such that each channel works independently. The SE 

yield, SE energy, emission angle and electron reflection are considered in this simulation. 

The other physical effects that cause saturated channels are not included. In other words, the 

simulation assumes unsaturated channels. Also only a single channel is simulated because as 



81 
 

long as the channels are working in unsaturated mode and correlation between electrons are 

negligible, the difference between PEs entering multiple channels and a single channel is 

just a problem of initial conditions which is not an intrinsic property of the MCP, but instead 

dependent on the input light signal. 

      The default simulation parameters are listed below in Table 3.1, unless later analyses 

required certain parameters to be changed, which will be clearly stated. The simulation was 

implemented in LabVIEW as shown in Figure 3.5. Although LabVIEW can be slower than 

compiled languages in processing speed, it offers a graphic user-friendly interface (GUI) 

that can be easily used by others for future applications.  

PE energy Bias angle Channel diameter 

(D)  

Channel length 

(L) 

Bias voltage 

(U) 

200 eV 8
o
 6 um 300 um 1000 V 

Table 3.1: Default parameters used in the simulation. 

 

Figure 3.5: LabVIEW interface of the Monte Carlo simulation of MCP gain process. 
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      The simulation started with one PE, calculated how many SEs were generated upon the 

first collision, assigned energies and emission angles to each SE, traced their paths until 

their next collisions and finally collected SEs coming out of the channel, including the 

trajectory information they carried. The number of incident PEs determined how many 

iterations of the above simulation were performed. Three kinds of simulation-based studies 

were performed in this work. One study was to analyze timing resolution, output-electron-

cloud angular and energy distribution, and number-of-collisions distribution, all of which are 

basic MCP properties, based on a fixed number of incident PEs. Another study was to 

analyze MCP gain variations as a function of channel geometry and voltage supply, again 

based on a fixed number of incident PEs. Finally the effect of gain variations on the energy 

resolution of the image intensifier was analyzed, based on varying the number of PEs but 

leaving other system parameters fixed. This was also the main purpose of the simulation. 

3.4 Results and Analysis 

3.4.1 MCP Basic Properties Study 

To study the basic properties of the MCP, a total of 10 PEs were incident into one channel. 

After the electron cascade process, about 60,000 SEs were produced at the exit face of the 

channel. All trajectory information including the number of collisions undergone, the 

transition time used, the energy and emission angle of each SE at the exit face were recorded 

and the corresponding histograms were generated for statistical analysis as shown in Figure 

3.6. 
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Figure 3.6: Simulation results based on 10 incident PEs. Number of collisions distribution 

(top left); Transition time distribution (top right); Output SEs energy distribution at the exit 

face of MCP channel (lower left); Output SEs emission angle (relative to wall surface) 

distribution also at the exit face (lower right). 

      From these distributions, we observed that most SEs undergo between 15 to 28 

collisions with the channel wall. Broad distributions for the number of collisions will 

contribute to large gain variation, affecting energy resolution. However, this is not the only 

factor influencing gain variation, as will be discussed later. The average transition time was 

about 128ps, which is very fast. Also, the FWHM of the transition-time distribution or 

timing resolution is about 40ps, which is consistent with commonly known values (<100ps). 

[Young et al. 1986] This also validates the simulations in some sense. From the output SE 

energy distribution, we found the peak energy to be about 15-20 eV, and the trend of this 

distribution is similar to the exponential distribution of SE emission energy as described in 

the MCP physics section, because output SEs are simply accelerated versions of newly 

generated SEs. Finally, the angular distribution was generated only for output SEs generated 

from one side of the channel wall, as the output SEs generated on the other side of wall will 

have similar distribution but with opposite emission angles. Also, the angle is relative to the 

wall surface propagation direction instead of the surface normal. Here, a most probable 
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angle of about 5 degrees was observed and the probability was small for output angles 

greater than 30 degrees. That means most output SEs are emitted along the channel surface. 

In the context of an image intensifier, there will be another potential difference placed 

between exit face of the MCP channel and a phosphor screen used to collect these SEs. As a 

result, a strong electric field is generated that will further collimate these SEs, so that the 

angular distribution is greatly compressed, reducing the effect of angular spread of output 

SEs on final spatial resolution. 

       These distributions characterize different MCP properties and are sensitive to system 

parameters like channel diameter and length, and bias voltage. These are useful results 

produced by this analysis, which can be used to verify the accuracy of the simulation. 

3.4.2 Gain Performance Study 

To find out how the gain spectrum varies with system parameters, a fixed number of 10 PEs 

was used and 1000 iterations were performed. By varying the MCP channel diameter D, the 

channel length L and the bias voltage U, several gain distributions were generated for 

comparison with a reference distribution (a) as shown in Figure 3.7. Also, average gain and 

energy resolution were calculated for each distribution. 

 

 
Figure 3.7: Gain spectrum under different system parameters. (a) Reference gain spectrum 

with channel diameter D=6um, channel length L=300um, bias voltage U=1000V, 

mean=40507, energy resolution ER=94.1%; (b) Larger diameter D=12um channel with 

other parameters same as the reference ones, mean=20543, ER=79.0%; (c) Smaller diameter 
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D=4um channel, mean=14249, ER=97.8%; (d) Shorter channel length L=200um, 

mean=31548, ER=108.5%; (e) Decreased bias voltage U=900 V, mean=16785, ER=90.6%. 

      A simple mathematical model used to calculate the gain of MCP was proposed by 

Eberhardt [1979] under a series of assumptions and approximations. This model simulated 

the gain mechanism as the product of primary PE effective gain, and a number of gains 

corresponding to each following collision as 

                                        1n

PEG     ,                                                (3.11) 

where G is the total gain, 
PE is the effective gain of primary PE,  is the effective gain of 

subsequent collisions, and n is the total number of collisions or amplification stages. With 

the help of this equation, we can understand the results shown in Figure 3.7, and reach the 

following conclusions: both too-large and too-small channel diameters will lead to decreased 

gain because either the number of amplification stages n is too small due to a large diameter, 

or the effective yield for each stage is too small due to a short acceleration distance. This 

may be seen by comparing Figure 3.7 (a) with (b)(c). Thus an optimal channel diameter 

exists that maximizes gain. Decreasing the channel length directly decreases the number of 

amplification stages, which results in less gain, a result shown in Figure 3.7 (a) and (d). Gain 

is also very sensitive to a change of bias voltage, which affects yield of each stage. A small 

decrease in voltage leads to a large drop of gain comparing Figure 3.7 (a) and (e).  

      The energy resolution, which describes the gain variation relative to average gain, is 

almost insensitive to these system parameters, as shown in Figure 3.7. Factors contributing 

to gain variation include   and n, both of which are random and have a large range of 

possible values around some mean, as shown in the MCP’s basic properties and Figure 3.6. 

Unfortunately, the mean and range of  and n always change together. When system 

parameters are adjusted to increase  and n, their ranges also increase; when system 

parameters are adjusted to decrease and n, their ranges decrease accordingly. This is why 

ER changes little when we change different system parameters.  
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3.4.3 Energy Resolution Study 

Having analyzed gain performance of the MCP alone, we can put the MCP in the structure 

of the image intensifier and study the effect of the gain variation on the energy resolution of 

the image intensifier, which is also the key component of iQID cameras. In the image 

intensifier, PEs are generated by the photocathode and the number of PEs follows Poisson 

distribution with mean corresponding to the average number of incident scintillation light 

photons times the quantum efficiency. Because of Poisson statistics added into MCP gain 

statistics, the energy resolution of the image intensifier will be larger than a single MCP as 

shown in Figure 3.8. 

 

Figure 3.8: Two histograms showing ER difference for a single MCP with 5 PEs (Left, 

ER=135.8%) and the same MCP in the context of image intensifier with mean number of 5 

PEs (Right, ER=181.7%). System parameters are the same as in Table 3.1, which is also a 

similar configuration as a real image intensifier used in later experiment. 

      The ER in (a) in Figure 3.7 is better than that of the left spectrum in Figure 3.8, both of 

which are computed using exactly the same system parameters, only with different number 

of PEs. The reason is because overall MCP gain statistics can be viewed as the sum of N 

independent identical distributions each corresponding to a single PE, where N is the 

number of PEs. As N increases, MCP gain statistics approach a Gaussian distribution 

according to the central-limit theorem. Thus the ER will also improve as N increases. A 

similar analysis can be made for a Poisson distributed number of PEs in the image 

intensifier, which approximate Gaussian distribution as the mean number of PEs M 

increases. So the energy-resolution performance should be better with more PEs (larger N or 

M). A simulation was performed to investigate the relation between ER and the mean 

number of PEs (N and M), with results as shown in Figure 3.9. 
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Figure 3.9: Relationship between ER and mean number of PEs. Both the MCP situation with 

a fixed number of PEs and an image intensifier situation with a Poisson distributed number 

of PEs are simulated. ER of ~10% can be achieved for a single MCP with 1000 fixed 

number of PEs and ~15% can be achieved for image intensifier with an average of 1000 PEs. 

      From Figure 3.9, we see that the energy resolution of an image intensifier can be 

improved by increasing the incident scintillation light signal or number of PEs. For any 

given energy resolution, we can estimate the mean number of PEs needed in the 

photocathode using this curve. Due to the large gain variation of the MCP in combination 

with the Poisson statistics on the number of PEs, about 800 mean PEs are required to 

improve ER to below 20%. Since the photocathode quantum efficiency is typically 

around .25, this would require around 3000 scintillation light photons, which is more than 

the total number generated by most common single-photon-emitters at gamma-ray energies. 

3.5 Experimental Validation 

A preliminary experiment aimed to validate and correlate the simulation results was 

performed using a 
57

Co (122keV) gamma-ray source and an iQID detector with a 400 um-

thick columnar CsI(Tl) scintillator, and a single-MCP image intensifier manufactured by 

[Proxivision]. An opaque entrance window was applied to the scintillator. The MCP bias 

voltage was adjustable in the range of 400-900V, controlled by an external DC power supply 

made by B&K Precision Corporation [BK precision]. The iQID camera was set in photon-
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counting mode. By adjusting the distance between the radiation source and the photocathode 

input surface, zero or very few overlapping events appeared in each frame, which facilitated 

event identification in post processing. After raw images with events were acquired, a series 

of processing steps was performed to extract the 122keV event clusters in the image (chapter 

4 provides details about the frame-parsing algorithm). Then by simply summing up the pixel 

values of each event cluster as an estimate of the energy, a spectrum was generated and the 

energy resolution of the whole system was estimated. Although MLE may be a superior 

method for estimating event energy when it correlates with depth, when a thin 400um 

scintillator is used the variation of gamma-ray interaction depth is small such that pixel-

summing is reasonably used as an alternative method. 

      Since the simulation was implemented under the assumption of unsaturated channels, 

bias voltage in the experiment was adjusted to avoid saturation effects while at the same 

time keeping the gain as high as possible to maximize the S/N ratio. The event-extracting-

algorithm parameters were also adjusted to eliminate most background events while 

retaining as many real events as possible. Energy spectra for three bias voltages were 

generated and are shown in Figure 3.10. 

 

Figure 3.10: Energy spectra of iQID detector for three different bias voltages. Black lines 

are experimental results; red, blue and green lines are fitted curves used to estimate energy 

resolution. ER=115.9%, 65.1%, 50.1% for red, blue and green curves. 



89 
 

      Because this experiment was performed with low-gain configurations, with a single-

MCP image intensifier and a low applied voltage, the SNR appeared to be low. To separate 

the limited number of real events from an overwhelming background, thresholding 

introduced truncation effects in the resulting energy spectra as shown in Figure 3.10 and the 

less gain, the more severe the truncation effects will be. For example, the lowest-bias-

voltage curve will suffer from truncation effects the most among the three fitted spectra, and 

only a small portion of real events are collected. Channel saturation is obvious in the high-

bias line from its expanded shape. The reason for saturation to occur is that iQID has very 

good spatial resolution, which means incident photons stay together, increasing the number 

of PEs entering each channel, and finally causing channel saturation in some channels. The 

larger the bias voltage, the more gain there will be and the more saturation effects are likely. 

In sum, it’s hard to satisfy a condition of not saturating while at the same time avoiding 

truncation based on the iQID gain configuration. The intermediate curve in Figure 3.10 was 

found to have a good balance between saturation and truncation and yielded the best 

achievable estimate of the system energy resolution. 

      Although the scintillator, opaque entrance window, event-energy-estimation algorithm 

and Compton scattering all affect energy resolution, their effects were found to be secondary 

to that of the image intensifier, which has great signal amplifying power but dominates total 

energy resolution of the system as found above. If we assume ~65% as the ER of the image 

intensifier and refer to Figure 3.9, we deduce that approximately 50 PEs were generated by 

the photocathode. Considering that the photocathode (S25) has a QE of about 9% at 550nm 

(peak emission wavelength of CsI:Tl scintillator), the fiber optics faceplate coupled with 

photocathode has a NA of 0.58 and opaque entrance absorbs half of total photons, we can 

calculate there are about 6000 photons generated in the scintillator. According to the 

literature, CsI(Tl) scintillator has light yield of about 54 photons/keV, which means there 

will be an average of 6588 photons generated for each 122keV gamma-ray photon 

interaction. The two results agree, which suggests that the simulation results are reliable as 

long as we work in unsaturated mode. Then Figure 3.9 can be used to calculate 

approximately how many PEs are generated in the image intensifier for different 

experiments. 



90 
 

3.6 Proposed Improvements 

From the previous simulation results and analysis, we conclude that there is a high variance 

in the electron-multiplication process. Starting from Poisson distributed PEs, the yield of 

SEs, the SE energies, and emission angles are all randomly varying following their own 

distributions. However, comparison with PMTs, which have similar electron multiplying 

mechanisms with much better energy resolution, reveals that the randomness in the number 

of collisions of SEs or electron-multiplication stages is playing the key role in the energy 

resolution performance.  Instead of a fixed number of dynode structures that create a fixed 

number of gain stages in PMTs, each channel in an MCP works as a continuous dynode unit 

that provides a varying number of gain stages, causing sufficient variability to degrade the 

energy-resolution performance. 

      One possible solution to improve energy resolution of iQID cameras is to invent new 

electro-optical devices for optical amplification. To maintain high-spatial-resolution 

performance while improving energy resolution, the device ideally should take advantage of 

both image intensifier and PMT properties. Currently, three out of four combinations based 

on continuous or discrete dynode for electron amplification and anode or phosphor screen 

for electron signals readout have been realized in different electro-optical amplification 

devices (PMTs, image intensifiers and MCP assemblies). For example, MCP assemblies can 

be manufactured with MCPs and multiple readout anodes that features ultra-high timing 

resolution for time-of-flight mass spectroscopy applications. The most useful combination 

has not been demonstrated, which would combine a high-energy-resolution discrete dynode 

structure such as the mesh-dynode used in MA-PMTs and high-spatial-resolution phosphor 

screens as used in image intensifiers. This combination, when applied in electro-optical 

devices, would serve as an alternative photon-amplifier and provide both high spatial 

resolution and energy resolution performance. Figure 3.11 depicts the four combinations and 

the potential solution for improving poor energy resolution in iQID cameras. 
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Figure 3.11: Different combinations of dynode and electron readout used in current photon 

amplifying devices and the potential solution for improving energy resolution of iQID 

camera. 

      Another possible solution is to add another high-energy-resolution photodetector to the 

other side of the scintillator. Columnar CsI(Tl) scintillators fabricated on a fiber-optic 

substrates are a good option for this purpose. Figure 3.12 shows a demonstration of this 

concept with SiPM photodetectors. A similar concept has been used by others in exploring a 

prototype PET system. [Park et al. 2012, 2014] With this configuration, high spatial 

resolution can be provided by the image intensifier while high energy resolution and timing 

resolution are provided by the extra photodetectors. High-frame-rate CMOS sensors ideally 

should be used to create correspondence with other photodetectors in identifying gamma-ray 

events, but the problem of temporal registration of events between different detector 

technologies is not trivial.  

 
Figure 3.12: Graphic representation of the SiPM-coupled iQID camera to improve energy 

resolution and timing resolution performance while maintaining high spatial resolution. 

      Finally, based on the Monte Carlo simulations, we conclude that the energy resolution of 

image intensifiers can be effectively improved by increasing the mean number of PEs. 

Therefore, higher gamma-ray energy, high-yield and high-transport-efficiency scintillators, 
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large-numerical-aperture (NA) fiber-optic faceplates, and high-quantum-efficiency 

photocathodes can all help improve the energy resolution of iQID cameras. 

3.7 Conclusions 

In this section, we have introduced the micro-channel plate and the key physical effects 

occurring in electron multiplication inside each channel. Based on these effects, a 2D Monte 

Carlo simulation was implemented under non-saturation assumptions with respect to 

channel properties, gain, and energy-resolution performance. The MCP’s basic properties 

modeled by this simulation match well with observed and published data. Simulation results 

showed that MCP gain will be affected by system parameters; however the large gain 

variation or poor energy resolution is almost insensitive to these parameters. It is the large 

variation in the number of amplifying collisions and yield per stage that dominate the gain 

statistics. By comparison, a PMT usually has a fixed number of amplifying stages and a 

smaller range of SE yields per stage, which provides much better energy resolution. Further 

exploration of gain statistics showed that energy resolution could be improved by increasing 

the number of photons. A curve was generated that relates image-intensifier-energy 

resolution to mean number of PEs. From this curve, we see it’s possible to improve energy 

resolution to better than 20% when more than 800 PEs are generated. Large QE 

photocathodes, high light output scintillators, and large NA fiber optic faceplate will all help 

increase the number of PEs. However, caution is required because the MCP might become 

saturated when the number of PEs is too large. 

      In order to acquire more experimental results to accurately correlate with this simulation, 

careful revisions to the experimental setup are needed, including the use of appropriate 

sources, thinner columnar scintillator to reduce depth of interaction, low-noise CCD/CMOS 

sensors, and optimal MLE methods for more accurate event parameter estimation. Also, 

channel saturation effects can be further studied if necessary to get a complete picture of 

MCP behavior. Finally, based on the results from this study, a new design of an MCP 

structure with discrete dynode stages is needed to achieve better intrinsic energy resolution 

as well as high gain, excellent spatial and temporal resolution, thus facilitating a next 

generation iQID camera.  
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CHAPTER 4 

ADVANCES IN FASTSPECT III 

iQID cameras, which have an order of magnitude higher spatial resolution than the general 

PMT-based gamma cameras, have been used to develop a high-resolution preclinical 

stationary SPECT system known as FastSPECT III. With 20 iQID cameras, FastSPECT III 

was originally developed for rodent brain imaging and was shown to provide an isotropic 

linear resolution of ~250 microns. [Miller et al. 2010] Although a micro-resolution phantom 

was successfully reconstructed in the preliminary evaluation using a GPU-enabled 

maximum-likelihood expectation-maximization (MLEM) algorithm, several issues were 

found in both iQID cameras and the FastSPECT III system configuration that limited 

successful reconstruction of animal images. In this chapter, advances that have addressed the 

limitations of FastSPECT III will be introduced. Finally, with the advances in the 

FastSPECT III system, both resolution phantom and mouse images have been successfully 

reconstructed with better than 350-micron linear spatial resolution, and sample images will 

be presented at the end of this chapter. 

4.1 Introduction 

FastSPECT (Four-dimensional Arizona STationary Single-Photon Emission Computed 

Tomography) is a stationary SPECT imaging approach developed at the University of 

Arizona and in the Center for Gamma-Ray Imaging (CGRI) that uses rings of modular 

gamma cameras to acquire 2D planar projection images in parallel with sufficient angular 

sampling such that a 3D subject can be accurately reconstructed. The first FastSPECT 

system, FastSPECT I, was designed for human brain imaging [Rowe et al. 1993] and 

converted later to small-animal imaging [Klein et al. 1995, Kastis 2002] with two rings of 13 

and 11 modular PMT-based scintillation cameras, respectively.  For each gamma camera, a 

10 cm × 10 cm × 0.5 cm NaI(Tl) scintillator is coupled to a 2×2 array of square 2”×2” PMTs 

via a 1.9 cm-thick light guide. The second FastSPECT system, called FastSPECT II and 

enabled by the advances in detectors and read-out electronics, was constructed with 16 

modular scintillation cameras arranged in two rings (8 in each ring) with 22.5 degrees 
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orientation difference. [Chen 2006, Furenlid et al. 2004] Each modular camera in 

FastSPECT II comprises a 11.43 cm × 11.43 cm × 0.5 cm NaI(Tl) scintillator coupled to 

3×3 PMT array via a 1.5 cm-thick light guide. List-mode data are acquired using CGRI-

designed electronics and MLE is used for event position and energy estimation. [Furenlid et 

al. 2004] 

     FastSPECT III is the third FastSPECT system developed in CGRI, and was designed for 

rodent brain imaging to study neurological pathologies including Alzheimer’s and 

Parkinson’s diseases, which both require high-resolution images of uptake of tracers in brain 

regions. Unlike the the previous two generations, FastSPECT III was constructed with 20 

iQID scintillation cameras arranged in three rings, with 10 cameras in the central ring and 5 

in each outer ring. An imaging aperture made from tungsten composite and twenty 250µm 

platinum pinholes (one for each iQID) is used for gamma-ray imaging. [Miller et al. 2009a] 

The pinhole apertures and iQID cameras are positioned such that a common FOV of 15mm 

(diameter) sphere is formed. Each iQID camera consists of a 55-mm-diameter 450-µm-thick 

columnar CsI(Tl) scintillator, a 2
nd

-generation XX1332 military surplus image intensifier, a 

Fujinon 6-mm-focal-length F1.2-F16 lens, and a Point Grey Research DragonFly Express 

CCD sensor with 640×480, 7.4µm ×7.4µm pixels and up to 200fps frame rate. [FLIR] 

Figure 4.1 shows the FastSPECT III system and the iQID camera configuration used.  

      Despite the high linear spatial resolution of ~250 µm demonstrated by 3D reconstruction 

of a micro-resolution phantom [Miller 2012c] and all the other advantages of the iQID 

cameras, three main issues arose in the application phase of FastSPECT III. First, it was 

observed that some of the XX1332 military surplus image intensifiers generate random 

events that tend to concentrate in the center of the output phosphor screen after 

amplification, called “central spot” background. If not discriminated, these false events will 

mix with real gamma-ray events and cause artifacts in 3D reconstructed images. Second, the 

originally-employed columnar CsI scintillators have a thickness of only 450 µm that yields 

low efficiency for absorbing higher-energy gamma-ray photons, such as the 140keV 

gamma-rays emitted by the most commonly used radioisotope, 
99m

Tc. This has greatly 

limited the system sensitivity of FastSPECT III such that low-dose imaging, such as mouse 

imaging of brain, often resulted in too-low S/N ratio for 3D image reconstructions. Finally, 



95 
 

FastSPECT III was configured to provide a 15-mm-diameter, spherical common FOV 

(CFOV) for high-resolution imaging yet has a much larger total FOV (TFOV). High-

resolution performance in the FastSPECT systems requires high-precision calibration, but in 

FastSPECT III, the count-rate when all events occur in a small region on the detector is 

limited by the frame rate so that only the CFOV can be calibrated within the lifetime of a 

lab-prepared radioactive point source. In mouse imaging and other imaging tasks, however, 

the volume of the mouse or the distribution of the radiopharmaceuticals is often much larger 

than this CFOV. Activity outside of the calibrated CFOV while inside the TFOV generates 

extra events in some iQID cameras that cause inconsistency with calibration data and 

artifacts in reconstructed images.  

 

 
Figure 4.1: The FastSPECT III system (Top) and an iQID camera on the system (Bottom). 

      In order to advance iQID cameras and solve the above mentioned problems in the 

FastSPECT III systems, a new frame-parsing algorithm was developed and integrated into 

FastSPECT III that eliminates the central-spot background of XX1332 image intensifiers in 

real time based on statistical analysis. A new 1.65-mm-thick columnar CsI(Tl) scintillator 

was also installed on each iQID camera after evaluation and comparison studies with the 

original 450-µm columnar CsI(Tl) scintillator in terms of sensitivity and spatial resolution, 

which greatly improves FastSPECT III’s sensitivity. Finally, a new system calibration 
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method was developed that is able to cover a much larger volume to reduce or eliminate 

inconsistency between projection image and calibration data, while maintaining high spatial 

resolution in the CFOV. System performance evaluations with both phantom and mouse 

were carried out after all of these advances were completed.  

4.2 Advanced Frame Parsing Algorithm 

4.2.1 Central Spot Noise 

The advanced frame-parsing algorithm was developed to perform event estimation and 

remove the central-spot background generated by the XX1332 image intensifiers employed 

in the iQID cameras of FastSPECT III. The XX1332 image intensifier is a 2
nd

-generation 

image intensifier with a 50-mm-diameter input window and a 40-mm-diameter output 

window. It has a plano-concave, fiber-optic entrance faceplate with S-25 photocathode 

deposited on the inside of a curved entrance window, an electro-optical inverse-focusing 

mechanism to direct photoelectrons to a micro-channel plate (MCP) for electron 

amplification, and a P20 phosphor exit screen. The total optical gain is approximately 

45,000. Figure 4.2 shows a schematic representation of a XX1332 image intensifier. The 

central-spot background is a special type of noise generated by the XX1332 image 

intensifier, which has a similar appearance to thermal noise events on an event-by-event 

basis but tends to concentrate in the center of the output surface. Figure 4.3 shows both an 

integrated image and a centroid image of the output phosphor screen under visible light and 

dark illumination. The central-spot is visible in both images. The physical origin of central-

spot background events is not clear, but statistical analysis of the event properties has 

suggested effective solutions. 
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Figure 4.2: Schematic configuration of an XX1332 image intensifier. 

          

Figure 4.3: Integrated image of the phosphor screen of XX1332 image intensifier under 

visible light illumination taken with a cellphone camera (Left) and centroid image of the 

central spot under no light input taken with the iQID camera (Right). 

4.2.2 Advanced Frame Parsing Algorithm  

A fast frame-parsing algorithm based on GPU parallel-computing was already installed in 

the data acquisition system of FastSPECT III that is able to identify and process each 

gamma-ray event in real-time. [Miller et al. 2009] However, it’s not capable of effective 

discrimination of gamma-ray events against central-spot background events in situations 

such as when the thicker scintillator was used to improve system sensitivity. The new frame-

parsing algorithm needed to be integrated into the original data acquisition system while 

maintaining high-throughput real-time processing speed, along with stronger noise 

discrimination capability to remove central-spot events. Based on these requirements, the 

advanced frame-parsing algorithm was proposed with the following steps to identify the 

events from CCD background noise, extract their associated pixels, record the information 

in a list-mode file and discriminate against central-spot events:  
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(1) a frame from the CCD is acquired; 

(2) a 3×3 average filter is applied to smooth the event energy distribution and connect 

isolated but close pixels belonging to the same event; 

(3) the smoothed image is amplitude-thresholded above the CCD noise; 

(4) individual clusters are identified using a fast connected-components-labeling algorithm 

and the pixels associated with each event are then extracted; 

(5) important information such as total energy, size and interaction position of each event is 

estimated, and Figure 4.4 shows a step-by-step demonstration of this algorithm; 

(6) events with smaller size than a preset size threshold are rejected. List-mode information 

of the other accepted events is recorded into a file.  

 

 

Figure 4.4:  Advanced frame-parsing algorithm. (a) CCD frame with raw data. (b) Average-

filtered image. (c) Amplitude-thresholded image. (d) Individual-cluster identified image 

using connected-components-labeling algorithm. (e) Centroid image after applying size 

threshold. 
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      Compared with the original algorithm, the advanced frame-parsing algorithm can 

identify some loosely-connected low-intensity clusters, like the one shown in the lower left 

corner of the magnified image block in Figure 4.4. It’s also able to remove many noise 

events including hot pixels and the central-spot noise using the combination of amplitude 

threshold and size threshold. Because no median filter, which is computationally expensive, 

is used, no GPU support is required to achieve real-time high processing speed, which 

reduces the cost of both hardware and software. To decide which size threshold is optimal 

for a given source and iQID configuration, a calibration experiment may be required to 

determine the size distributions of both background noise events and gamma-ray events. 

Finally, the advanced frame-parsing algorithm was integrated into the original data 

acquisition system of FastSPECT III with minimal modifications. Currently, the event-size 

information has been added to the list-mode file and a size threshold parameter control has 

been integrated into the setup screen for each iQID camera for central-spot-free data 

acquisition, as shown in Figure 4.5. 

 

Figure 4.5: LabVIEW GUI of FastSPECT III for setting data acquisition parameters. A size 

threshold has been integrated for each iQID camera. 
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4.2.3 Evaluation 

      To evaluate the effectiveness of the advanced frame-parsing algorithm in central-spot 

background elimination, an experiment with a 1-mm-diameter 
57

Co sealed-source (122keV) 

in front of the iQID camera was set up as shown in Figure 4.6. A circular aperture was 

placed in between to generate a circular projection of the source away from the central spot. 

The configuration including source activity, source-to-aperture distance, aperture size, and 

CCD frame rate were chosen such that no or only minimal multiplexing occured. 

 

Figure 4.6: Experimental setup for studying the statistics of central-spot events and gamma-

ray events using iQID camera. 

      The experiment was first performed with the 450µm columnar CsI(Tl) scintillator 

originally installed in the iQID camera. By setting a low amplitude threshold and no size 

threshold in the advanced frame-parsing algorithm, we could identify both image-intensifier 

background noise events and gamma-ray events based on their locations. Statistical 

distributions of different properties could then be generated for both types of events, 

including peak amplitude, cluster size, and total energy. After comparison of the 

distributions of different properties, only cluster size and peak amplitude were found to be 

distinguishable between background events and gamma-ray events. Figure 4.7 demonstrates 

distributions of event size and peak amplitude for both types of events and the centroid 

images before and after applying a size threshold. 
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Figure 4.7: Central-spot background-elimination demonstration for 450µm CsI(Tl) 

scintillator. Left: the size distributions and peak distributions for both central spot (CS) 

events and gamma-ray events. Right: the centroid images before (Top) and after (Bottom) 

applying a size threshold of 30 pixels. The central spot noise is effectively removed. 

      With a relatively thin scintillator, the scintillation light experiences only modest 

attenuation so that the peak amplitudes of the majority of gamma-ray events can be higher 

than most central-spot events, allowing the use of an amplitude threshold in addition to a 

size threshold for removing the central spot. However, another experiment with the same 

setup, but using a 1.65mm-thick columnar CsI(Tl) scintillator, demonstrated the advantage 

of using the size threshold over the amplitude threshold to remove central-spot noise events.  

As shown in Figure 4.8, the peak amplitude distribution of true gamma-ray events has a 

large overlap with that of central-spot events, while the size distributions can be effectively 

separated with a simple threshold.  
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Figure 4.8: Central-spot noise elimination demonstration for 1650µm CsI(Tl) scintillator. 

Left: the size distributions and peak distributions for both central-spot (CS) events and 

gamma-ray events. Right: the centroid images before (Top) and after (Bottom) applying a 

size threshold of 30 pixels. The central-spot noise is removed effectively. 

      The reason why amplitude thresholding failed in the second case is that scintillation light 

experienced a larger range of attenuation during transportation in the thicker columnar 

scintillator, resulting in a continuous spread of amplitudes. The lateral spread of scintillation 

light, however, tended to increase for the thicker scintillator, making it feasible to remove 

central-spot events based on this size difference. To further evaluate the effectiveness of the 

advanced frame-parsing algorithm, a syringe of liquid 
99m

Tc source was imaged using 

FastSPECT III equipped with 1650µm columnar CsI(Tl) scintillators. The application of the 

size threshold again effectively removed central-spot event noise from the projection image 

as shown in Figure 4.9. 
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Figure 4.9: Demonstration of central spot elimination with the advanced frame-parsing 

algorithm running on FastSPECT III system. Left: A syringe of liquid Tc-99m source. 

Middle: Centroid projection image before applying size filter (central-spot noise present); 

Right: Same projection image after applying size filter (central-spot noise removed). 

      From these experiments and statistical analysis, we draw the following conclusions: 

(1) Central-spot statistics do not change as long as we don’t change image intensifier 

settings. 

(2) The thicker the scintillator is, the more difficult it is to discriminate real events from 

central-spot noise events. 

(3) Higher-energy gamma-rays balance light loss due to transportation and attenuation, so 

for optimal central-spot elimination, higher-energy sources are preferred. 

(4) The advanced frame-parsing algorithm allows effective central-spot elimination and 

offers more flexibility in the removal of other noise events. 
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4.3 New Columnar Scintillator 

To improve the system sensitivity of FastSPECT III, especially for a higher-energy sources, 

a 1.65mm-thick columnar CsI(Tl) scintillator was acquired from [RMD] and evaluated in 

terms of sensitivity and resolution performance. Since pinhole apertures are used on 

FastSPECT III, parallax error introduced by thick scintillator could affect detector resolution, 

so a study of the depth-of-interaction effect was also performed. Figure 4.10 shows photos 

of both the original 450µm columnar CsI(Tl) scintillator and the new 1.65mm columnar 

CsI(Tl) scintillator. 

 

Figure 4.10: The original 450µm columnar CsI(Tl) scintillator on FastSPECT III (Left) and 

the new 1.65mm columnar CsI(Tl) scintillator (Right). 

4.3.1 Detector Sensitivity 

To assess the sensitivity achievable with both scintillators, a 
57

Co (122 keV) source was 

placed above the iQID detector to provide a flood illumination. The distance between the 

source and detector was adjusted such that minimal overlap between events occurred. The 

experiment was performed for both 450 µm CsI(Tl) scintillator and the new 1650 µm CsI(Tl) 

scintillator and used the new frame-parsing algorithm to suppress the central-spot 

background. The experimental setup and the flood images with both scintillators are shown 

in Figure 4.11. The acquisition time for both flood images is 30 seconds.  

    

Figure 4.11: Experimental setup for sensitivity measurement (Left) and flood image of 30 

seconds acquisition for 450µm CsI(Tl) scintillator (Middle) and 1650µm CsI(Tl) scintillator 

(Right). 
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      During the above 30-second-exposure experiments, we acquired 11546 counts as a 

measure of sensitivity for the 450µm CsI(Tl) scintillator and 31629 counts for 1650µm 

CsI(Tl) scintillator. Given the known activity of the gamma-ray source, the solid angle 

subtended by the image intensifier, the stopping power of both scintillators and their 

substrates, and the acquisition time, theoretically there should ideally be ~39000 gamma-ray 

interactions for the 1650 µm CsI(Tl) scintillator and ~14000 gamma-ray interactions for the 

450 µm CsI(Tl) scintillator. Thus an estimated sensitivity loss of ~20% is incurred for 

central-spot elimination. The new scintillator, however, still provides ~3 times higher 

sensitivity performance. 

      When we lowered the size threshold to keep more events, we acquired 48307 counts as a 

net measure of the sensitivity after subtracting the number of central-spot events, which is 

above the theoretical value of ~39000. This phenomenon was only found for the thicker 

scintillator. Several reasons may apply.   First, due to the extra thickness, K x-rays have 

larger probability to interact with the scintillator instead of escaping. Second, Compton-

scattered gamma rays also have larger probability to interact again with the scintillator 

instead of escaping. Because the frame-parsing algorithm is not able to recognize the 

primary gamma-ray interaction and the spatially-separated reabsorbed K x-ray or Compton-

scattered gamma-ray as one event if they are laterally distant from one another (>1 mm), it’s 

likely that they are sometimes counted as two events. Finally, the thicker scintillator also 

absorbs more background radiation events, though this cannot account for more than a small 

fraction of the extra counts. 

      The thicker scintillator was installed on all iQID cameras in FastSPECT III. The total 

system sensitivity is measured to be ~50cps/MBq for a 140keV gamma-ray source such as 

99m
Tc, which is ~3-times higher than the original sensitivity of 16cps/MBq. 

4.3.2 Spatial Resolution 

To measure how the detector intrinsic resolution varies with different scintillators, a 50-µm-

wide tungsten slit aperture was used to generate a line image on the iQID detector. If every 

component of the iQID detector was perfect with no spatial resolution degradation, the line 

image will have a width of <1 pixel. The experimental setup is shown in Figure 4.12 along 
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with the acquired line images. Both scintillators were tested to compare their effects on 

detector resolution. 

   

Figure 4.12: Experimental setup for detector resolution measurement (Left) and line images 

for both 450 µm CsI(Tl) scintillator (Middle) and 1650 µm CsI(Tl) scintillator (Right). 

      Both line images were taken with two minute acquisitions, and normalized Gaussian-fit 

line-spread-functions (LSF) were generated as shown in Figure 4.13. The DC signal due to 

central spot noise and other background radiation was subtracted when generating the LSF. 

Due to more Compton scattering and lateral spread of scintillation light, the thicker 

scintillator provided poorer spatial resolution. However, because the other components of 

iQID all have high-spatial-resolution performance, an excellent intrinsic spatial resolution of 

~300 µm was still found. 

 

Figure 4.13: Normalized Gaussian-fit line spread function for both scintillators: the FWHM 

is 150 µm for the 450 µm CsI(Tl) scintillator and 300 µm for the 1650 µm CsI(Tl) 

scintillator. 
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4.3.3 Depth of Interaction Effect 

The new CsI(Tl) scintillators thus yielded excellent spatial resolution and provided much 

higher sensitivity than the original CsI(Tl) scintillators. Another effect that needed to be 

investigated, especially for the thicker scintillator, is the parallax error, which can limit 

resolution performance at the edge of the FOV. Generally, with iQID we only estimate 2D 

position of each gamma-ray interaction instead of the 3D position inside the scintillator. Not 

estimating interaction depth translates into an error in the source location during back 

projection, thus degrading the image resolution during reconstructions. In a SPECT system 

like FastSPECT III, the resolution of 3D reconstructed images will be affected. Figure 4.14 

depicts the parallax error. 

 

Figure 4.14: Parallax error illustration using an ideal point source, ideal pinhole aperture and 

a thick scintillator. A finite-size projection of the ideal point source can be caused due to the 

thickness of the scintillator, which leads to ambiguous source location when the interaction 

depth is unknown.  

      To reduce the parallax error especially with thick scintillators and oblique rays, the 

interaction depth should be estimated for each event. Furthermore, the 3D interaction 

position and event energy should be estimated with maximum-likelihood estimation (MLE) 

to gain the advantage of ML such as asymptotic lack of bias. A depth-of-interaction (DoI) 

calibration is usually required to determine the relationship between scintillator-light output 

and 3D-interaction position as prior information for implementing MLE. Here we performed 

a DoI study with both simulation and experiments to explore how the event size and 

amplitude vary with gamma-ray interaction depth for the new thicker columnar CsI(Tl) 

scintillators. 
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DoI Simulation 

The simulation was performed in FRED, an illumination-design and ray-tracing software. 

According to a US patent on the fabrication of pixelated micro-columnar scintillators 

[Nagarkar and Tipnis 2005], the cross section of a column can be square, octagonal, and 

circular. The tip of a column can be conical, pyramidal, or flat. The substrate top surface can 

be non-coated or reflective-coated.  

      In this simulation, the chosen configuration for the columnar scintillator included a BK7 

glass substrate, circular columns with wedge gaps, and conical tips. Three different coating 

conditions were simulated as well, i.e. non-coated, column 95% reflective and substrate 100% 

reflective. The detailed simulation parameters are listed in Table 4.1. For each gamma-ray 

interaction, 10000 scintillation photons were generated and traced with the Monte Carlo 

method. Figure 4.15 shows a FRED rendering of the simulated micro-columns and ray 

tracing results for 10 scintillation photons. 

Substrate dimensions 2000(x)×2000(y)×1000(z) µm 

Substrate coatings Uncoated, 100% Reflective 

Column dimensions 20(Base Diameter) ×10(Top Diameter) ×1000(Length) µm 

Column coatings Uncoated, 95% Reflective 

Column tip 90 degree cone 

Gap dimensions 0.2(Base Diameter) ×10(Top Diameter) ×1000(Length) µm 

Excited-electron range 1(x)×1(y)×20(z) µm 

Table 4.1: Detailed specifications of the simulated columnar CsI(Tl) scintillator. 
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Figure 4.15: Top: FRED rendering of the scintillator columns with wedge-shaped gap. 

Bottom: Ray tracing demonstration of 10 scintillation photons. 

      To measure the scintillation light output and lateral spread, an ideal detector was placed 

close to the exit face of the scintillator. The number of photons detected by the detector was 

used as the measure of the light output. As illustrated in Figure 4.16, the RMS spot radius 

after applying an irradiance threshold was calculated as a measure of the lateral spread. By 

varying the gamma-ray interaction depth in a micro-column and tracing generated 

scintillation photons, the light output and lateral spread as a function of source location 

(interaction depth) could be plotted, as shown in Figure 4.16. 
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(a)                                                                  (b) 

  
(c)                                                                   (d) 

Figure 4.16: (a) Plot of ray-tracing results of 10000 scintillation photons. (b) Illustration of 

irradiance threshold for RMS-spot-radius calculation. (c) Light output vs. source location 

under different coating conditions. (d) Lateral spread vs. interaction depth under different 

coating conditions. 

DoI Experiment 

      The DoI experiment used a 50-µm-wide tungsten slit aperture and the 1650-µm-thick 

scintillator configured as in Figure 4.17. Then, using a 
57

Co source and the iQID detector, 

we acquired the slit projection image over 3-minutes acquisition. For each event produced 

through the slit aperture and included in the red rectangular region, an ML estimation based 

on a Gaussian model was performed to estimate the energy, 2D- interaction position and 

spatial variance. Since the angle of incidence of gamma rays was known, the interaction 

depth could be calculated based on the 2D interaction position. After all events inside the 

red region were processed, correlation plots of event energy and light output diameter versus 

interaction depth were generated, as shown in Figure 4.18. 
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Figure 4.17: Top: Experimental setup for DoI study. Bottom: Projection image of the 

tungsten slit aperture acquired in 3 minutes. The width equals the thickness of the scintillator 

due to the 45-degree incidence angle. 

                                
(a)                                                         (b) 

      
(c)                                                         (d) 

Figure 4.18: (a) Extracted cluster from raw frame data. (b) Gauss-fit result of the cluster in 

(a). (c) Event energy vs. interaction depth. (d) Event radius vs. interaction depth. 
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Summary 

The experimental results agree with the simulation results. As expected, the detected event 

amplitude increases proportionally with larger interaction depth and reduced attenuation. 

The event size, represented by the standard deviation or the RMS of the spot radius, is found 

to have a maximum value at a certain interaction depth, about 500µm away from the exit 

surface in the simulation and 1000µm away from the exit surface in the experiment. When 

the interaction location moves away from the exit face, the event size or lateral spread 

initially increases, which can be easily understood. However, when the distance keeps 

increasing, attenuation of scintillation photons propagating through the crystal starts to 

dominate by absorbing weak signal in the outermost regions. Finally when the distance 

becomes so large that most energy of the initial scintillation light is absorbed by the 

scintillator, the event size will shrink with much fewer pixels above threshold. So for thick 

columnar scintillators, a non-monotonic relationship between event-size and depth was 

discovered as the result of the balance between absorption of light inside the scintillator and 

the light cross-talk effect between neighboring columns. This depth-of-interaction study 

provides the relationships between event energy, event size and interaction depth, which can 

be used as prior information in ML estimation or assist with detector simulations. 
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4.4 New System Calibration 

SPECT systems can be described by a discrete-to-discrete model as 

𝐠 = 𝐇𝐟 + 𝐧  ,                                                         (4.1) 

where f is the object represented by an N×1 vector of voxels, H is the system matrix of 

M×N elements, n is the image noise represented by an M×1 vector of pixels and g is the 

digital projection image represented also by an M×1 vector of pixels. For each voxel in the 

object, the system can generate a corresponding M×1 vector of pixels as the system response, 

called a point spread function (PSF). Each column of H is a PSF for a voxel of the object 

and the process of acquiring H is called system calibration. An estimate of the object f can 

be reconstructed once the system PSF matrix, H, is determined either by measurement or by 

simulation. This section introduces a new system calibration method for high-resolution 

pinhole SPECT system with CCD/CMOS- based gamma cameras. The proposed method 

was implemented on the FastSPECT III system. 

4.4.1 Introduction 

In recent years, pinhole SPECT systems have become more and more popular because of 

their high resolution and sensitivity characteristics. They are particularly useful in 

preclinical or small-animal imaging applications. Many pinhole SPECT systems have been 

developed that are able to provide <2mm or even <0.5mm resolution performance. 

[Schramm et al. 2003, Beekman et al. 2005, Funk et al. 2006, Kim et al. 2006, Miller 2012b, 

Durko 2014, Chaix 2015] When high-magnification pinhole apertures are used, the 3D 

reconstructed image can provide resolution even better than the intrinsic resolution of the 

gamma camera. The high-resolution performance, however, also poses great challenge for 

high-accuracy system calibration. Resolution loss, artifacts, and even reconstruction failure 

can be caused by using an inaccurately or improperly determined H matrices during 

tomographic reconstructions. 

      Several pinhole-SPECT calibration methods have been proposed, which mainly fall into 

two categories, geometry characterization or exhaustive measurement. Geometry 

characterization is mainly used on rotating SPECT systems. Analytical models with 
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necessary intrinsic and extrinsic parameters describing the pinhole projection geometry are 

used to calculate the H matrix. By imaging specially-designed point-source phantoms and 

fitting the image data with analytical models, parameters of the model can be estimated. For 

example, Bequé et al. used a phantom with three non-collinear point-sources to estimate the 

seven parameters necessary to describe their acquisition geometry and later optimized the 

configuration of the point sources for image-reconstruction accuracy. [Bequé et al. 2003, 

2005] Many other efforts have gone into geometry modeling and calibration of cone-beam 

tomography systems. [Gullberg et al. 1990, Hsieh et al. 1997, DiFilippo 2008] Although 

many groups have achieved satisfactory image quality for modest-resolution clinical 

applications, factors affecting calibration accuracy have been found for high-resolution 

systems, such as correlations between the seven parameters, and mechanical stability and 

accuracy of scanners. Prior knowledge of the parameters and a restricted search domain 

were used to address the correlation problem [Li et al. 1993]. Separate estimation of intrinsic 

and extrinsic parameters with separate measurements was also adopted to avoid correlation 

errors in simultaneous estimation of all parameters. [Rizo et al. 1994] Refinement of the 

calibration was proposed to solve the mechanical stability issue and provide stable estimates 

[Defrise et al. 2008]. 

      Calibration through exhaustive measurement is the ultimate calibration method 

pioneered with the FastSPECT systems developed at CGRI, and mainly used on stationary 

SPECT systems. [Furenlid et al. 2004] With multiple cameras and pinhole apertures fixed, 

stationary SPECT provides excellent stability and capabilities for dynamic studies. In the 

exhaustive measurement, a fabricated radioactive point source is sequentially scanned by 

motorized stages across the FOV, and the PSF corresponding to the point source at each 

voxel location is recorded. The H matrix is then constructed by smoothing and interpolating 

the sampled system response matrix. [Chen et al. 2005] This method is able to calibrate 

detector blur, sensitivity and resolution of each pinhole aperture, any mechanical 

misalignment, gain variations, and any other characteristics of the gamma cameras into the 

H matrix. Although it’s the gold-standard method that is able to provide the most accurate 

calibration, modern high-resolution SPECT systems require the voxel size to be as small as 

0.1-0.2mm, greatly increasing the number of voxels to cover the necessary FOV and the 
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space for data storage. By storing only non-zero elements, the size of H matrix can be 

greatly reduced. For sub-half-millimeter resolution SPECT systems, however, this method 

still leads to very large H matrices because of the fine sampling with high-resolution sensors. 

By assuming a Gaussian model for each PSF, six parameters can be calculated and stored 

instead, resulting in a significantly smaller calibration files. [Chen 2006] GPU-based on-the-

fly computation of the H matrix can then be performed using the six parameters during 

iterative reconstructions. [Miller et al. 2012c] Use of an analytical pinhole models combined 

with point source measurements at a limited number of positions is also used on high-

resolution stationary SPECT systems to address the data storage problem. [van der Have et 

al. 2008] 

      The high-resolution performance of pinhole SPECT systems is often achieved by using 

large-magnification pinhole apertures and small CFOVs, while the TFOV of all gamma 

cameras may be much larger. Any activity in the TFOV that is outside of the calibrated 

volume would cause data inconsistency and result in resolution loss, artifacts and even 

failure of image reconstruction. As a result, the calibration, ideally, should cover the TFOV. 

This is often prohibitively time-consuming and not practical using exhaustive measurements 

method due to the large volume, small step sizes between pinholes, as well as limited 

lifetime and activity of the fabricated point source. To cover as much FOV as possible while 

maintaining high-resolution performance, a new calibration method is proposed here that is 

time efficient, storage efficient, accurate and easy to implement by incorporating a hybrid 

scan of the radioactive point source with analytical and empirical models. This method was 

implemented on FastSPECT III, where distortion and optical magnification also need to be 

calibrated due to the use of image intensifiers and lens-coupled CCD sensors. The 

performance of this calibration was evaluated with both phantom and mouse imaging; 

results are presented in section 4.6.  

4.4.2 Acquisition Parameters Adjustment 

It has been observed that XX1332 image intensifiers have temperature-induced gain drift, 

which could change system sensitivity and cause a prior system calibrations to be inaccurate 

at the time of imaging. A new system calibration is typically required, which can be time-



116 
 

consuming. Fortunately, the new frame-parsing algorithm offers two degrees of freedom in 

event processing, and by properly selecting the combination of both amplitude and size 

thresholds, the sensitivity change caused by gain drift over time can be at least partially 

compensated or balanced. If consistent criteria are used during system calibration, the same 

criteria can be met by adjusting the two acquisition thresholds shortly before imaging such 

that the prior system calibration remains accurate.  

      The criterion chosen in this work is equal sensitivity response across all iQID cameras on 

FastSPECT III for a point source at the center of the FOV. When a point source is fabricated, 

the activity is measured by a counter. Then the point source is positioned to the center of 

FOV. By setting relatively-low amplitude and size thresholds, list-mode data including the 

size information of all events for a short acquisition time (10 minutes, for example) are 

acquired for each iQID camera. Example centroid images of the point source from the 20 

iQID cameras are shown in Figure 4.19. After identifying the projection regions of the point 

source, a relationship between the sensitivity of each camera and the threshold parameters 

can be generated by post processing the list-mode data. An example is shown in Figure 4.20, 

where a chosen criterion is plotted with blue lines. Based on the resulting curves, proper 

thresholds can be set to meet the criterion, and the system is ready for acquisition. 

 

Figure 4.19: Centroid images of a point source with the projection regions identified. 
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Figure 4.20: Variation of system sensitivity responses as a function of size threshold. Blue 

lines indicate a chosen criterion for proper threshold settings. 

      The parameter adjustments can be performed with the same point source fabricated for 

system calibration, and the procedure requires only 10-15 minutes. For future imaging tasks, 

a sealed radioactive point source such as 
57

Co can be used, such that no point source needs 

to be fabricated. Once adjusted, the acquisition parameters set the system into a similar state 

as to when the system was calibrated, which maintains the accuracy of previously acquired 

calibration matrix. Although this method is applied to FastSPECT III system, the idea of 

fine tuning acquisition parameters to balance gain fluctuations is also routinely carried out 

on other SPECT and PET systems. [Simmons 1988] 

4.4.3 Hybrid Scan 

For a stationary SPECT system, the exhaustive measurement calibration method usually 

starts with the scanning of a fabricated point source in a regular-grid pattern. The step 

between two adjacent positions is fixed, which determines the sampling of the calibration 

and the pattern is usually cubic or cylindrical. The number of grid points that can be 

measured is determined by the activity of the point source and the sensitivity of each gamma 

camera. The scanning step is determined as a compromise between the FOV and resolution 
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requirements. For example, in the original system calibration, a point source made from 

99m
Tc usually contained activity of ~400µCi and could support up to an 11×11×11 cubic 

scan on the FastSPECT III system. The total acquisition time was ~12 hours with 15-

seconds of acquisition time for the first position. The maximum scanning step was 1.5mm 

and an interpolation factor of 7 was used to provide 0.214mm voxels for high-resolution 

reconstructions. This resulted in a maximum scanned volume of 15×15×15mm
3
, which was 

enough to cover the 15mm-diameter-sphere common-FOV, but not enough compared with 

the overall size of a mouse. 

      To substantially increase the scanned volume while maintaining high-resolution 

performance in the CFOV, a hybrid multi-gridded scan was developed that consists of two 

interleaved cylindrical scans, one with small scanning step over a small volume and another 

with large scanning step over a surrounding large volume. Specifically, the first scan covers 

a cylindrical volume of 15mm (diameter) ×15mm (depth) with 891 positions and a 1.5mm 

step size in each direction. The second scan covers a cylindrical volume of 24mm (diameter) 

×24mm (depth) with 441 positions and a 3mm step size. The second scan is performed 

immediately after the first scan is finished without interrupting the point source. Radioactive 

decay is considered during both scans and precisely compensated for by an increasing 

acquisition time. Starting with 15-seconds acquisition for the first position, both scans take 

about the same time of 6 hours (~12 hours in total) to finish. Figure 4.21 depicts a cross 

sectional view of the hybrid scan. 

 

Figure 4.21: Cross section view of the hybrid scan. Two traditional cylindrical scans with 

different sampling density are overlapped. 
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      Compared with the original 11×11×11 cubic scan, the hybrid scan is able to cover a ~4-

times larger volume, with the same acquisition time and the same accuracy in the CFOV. 

Since the point source is not interrupted during the whole scan, high-precision motorized 

stages guarantee the coincidence of the centers of both scans. There are a total of 105 

repeated positions between the two scans, which can help reduce the uncertainty of system 

responses and increase calibration accuracy in the CFOV. Although the second scan uses a 

larger step size that could reduce calibration accuracy for the outer region, the much larger 

scanned volume solves the inconsistency problem and removes artifacts that would 

otherwise appear in the reconstructed object.  

4.4.4 Gaussian Fitting 

After the hybrid scan is finished, PSFs of all source positions are stored in list-mode files. 

However, due to a lot of counting noise, the measured PSFs cannot be directly used in image 

reconstruction. To reduce random counting noise and recover the mean PSF responses, 

Gaussian fitting is applied using a least-squares algorithm, which also substantially 

suppresses the necessary information to be stored. It’s also employed in FastSPECT II 

[Chen 2006] and the accuracy and reproducibility has been estimated on FastSPECT III 

[Miller et al. 2012c]. Six parameters including amplitude A, centroid position ⁡𝑥̅  and ⁡𝑦̅ , 

standard deviation 𝜎𝑥 and 𝜎𝑦, and correlation coefficient 𝜌 are used to parameterize the 2D 

Gaussian model. Normalization based on the energy conservation principle is also applied. 

Mathematically the 2D Gaussian model is described as 

ℎ𝑖𝑛(𝑥, 𝑦) =
𝐴

2𝜋𝜎𝑥𝜎𝑦√1−𝜌2
× 𝑒𝑥𝑝 {−

1

2(1−𝜌2)
[
(𝑥−𝑥̅)2

𝜎𝑥
2 +

(𝑦−𝑦̅)2

𝜎𝑦
2 −

2𝜌(𝑥−𝑥̅)(𝑦−𝑦̅)

𝜎𝑥𝜎𝑦
]}     (4.1) 

where i is the index for each iQID camera and n is the index for each source position.  After 

Gaussian fitting, each measured PSF is represented by six parameters, which are stored in a 

file and will be used during reconstruction. Figure 4.22 demonstrates some examples 

comparing the measured PSFs with Gaussian-fit PSFs. The point source was made from 

99m
Tc with ~400 µCi activity, and PSF-acquisition time for the starting position was 15 

seconds.   



120 
 

 

Figure 4.22: Comparison between measured PSFs and Gaussian-fit PSFs. 

4.4.5 System Models 

The hybrid scan provides accurate PSF information with only 1227 source positions in a 

24mm (diameter) ×24mm (depth) cylindrical volume, which means an average voxel size of 

~2×2×2 mm. To provide ~0.2mm voxels for high-resolution reconstruction on FastSPECT 

III, almost 1000-times more source positions need to be interpolated, which could cause 

large interpolation error. To get around this problem, multiple analytical and empirical 

models were developed to estimate the system response (sensitivity, 2D projection location, 

pinhole and detector blur) for a point source at arbitrary locations in the FOV. By 

minimizing the difference between estimated and measured system responses, parameters of 

the models could be accurately estimated. An H matrix with any voxel size can then be 

established based on the system models. 

1) Effective Detection Region 

Due to the finite detector area and large scanned volume, the PSF of a point source placed 

far from the center of FOV could be truncated at the edge of the effective detection region, 

causing an abrupt change of system response. These truncated PSFs will greatly affect the 

accuracy of system characterization. To avoid the influence of these PSFs, a circular mask 

was used to estimate the boundary of the effective detector area and was described as  
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(𝑢′′ − 𝑢0
′′)2+(𝑣′′ − 𝑣0

′′)2 = 𝑅2                                        (4.2) 

where 𝑢′′, 𝑣′′  are the vertical and horizontal pixel coordinates of the projection image,  

(𝑢0
′′, 𝑣0

′′)  and R are the center coordinates and radius of the effective detection area, 

respectively. 

      An integrated image of all PSFs acquired by an iQID camera was used for estimating the 

effective region of that particular camera, as shown in Figure 4.23. Once the boundary is 

determined, a distance threshold is applied to remove any PSF that is too close to the 

boundary and has a high risk of being truncated.  

 

Figure 4.23: Estimation of the effective detection region of iQID camera. 

2) Pinhole Projection 

To be able to accurately predict the projected pixel location of a point source on an iQID 

camera, an ideal pinhole projection model, distortion correction and optical magnification 

model, and electrical shift model are required. 

      As was employed by Bequé et al. [2003], an ideal pinhole aperture is first assumed with 

the object space on one side and image space on the other side, as shown in Figure 4.24. The 

coordinate system of the motorized stages is denoted as xyz. A central ray is defined as the 

line perpendicular to the detector surface that passes through the center of the pinhole. The 

normal distance between the origin of the xyz system and the central ray is denoted m. A 2D 

coordinate system uv is defined on the detector plane with u and v parallel to the image axis 

and the line connecting uv origin, and xyz origin parallel to the central ray. As shown in 
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equation (4.3), with three rotations around x, y and z, a new coordinate system x’’’y’’’z’’’ 

can be defined, where x’’’ and z’’’ are parallel to u and v. The normal distance between the 

center of the pinhole and the x’’’y’’’ plane is denoted as d and the focal length between 

center of the pinhole and the detector plane is denoted as f.  Then, the pinhole projection 

geometry is fully defined. 

 

Figure 4.24: The fully-defined pinhole projection geometry. 

[
𝑥′′′

𝑦′′′

𝑧′′′
] = ∅𝑦∅𝑥∅𝑧 [

𝑥
𝑦
𝑧
]                                                    (4.3) 

      Based on triangle geometry and the pinhole projection model as defined above, the 

projection location (u, v) of a point source at (x’’’, y’’’, z’’’) can be calculated as 

𝑢 = 𝑓
𝑚𝑢−𝑥

′′′

𝑑+𝑦′′′
+𝑚𝑢                                                (4.4) 

𝑣 = 𝑓
𝑚𝑣−𝑧

′′′

𝑑+𝑦′′′
+𝑚𝑣                                                 (4.5) 

where 𝑚𝑢 is the projected m along axis u and 𝑚𝑣 is the projected m along axis v.  
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      Because of the use of an image intensifier and optical lens, distortion is present in the 

image. To correct for the distortion, a coordinate system u’v’ is defined with u’ and v’ 

parallel to u and v, and the origin aligned with the optical axis of the image intensifier as 

shown in Figure 4.24. The optical axes of the image intensifier and the lens are assumed to 

be aligned. With a third-order radial distortion model, the projection location of the point 

source can be recalculated as 

𝑟′ = 𝑟 + 𝑘1𝑟 + 𝑘2𝑟
2 + 𝑘3𝑟

3                                          (4.6) 

      Before the final pixel location of the point source can be estimated, electrical shift and 

magnification need to be corrected. The electrical shift is a collective translation of the 

projection image and is caused by detector hardware drift. [Bequé et al. 2003] The 

magnification is caused by both the image intensifier and the optical lens. To account for 

these two effects, a translation of the projection image followed by a scaling are applied to 

estimate the final pixel location as 

𝑢′′ =
𝑢′+𝑒𝑢

𝑝
                                                          (4.7) 

𝑣′′ =
𝑣′+𝑒𝑣

𝑝
                                                          (4.8) 

where 𝑒𝑢 and 𝑒𝑣  are the horizontal and vertical shifts, p is the effective pixel size at the 

detector plane, and u’’ and v’’ are the estimated pixel location in the image. 

3) Sensitivity Model 

The sensitivity determines the number of counts detected in each PSF and is mainly affected 

by the pinhole geometry and source location. However, because of uncertainty in the pinhole 

casting process, it’s impossible to know the exact shape of each pinhole aperture.  

Vignetting can further complicate the relationship between sensitivity and source location. 

To accurately fit the sensitivity of measured PSFs at scanned point-source locations, an 

empirical exponential function of third-order polynomials was proposed, which relates the 

sensitivity to the 3D coordinates as 
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𝐴 = 𝐴0exp(−(𝑎1𝑥𝑠 + 𝑎2𝑥𝑠
2 + 𝑎3𝑥𝑠

3 +

𝑏1𝑦𝑠 + 𝑏2𝑦𝑠
2 + 𝑏3𝑦𝑠

3 + 𝑐1𝑧𝑠 + 𝑐2𝑧𝑠
2 + 𝑐3𝑧𝑠

3))
                              (4.9) 

where 𝐴0 is an initial estimate of the sensitivity for the point source at the origin of 𝑥𝑠𝑦𝑠𝑧𝑠  

system, which is a slightly translated version of the x’’’y’’’z’’’ system to have the origin 

aligned with the central ray. 

4) Resolution Model 

Similarly, to fit the width of measured PSFs, which is a complicated function of pinhole 

geometry, system blur, vignetting and 3D source location, an empirical exponential function 

of second-order polynomials was proposed, which relates the standard deviation of a Gauss-

fit PSF to the 3D coordinates as 

𝜎 = 𝜎0(α + exp(−(α1𝑥𝑟 + α2𝑥𝑟
2 + 𝛽1𝑦𝑟 + 𝛽2𝑦𝑟

2 + 𝛾1𝑧𝑟 + 𝛾2𝑧𝑟
2))           (4.10) 

where 𝑥𝑟𝑦𝑟𝑧𝑟 is a slightly translated version of the x’’’y’’’z’’’ system to have the origin 

aligned with the central ray.  The presence of factor α is the result of finite pinhole diameter. 

This function is applied to both x-direction standard deviation and y-direction standard 

deviation so there are two independent sets of parameters. 

      The correlation coefficient describes the standardized correlation between x and y of a 

Gaussian function and can be interpreted as the rotation of a 2D Gaussian distribution. It 

was observed, however, that correlation coefficients of the PSFs in FastSPECT III are 

distributed around 0 and have a small variance. So in this work, the correlation coefficients 

were assumed to be 0. That is, the spatial extents in coordinates u’’ and v’’ of the events in a 

PSF are assumed to be independent of each other.   

4.4.6 System Characterization 

To use the proposed system models for estimation of PSF response at any voxel in the FOV, 

all parameters in the system models need to be characterized or estimated. The pinhole 

projection model is based on the assumption of perfect pinhole geometry, so it’s 

independent of sensitivity model and resolution model. The sensitivity and resolution of a 

PSF could be correlated, but they are fit with an independent sets of parameters. Therefore, 
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the parameters used in the pinhole projection model, sensitivity model, and resolution model 

were estimated separately.  

      All of the 1332 measured PSFs from each iQID camera, except the ones that have high 

risk to be truncated, were fit with Gaussian functions and used to characterize the large 

number of parameters. With a constrained, nonlinear optimization algorithm implemented in 

Matlab as fmincon, a minimum of the least-squares difference between the Gaussian-fit 

PSFs and the estimated PSFs can be found. 

      As discovered by Bequé et al. [2003], some parameters in the pinhole projection model 

can be correlated, although not all correlations cause trouble in image reconstruction. Local 

minima are expected to exist that could reduce the estimation accuracy and make it 

dependent on initial estimates. However, because FastSPECT III system is a stationary 

system with distances between components designed and fixed, we can provide very good 

initial estimates and small ranges for most parameters in the pinhole projection model. The 

additional a priori knowledge can help confine the solution to a region near the global 

minimum of the cost function. 

      Because sensitivity model and resolution model are empirical models, the accuracy of 

fitting in part depends on the flexibility of the mathematical models. We found that the 

proposed models can fit the sensitivity and resolution with high accuracy in the CFOV. 

Lower accuracy is expected for voxels close to a pinhole, where sensitivity can vary 

dramatically. However, as shown in evaluation section, the errors in sensitivity and 

resolution estimation have minimal effects on image reconstruction. 

      Table 4.2 lists all the parameters estimated in the system characterization. 
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Table 4.2: Summary description of estimated parameters in system models 

      To evaluate the accuracy of system characterization, statistical distributions of 

estimation errors of PSF centroid position, sensitivity, and standard deviation were 

generated as shown in Figure 4.25. The centroid-position estimation has an average error of 

~1pixel that rarely falls beyond 2 pixels. The sensitivity has an average of <10% estimation 

error and the spatial-widths are estimated with an average of <10% error. A distribution of 

the PSF correlation coefficients also validated the prior assumption that the PSFs are 

independently distributed along the u’’ and v’’ axes. 
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(a)                                                            (b) 

    

(c)                                                              (d) 

Figure 4.25: Statistical distributions of estimation errors of centroid position (a), sensitivity 

(b) and standard deviation (c) of PSFs. (d) Distribution of correlation coefficients of Gauss-

fit PSFs. 

      To compare the Gaussian-fit PSFs and estimated PSFs using the parameterized system 

models, two examples are shown in Figure 4.26. Example (a) shows the PSF comparison for 

a voxel inside the CFOV. From the horizontal and vertical cross profiles, we can see the 2D 

projection location, sensitivity and resolution are all estimated with high accuracy. Example 

(b) shows the worst-case scenario for a voxel close to a pinhole, which demonstrates some 

sensitivity error as expected. In conclusion, high-accuracy interpolation is achieved for the 

CFOV where high-precision calibration data are available from the hybrid scan. Larger 

errors are observed when the voxel is close to the pinhole and the dramatic sensitivity 

variation cannot be fit accurately with the empirical sensitivity model.  
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(a)                                                             (b) 

Figure 4.26: (a) Gauss-fit PSF vs. Estimated PSF for a source position in CFOV, horizontal 

and vertical profiles for both PSFs are also plotted. (b) Gauss-fit PSF vs. Estimated PSF for 

a source position close to edge of TFOV, horizontal and vertical profiles for both PSFs are 

also plotted. 

      With the fully-characterized system models, PSFs corresponding to any source locations 

in the FOV can be estimated with the interpolation of the six Gaussian parameters. An H 

matrix with any voxel size and total dimension can then be calculated and used for image 

reconstruction.  
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4.5 Multi-bed-position MLEM 

To be able to reconstruct a whole-body image of the mouse, a GPU-based iterative multi-

bed-position MLEM algorithm is used, which was implemented by Luca Caucci at the 

Center for Gamma-Ray Imaging. A similar algorithm was also used in the U-SPECT I 

system to expand the FOV. [Beekman and Vastenhouw 2004] Before applying the algorithm, 

a series of projection images corresponding to multiple bed positions are acquired. In 

accordance with the spatial relationships between the multiple bed positions, a large system 

matrix is constructed from multiple shifted copies of the calibrated H matrix. Then the 

iterative MLEM is applied to reconstruct all voxels of the object simultaneously. Figure 4.27 

illustrates the multi-bed-position MLEM algorithm with a 10-voxel object and 3 sets of 

projection images from three bed positions. Each set of projection images is generated from 

5 voxels of the object. A large system matrix H𝛴 contains 3 sets of H matrix for the 3 bed 

positions. An iterative MLEM is then used to reconstruct the 10 voxels of the object from 

the concatenated projection images and constructed system matrix H𝛴. 

 

Figure 4.27: Illustration of the multi-bed-positions MLEM algorithm for image 

reconstruction.  
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4.6 Performance Evaluation 

To evaluate the 3D imaging performance of the combination of the advanced frame-parsing 

algorithm, the thick columnar CsI(Tl) scintillators, and especially the new system calibration 

method, both phantoms and mice were imaged on FastSPECT III. Reconstructed images 

using multi-bed-position MLEM demonstrated high system resolution. 

4.6.1 Phantom Imaging 

To demonstrate the current resolution of FastSPECT III, the same high-resolution micro-

Derenzo phantom [VANDERWILT] that was originally used to evaluate the resolution 

performance of FastSPECT III was again used. [Miller et al. 2012c] ~2mCi liquid 
99m

Tc was 

drawn into the micro-bores of the phantom through capillary action. The smaller bores were 

easily filled while the larger ones were only partially filled. A total of six sets of projection 

images were acquired with two different approaches. The first approach was to take one set 

of projection images with a 15-minutes acquisition with the phantom was placed at the 

center of CFOV. The other approach was to place the phantom at five different locations 

with overlap between each position, and acquire five sets of projection images, each with 3-

minutes exposure. Figure 4.28 illustrates both image acquisition approaches. The one-circle 

and five-circle symbols on the upper-right corner of the reconstructed images in Figure 4.29 

represent the first and the second image acquisition approaches. For reconstructing the 

images acquired through the first approach, regular MLEM reconstruction algorithm and a 

cubic H matrix acquired through the original calibration method with 77
3
 voxels (0.214 mm 

voxels and 15 mm in each dimension) were used. Reconstructed images with 100 and 30 

iterations are shown in (b) and (d) of Figure 4.29. For reconstructing the images acquired 

through the second approach, the multi-bed-position MLEM reconstruction algorithm and a 

new cubic H matrix acquired through the new system calibration method with 126
3
 voxels 

(0.214mm voxel and 26.8mm in each dimension) were used. The reconstructed image with 

30 iterations is shown in (c) of Figure 4.29.   
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Figure 4.28: Projection images acquisition approaches. Left: 15-minutes acquisition with the 

phantom at the center of CFOV. Right: 15-minutes total acquisition with phantom at five 

different positions, each with 3-minutes acquisition. 

 

(a)                                           (b) 

 

(c)                                           (d) 

Figure 4.29: Image reconstructions of high-resolution micro-Derenzo phantom. (a) The 

configurations of the micro-resolution phantom. Bore sizes range from ∅ 0.35mm to 

∅0.75mm with spacing equal to the bore diameter. (b) and (d): MLEM reconstructed images 

of the phantom at the center of CFOV with 100 and 30 iterations, respectively. The original 

system calibration method was used. Acquired H matrix has 77×77×77 voxels (0.214 mm 

voxel size). (c) Reconstructed image of the phantom placed at five different positions with 

multi-bed-position MLEM and 30 iterations. The new system calibration method was used 

and the acquired H matrix had 126×126×126 voxels (0.214 mm voxel size).  
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      From the reconstruction images, we subjectively judge that the advanced FastSPECT III 

offers better than 350 µm spatial resolution. The multi-bed-position MLEM with the new 

calibration method provides as high resolution as the original calibration method. 

4.6.2 Mouse Imaging 

To demonstrate the full-body mouse imaging capability, a bone scan was performed for a 

mouse on FastSPECT III.  Approximately 5mCi 
99m

Tc-MDP was injected via tail vein into 

the mouse. This tracer is primarily absorbed by active bone reformation. Three hours after 

the injection, the bladder of the mouse was emptied to reduce the effect on image quality, 

and the imaging started with a helical scan. With the head of the mouse positioned at the 

center of CFOV as the first position, the scan consisted of a total of 13 positions on a helical 

trajectory as shown in Figure 4.30. The axial translation step was ~7mm (33 0.214mm 

voxels) and the vertical translation step was ~1.5mm (7 0.214 voxels). The acquisition 

started with 10-minutes for the first position and ended up with 13-minutes for the last 

position as times were scaled to compensate for source decay. With the new calibration 

matrix, the full-body mouse image was reconstructed with 30-iterations of multi-bed-

position MLEM as shown in Figure 4.31. To compare the resolution performance of 

FastSPECT II and FastSPECT III, the same mouse was imaged on FastSPECT II following 

the same helical scan routine immediately after finishing on FastSPECT III. Since 

FastSPECT II has much higher sensitivity, the starting acquisition time was set to 6 minutes. 

The same multi-bed-positions MLEM was again used to reconstruct a full-body image of the 

mouse as shown in Figure 4.31. 

 

Figure 4.30: Helical scan with 13 positions for data acquisition. Axial translation step is 

~7mm and vertical translation step is ~1.5mm.  
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Figure 4.31: Mouse 
99m

Tc-MDP bone-scan study. Left: a picture of the mouse with ~5mCi 
99m

Tc-MDP injected three-hours earlier and bladder emptied. Right: Reconstructed images 

of the mouse acquired from both FastSPECT III (upper one) and FastSPECT II (lower one). 

30-iterations multi-bed-position MLEM is used for images reconstruction. Side view (Top) 

and top view (Bottom) of the 3D reconstructed images demonstrated superior resolution of 

FastSPECT III over FastSPECT II. 

      The reconstructed images of the mouse bone structure acquired from FastSPECT III 

show superior resolution performance over FastSPECT II. The bone structure of the skull, 

spine, rib, shoulders, hips, tail and legs can be clearly identified in the images. The nose tip, 

nasal turbinates, inner spine, and rib tips all demonstrate higher activity, since these regions 

have more active bone reformation and thus show greater metabolic activity and MDP 

absorption.   

      To demonstrate soft tissue imaging for a living mouse, heart perfusion sudy was also 

performed on FastSPECT III.  About 5mCi 
99m

Tc-Sestamibi was injected via tail vein into 

the mouse and the imaging started ~100 minutes after the injection. The scan consisted of a 

total of 12 positions on a helical trajectory with ~2.6 mm (12 0.214-mm voxels) axial 

translation steps and ~1.9 mm (9 0.214-mm voxels) vertical translation steps. The 
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acquisition time for each position was 5 minutes and the total acquisition time was about 60-

minutes, during which time the mouse was kept in an anesthetized state. With the new 

calibration matrix, the full-body mouse image was reconstructed with 30-iterations of multi-

bed-position MLEM. The reconstructed images of the mouse heart in 1-mm slices in 

different planes are shown in Figure 4.32. An anatomy figure of a mouse heart is also shown 

in Figure 4.33 for interpretation of the reconstructed images. 

 
Figure 4.32: 1-mm-slices of the reconstructed mouse heart in coronal, sagittal and transverse 

planes. 

 

Figure 4.33 [Anatomy]: The mouse heart anatomy. 
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      The mouse heart has been successfully reconstructed with high resolution. The 

anterolateral wall, left ventricle, right ventricle, and interventricular septum are all visible in 

the image. There is also an indication of the papillary muscle protruding into the left 

ventricle. Due to the fast beating of the mouse heart and dynamic biological processes, the 

radiotracers may not be uniformly distributed in the heart, which was also demonstrated in 

heart perfusion images of a rat as shown in Figure 4.34. 

 
Figure 4.34 [Liu et al. 2002]: Heart perfusion images of a rat acquired from FASTSPECT 

system showing similar spatially-varying radiotracer distributions. 

4.7 Conclusions 

In this chapter, many advances have been achieved for the FastSPECT III system, which 

greatly improve the system’s capabilities and performance. An advanced frame-parsing 

algorithm was proposed and implemented on FastSPECT III, which was able to effectively 

and statistically remove the central-spot background noise originating from the XX1332 

image intensifiers while maintaining high-speed real-time data-processing by the acquisition 

software. A 1.65-mm-thick new columnar CsI(Tl) scintillator was tested in terms of spatial 

resolution, sensitivity and depth-of-interaction, and was installed on all iQID cameras in 

FastSPECT III. A comparison study of the new scintillator versus the originally-equipped 

0.45mm columnar CsI(Tl) scintillator demonstrated ~3-times higher sensitivity and very 

good spatial resolution (~0.3mm FWHM). A new system calibration method was also 

proposed for FastSPECT III. With a novel hybrid multi-gridded scan, high-precision 

calibration data in a large volume can be achieved. Physics-based and empirical system 

models were proposed and fully characterized that are able to provide an H matrix with any 

voxel size and dimensions for image reconstruction. Finally, both resolution phantoms and 

mice were imaged. The reconstructed phantom demonstrated better than 0.35mm spatial 

resolution, and the new system calibration method provided as high resolution as good as the 

the original system-calibration method. A mouse bone scan was performed on FastSPECT 
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III with helical scanning and reconstructed with both the new calibration matrix and a multi-

bed-position MLEM algorithm. Results demonstrated superior spatial resolution over 

FastSPECT II. Finally a heart perfusion study of a living mouse was also performed on 

FastSPECT III, demonstrating high-resolution reconstruction of the mouse heart, further 

validating the effectiveness of the new system calibration method. Originally envisioned as 

an I-125 (~30keV) mouse imager, the FastSPECT III system was impractical for 
99m

Tc and 

other >100keV gamma emitters. With all of the advances, FastSPECT III is now able to 

provide full-body high-resolution mouse images with more conventional radiotracers for 

general preclinical studies. 
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CHAPTER 5 

LA-IQID: A HIGH-RESOLUTION CLINICAL GAMMA CAMERA 

After successfully advancing the iQID technology in preclinical imaging applications, we 

have achieved further advances, described in this chapter, with the development of the first 

large-area iQID-based dedicated clinical gamma camera, i.e. LA-iQID. Key features of LA-

iQID include sub-mm ultra-high spatial resolution, 188 mm×188 mm large detection area, 

mobility and portability. Although developed for human lymphatic system imaging, LA-

iQID can also be applied to other dedicated clinical imaging tasks such as 

mammoscintigraphy. There are many challenges in translating a laboratory-developed 

technology to clinical applications. This chapter will introduce the novel architecture, 

component design, system integration, data acquisition, calibration, and performance 

evaluation of the LA-iQID camera.  

5.1 Lymphoscintigraphy 

The lymphatic system is a second circulatory system in the body that operates in parallel 

with the blood circulation system, as shown in Figure 5.1. Consisting of lymphatic 

capillaries, vessels and nodes, the lymphatic system removes interstitial fluid from tissues 

and maintains tissue interstitial pressure, and assists with immune response by transporting 

antigen-presenting cells (APCs) and white blood cells when presented with infection or 

inflammation. Disseminating tumor cells from many different types of cancers, such as 

breast cancer, melanoma and prostate cancer, are also transported through the lymphatic 

system in early metastases. Malfunction of the lymphatic system can cause lymphedema and 

local immuno-compromise, both of which result in significant morbidity. The significance 

of the lymphatic system to a variety of pathological processes motivated the development of 

imaging techniques to visualize its anatomy and function. [Murtaza et al. 2014, Sevick-

Muraca et al. 2014, Munn and Padera 2014] Most imaging modalities depend on injected 

tracers that are transported in the lymphatic vessels and absorbed by the lymphatic network, 

such as optical imaging with blue dye or lymphoscintigraphy with radiotracers. 
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Figure 5.1: Human lymphatic system with lymphatic capillary, lymphatic vessels and lymph 

nodes. 

      As with other clinical scintigraphy technologies, lymphoscintigraphy starts with 

injection of 
99m

Tc-labeled radiopharmaceuticals as imaging tracers. Typical tracers include 

99m
Tc-labeled human serum albumin, 

99m
Tc-labeled dextran, and 

99m
Tc-labeled sulfur colloid. 

As soon as the injection is finished, a gamma camera can be used to acquire dynamic planar-

projection images as the tracers flow through the lymphatic system. When the tracers are 

absorbed throughout the lymphatic network, static images reflecting the anatomy and 

function of lymphatic system can be acquired. An important application of 

lymphoscintigraphy is the identification of lymph nodes, especially sentinel lymph nodes 

(SLN), for evaluation of early tumor metastasis. [Niikura et al. 2005, Ozmen et al. 2006, 

Wei et al. 2015, Moslehi et al. 2015] As the first regional lymph node that drains the lymph 

from the primary tumor, the SLN is potentially the first node to receive metastatic tumor 

cells. Being able to detect the presence or absence of metastatic cells has prognostic 

implications for patients with cancer. Other applications of lymphoscintigraphy include the 

diagnosis of lymphedema [Yuan et al. 2006] and mapping of lymphatic drainage [Seo et al. 

2011]. This has been reported to be a reliable, feasible and easy-to-carry-out study.  

      Although commonly used in the clinic, traditional lymphoscintigraphy has been reported 

to suffer from poor spatial resolution (1-2cm), which does not allow clear identification of 

lymphatic vessels or accurate estimation of lymph node locations. [Munn and Padera 2014, 
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Sevick-Muraca et al. 2014, Murtaza et al. 2014] To improve the performance of 

lymphoscintigraphy, several portable dedicated gamma cameras have been developed 

recently. [Fernández et al. 2004, Bugby et al. 2014, Olcott et al. 2014] The resolution 

performance is also improved to 3-4mm. For example, Trotta et al. [2007] developed a 

portable gamma camera with a CsI(Tl) crystal, integrated square parallel-hole collimator, 

and H8500 PSPMT to achieve 3.32mm system resolution at a 1 cm distance over a FOV of 

49 mm × 49 mm.  Sánchez et al. [2004] developed a portable gamma camera with a CsI(Na) 

crystal and R2486 PSPMT to achieve a ~3 mm system resolution at 2 cm distance over a 46 

mm-diameter FOV with a high-resolution parallel-hole collimator. Knoll et al. [2014] 

developed a hand-held gamma camera with cadmium-zinc-telluride (CZT) and LEHR 

parallel-hole collimator to achieve a system resolution of ~3.8 mm at 2.5 cm distance over a 

FOV of 40 mm × 40 mm. A major disadvantage of these dedicated gamma cameras, 

however, is the small FOV, which usually requires prior information of the SLN location 

before the camera can be used. For a dedicated clinical gamma camera, ~20 cm × 20 cm 

FOV would be ideal. In addition, the average size of lymph nodes is ~4 mm, with a large 

variability. As a result, a 3 – 4 mm resolution can only provide limited localization accuracy 

relative to the size of the lymph nodes. 

      A novel high-resolution Large-Area iQID (LA-iQID) gamma camera has been 

developed to greatly improve the spatial resolution while maintaining a large FOV, thus 

providing superior image quality for lymphatic-drainage mapping and lymph-node 

localization. By coupling large-magnification-fiber-optic (FO) taper between an array of 

image intensifiers and a columnar scintillator, the iQID effective detection area has been 

greatly increased to 188 mm × 188 mm. Equipped with a custom low-energy, ultra-high-

resolution (LEUHR) parallel-hole collimator manufactured with photochemical etching 

technology by [Tecomet, Inc], the LA-iQID is able to provide sub-mm planar resolution. 

This chapter will introduce the LA-iQID camera in all aspects, including system architecture, 

component design, system integration, data acquisition, camera calibration, and performance 

evaluation. 
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5.2 Large-Area IQID Configurations 

In recent advances of iQID cameras, large-magnification FO tapers have been used to 

increase the detection area, which have higher NA and thus better light-collection efficiency 

compared to an optical lens coupling. [Miller et al. 2012a, 2015; Barber et al. 2013] The 

maximum achieved FOV through this method, however, is 115 mm diameter, which was 

accomplished by coupling a 3:1 FO taper to a 40mm image intensifier. Further expansion of 

the FOV is limited by the high-cost and manufacturing challenges of creating either larger-

area image intensifiers or higher-magnification FO tapers. To work around this limitation, 

four identical iQID cameras are tiled together in the LA-iQID, each with its own square 

large-magnification FO taper and a secondary round smaller-magnification FO taper 

coupled to the image intensifier. Using this configuration, lower-cost 25mm-diameter image 

intensifiers can be used while the FOV of each iQID camera can be increased from 25 mm 

to ~10 cm. The total effective FOV after tiling is increased to 188 mm × 188 mm. A custom 

flat-panel columnar CsI(Tl) scintillator and the ultra-high-resolution parallel-hole collimator 

are then integrated to become the front of the LA-iQID. Clocks can be synchronized across 

all four iQID cameras, and data simultaneously acquired and processed. The total pixel 

resolution is 4 MP with an effective pixel size of ~120 µm. Figure 5.2 shows a 

SOLIDWORKS rendering of the configuration of LA-iQID camera before the scintillator 

and collimator were integrated. 

    

Figure 5.2: LA-iQID configurations with four identical iQID cameras tiled together to form 

a large detection area.  
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5.2.1 Flat-Panel Columnar CsI(Tl) Scintillator 

The gamma-ray converter used on the LA-iQID is a 1-mm-thick GPXS100 columnar CsI(Tl) 

scintillator on 0.5mm aluminum substrate manufactured by [Hamamatsu]. The effective 

usable area is 193 mm × 193 mm with total area of 199 mm × 199 mm. The light output is 

344% higher than the conventional phosphor screen (Lanex-R). A resolution of 3 lp/mm 

with 21.8% contrast is provided by the scintillator with a sensitivity of ~26.6% for 140keV 

photons. Figure 5.3 shows a photograph of the scintillator. Figure 5.4 shows the emission 

spectra of CsI scintillators with different dopants. Table 5.1 lists the major physical 

properties of CsI(Tl) scintillator that are relevant to this work. 

      

Figure 5.3: The flat-panel 193 mm × 193 mm 1-mm-thick columnar CsI(Tl) scintillator. 

 
Figure 5.4: Normalized emission spectrum of CsI scintillator with Na and Tl dopings. 
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CsI(Tl) Scintillator 

Density (g/cm
3
) 4.51 

Peak Emission Wavelength (nm) 550 

Refractive Index @ Peak Wavelength 1.79 

Primary Decay Time (ns) 1000 

Light Yield (photons/keV) 54 

Table 5.1: Physical properties of CsI(Tl) scintillator. 

5.2.2 Fiber-Optic Tapers 

For each iQID camera, two FO tapers manufactured by [INCOM] are used sequentially for 

coupling the scintillator to the entrance face of the image intensifier. The first taper has a 

square entrance with 94 mm × 94 mm dimensions, and a round exit, with a 3.6:1 

demagnification. This taper is surplused from a legacy synchrotron x-ray diffraction detector, 

called Quantum4, so detailed specifications are not available. However, some specifications 

of similar products from INCOM are shown in Table 5.2. The spectral transmission at 25 

mm thickness is shown in Figure 5.5. The second taper is a custom taper with 1.6:1 

demagnification and a 44.19mm diameter usable large-end area. Figure 5.6 and Table 5.3 

show the detailed design drawing and other specifications of this secondary taper. With both 

tapers in place, the total demagnification is 5.76:1, which provides a 16.3 mm × 16.3 mm 

square minified exit image (23 mm-diameter) that fits into the 25 mm-diameter entrance 

window of the image intensifier.  

INCOM Tapers with >100mm Diameter (BLS59-18) 

Core Index 1.8 

Clad Index 1.49 

Theoretical Core Percentage (%) 75 

Fiber Size (µm) 18 

Density (g/cm
3
) 4.04 

Table 5.2: Specifications of INCOM large-diameter tapers. 
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Figure 5.5: Spectral transmission of INCOM large-diameter FO tapers at 25mm thickness. 

 

Figure 5.6: Design drawing of the smaller-diameter FO taper. 
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45mm Fiber-Optic Taper (Plano/Plano) 

Large End Diameter (mm) 45.46mm Dia. (1.790”) 

Small End Diameter (mm) 28.39mm Dia. (1.118”) 

Length (mm) 41.9mm (1.650”) 

Usable Large End Diameter (mm) 44.19mm dia. (1.740”) 

Magnification 1.6:1 +/- 2% 

Material Block Press BLS59-6 

Shear Distortion .004” Max 

Gross Distortion Max 2% over usable area 

Table 5.3: Specification of the smaller-diameter customized FO taper. 

5.2.3 High-Gain Image Intensifiers 

The image intensifier used for each iQID quadrant is a 25mm-diameter 2-MCP image 

intensifier manufactured by [ProxiVision GmbH], as shown in Figure 5.7. With a bialkali 

photocathode deposited on a fiber-optic entrance faceplate, thus providing high-resolution 

light detection, the image intensifier features a low dark-emission rate of 15 

electrons/cm
2
/sec as shown in Table 5.4 and ~12.4% quantum efficiency at 500nm. The 2 

MCPs can provide electron gain of up to 10
6
 el/el at 1800V bias voltage as shown in Figure 

5.8. A Gd2O2S:Tb (P43) exit phosphor screen is also deposited on a fiber-optic faceplate to 

transfer amplified electron energy back into visible light with minimal light spread. The P43 

phosphor screen also features high light-emission efficiency at a peak emission wavelength 

of 545 nm. The total optical gain of the 2-MCP image intensifier is up to 1.2×10
6
 W/W at 

480nm wavelength, and the limiting resolution is 24-28 lp/mm. [ProxiVision] 
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Figure 5.7: The 2-MCP image intensifier used in LA-iQID manufactured by ProxiVision in 

its 3D-printed custom housing. 

 

Table 5.4 [ProxiVision]: Dark emission rates of different photocathode materials. 

 

Figure 5.8 [ProxiVision]: Typical electron gains of 2 MCPs as a function of bias voltage. 

5.2.4 Relay Optics 

The relay lens used in each iQID camera is a 6mm, F/1.2, Fujinon DF6HA-1B lens, as 

shown in Figure 5.9. [Fujinon] Designed to support up to 1.5 megapixel sensors, this C-

mount lens can be adapted to our 1 megapixel sensor as shown in the next section. The 6 

mm short focal length also allows a compact form for the iQID cameras. Table 5.5 lists the 

optical specifications of this lens. 



146 
 

 

Figure 5.9 [Fujinon]: The 6 mm, F/1.2, Fujinon DF6HA-1B lens. 

 

Table 5.5 [Fujinon]: Specifications of Fujinon DF6HA-1B lens. 

5.2.5 High-Resolution CCD Sensor 

The CCD sensor used in LA-iQID is a Grasshopper Express 1024×1024 (5.5µm×5.5µm 

pixel size) monochrome Kodak KAI-01050 CCD sensor manufactured by Point Grey 

Research, Inc. [FLIR] The maximum frame rate is 70 fps in 8-bit A/D mode. Data 

transmission is accomplished with a 9-pin FireWire 1394b bus supporting a bandwidth of up 

to 800 Mbps. The CCD camera can be operated at temperatures between 0
 o
C to 40 

o
C with 

no external cooling system. The housing schematics and specifications are shown in Figure 

5.10. 
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Figure 5.10: Grasshopper Express CCD schematics with physical descriptions. 

5.3 LEUHR Parallel-Hole Collimator Design 

Because iQID cameras can provide high intrinsic resolution of a few hundred microns or 

less, the gamma-ray imaging optics such as pinhole and parallel-hole collimator are usually 

the elements limiting the system’s resolution performance. It has been demonstrated that 

high-resolution collimators, even at substantial cost in sensitivity, can provide significant 

improvements in clinical imaging tasks. [Mueller et al. 1986] Therefore, to provide high-

resolution performance while maintaining a 1:1 imaging magnification for the LA-iQID, a 

LEUHR parallel-hole collimator was designed and optimized based on the tradeoff between 

performance and cost. Both analytical solutions and Monte Carlo validation were used in the 

design. Finally, the photochemical etching and laminating technique was used for 

manufacture of the collimator by [Tecomet]. 

5.3.1 Analytical Design 

There are many analytical design and optimization methods for parallel-hole collimators in 

the literature. [Gerber and Miller 1974, Causer 1974, Smith et al. 2003] This work used a 

similar design approach as that employed by Keller [1968].  



148 
 

 
Figure 5.11: Parallel-hole collimator imaging geometry. 

      As shown in Figure 5.11, the FWHM of the average point source projection intensity 

(the PSF) is denoted as R, and is given by 

R = d(a + 𝐿𝑒 + 𝑏)/𝐿𝑒 ,                                                (5.1) 

where d is the diameter of the bore, a and b are the source to collimator and collimator to 

detector distances. 𝐿𝑒 is the effective bore length that is shorter than the physical length due 

to gamma-ray penetration through the septal material and is approximated as 

𝐿𝑒 = 𝐿 −
2

µ
   ,                                                      (5.2) 

where µ is the total attenuation coefficient of the collimator material. [Mather 1957] The 

maximum penetration probability p from one bore to another can be calculated as 

p = exp⁡(−μw) ,                                                   (5.3) 

and is expected to be below 5% for low-resolution collimators. Since we need a high-

resolution collimator, 1% penetration probability is aimed for. The sensitivity, defined as the 

ratio of image-forming gamma-rays and total emitted gamma-rays by the source, can be 

calculated as 

S = [
k𝑑2

𝐿𝑒(𝑑+𝑡)
]
2

  ,                                                  (5.4) 

where k is a constant shape factor determined by the bore shape and pattern, and t is the 

septal distance. [Anger 1967] When L>>2d+t in practical collimators, septal distance t can 

be calculated from the minimum penetration distance w, bore diameter d and bore length L 

as 
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t =
2𝑑𝑤

𝐿−𝑤
  .                                                       (5.5) 

      With equations (5.1)-(5.5), we can set values for design parameters and study the 

performance of collimators with different designs. For lymphoscintigraphy applications, the 

objects to be imaged, i.e. lymphatic vessels and lymph nodes, are usually located just under 

the skin, so the object distance can be as small as 1-2 cm. For collimator material, Tungsten 

is typically preferred because of its high density, large atomic number, and hardness. To 

achieve high-resolution performance, a 1-mm FWHM resolution with 1% penetration or less 

is desired. Table 5.6 lists the design-parameter values for the new collimator.  

Parameters Desired Value 

R (mm) 1 

k 0.24 (Round bore in hexagonal pattern [Sorenson and Phelps 1987, 

Anger 1967]) 

a (mm) 20 

b (mm) 1 

µ (1/mm) 3.43 (for 140keV photon and Tungsten collimator material) 

Table 5.6: Desired parameter values for designing the LEUHR parallel-hole collimator. 

      With a range parameter values, different design solutions with corresponding sensitivity 

performance can be generated as shown in Figure 5.12. It can be seen that as the bore length 

varies, bore diameter and septal distance of the designed collimator also vary accordingly to 

maintain the 1 mm resolution performance with 1% penetration. An optimal solution exists 

with ~9 mm bore length, 284 µm bore diameter, and 100 µm septal distance. However, the 

number of layers, which is determined by the ratio of bore length to septal distance as set by 

the photo-chemical etching technique, is ~90, which could easily make the cost 

unreasonably high, based on the pricing at the time of this dissertation. The cost can be 

reduced, but only with a sacrifice of sensitivity.    
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Figure 5.12: Efficiencies and number of layers of different collimator designs. 

      Finally, based on manufacturing details provided by Tecomet, a few design solutions 

were proposed with the same 1-mm resolution but different penetration, cost and sensitivity 

as shown in Table 5.7. To more accurately evaluate the sensitivity and resolution 

performance of the proposed designs, a Monte Carlo simulation was developed that is 

introduced in next section.  

Analytical Design Monte Carlo Simulation 

Bore length 

(µm) 

Bore diameter 

(µm) 

Septal thickness  

(µm) 

No. 

layers 

Penetration 

(%) 

Resolution 

(mm) 

Sensitivity 

(×10
-5

) 

4.4 150 100 44 2.31 1.17 1.8 

5.15 180 125 42 1.06 1.17 1.8 

6.9 225 150 46 0.28 1.15 1.4 

Table 5.7: Different analytical designs with Monte Carlo evaluations of the LEUHR 

parallel-hole collimator based on manufacturing requirements. 
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5.3.2 Monte Carlo Simulation 

The Monte Carlo simulation takes the collimator geometry parameters as input, creates a 3D 

profile and traces many gamma-rays emitted by a point source until they are absorbed by the 

collimator or penetrate through the collimator. Because Compton scattering is a minor effect 

for low-energy gamma-rays (such as 140keV photons), Compton-scattered photons are not 

traced. There are only two possible outcomes after the interaction between gamma-rays and 

the collimator materials, i.e. either absorption or penetration. For penetrated gamma-ray 

photons, a pixelated detector with the effective pixel size of the LA-iQID was used for 

photon collection.  Figure 5.13 shows a simulated PSF and its corresponding cross-cut 

profile. The Monte Carlo simulation has been applied to the proposed design solutions to 

evaluate the resolution and sensitivity performance. The results are shown in Table 5.7.  

 

Figure 5.13: Left: Monte Carlo simulated PSF of a point source 2cm away from an 

analytically designed parallel-hole collimator (L=5.15mm, d=180µm, t=125µm). Right: 

Cross profile of the simulated PSF demonstrating 1.17mm FWHM resolution. 

5.3.3 Optimized Solution 

From Table 5.7 we can see that the second solution provides the same resolution and 

sensitivity performance as the first solution, but with lower cost and penetration. The third 

solution can provide better penetration and resolution performance than the second solution, 

but the price is higher and the sensitivity is compromised. Therefore, the second solution 

with 5.15 mm bore length, 180 µm bore diameter and 125 µm septal distance was chosen as 

the final design of the LEUHR parallel-hole collimator, and it was manufactured by 

Tecomet using their photo-chemical etching and lamination technique as shown in Figure 
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5.14. The collimator has an effective area of 19 cm × 19 cm with a total dimension of 20 cm 

× 20 cm. 

 

Figure 5.14: The manufactured LEUHR parallel-hole collimator with 5.15 mm bore length, 

180 µm bore diameter, and 125 µm septal distance from the optimized design solution. 

5.4 Camera Integration 

The camera integration started with the four square FO tapers, which were already affixed to 

aluminum blocks with strong epoxy. To integrate the round FO taper and image intensifier 

for each iQID, a light-sealed housing was required because the high-gain image intensifier 

will see any weak-intensity light leaking through the housing and amplify it to a very strong 

signal, causing damage to the photocathode or phosphor screen. Therefore, a thick 

customized housing with a built-in baffle was designed and 3D printed on CGRI’s Stratasys 

Connex 350 printer using VeroBlack material for both the round FO-taper and the image 

intensifier as shown in Figure 5.15. [Stratasys] Silicone optical grease was used between the 

tapers and entrance faces of the image intensifiers during integration. Since both the FO 

entrance face of the image intensifier and the round FO-taper are fragile, strong pressure 

could damage either of them. Therefore, three spring-loaded screws were used for holding 

the image intensifier to the round FO-taper so that precisely adjustable pressure can be 
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applied. This also makes the image intensifier tolerant to any small accidental slide of the 

square FO taper due to epoxy failure. A test piece was subjected to a load test and no expoxy 

failure has been observed. 

      After the round FO taper and the image intensifier were integrated, two small 

rectangular aluminum plates with 8 screws were used to fasten while aligning each square 

FO taper with 6-degrees of freedom to a bigger aluminum frame as an external protection 

for the four iQID cameras as shown in Figure 5.16. An extra aluminum cylinder was also 

applied surrounding the round taper and image intensifier assembly. The four CCD sensors 

with relay lenses attached were then attached to 3D-printed holders with screws, which were 

further aligned with the image intensifiers and fastened to the external aluminum frame. 

  

Figure 5.15: Left: SOLIDWORKS rendering of the designed baffle-embedded housing for 

the round FO taper and image intensifier assembly. Right: 3D-printed housing installed on 

the round FO tapers and image intensifiers and integrated on the square FO tapers. 
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Figure 5.16: Inner view of the LA-iQID camera with all components fixed onto an 

aluminum frame with (Left) and without (Right) protective aluminum cylinders sealing the 

round FO tapers and image intensifiers.  

      The whole assembly as shown in the left figure of Figure 5.16 was rotated with square 

FO tapers facing horizontally and a thick aluminum box was carefully and gently placed 

around the aluminum frame. Steel shims are used to fill the gaps between square FO tapers 

and the aluminum box and screws are used to fasten the box and the frame together, thus 

finishing the whole assembly of LA-iQID as shown in Figure 5.17. 

        

Figure 5.17: Front view (Left) and rear view (Right) of the fully integrated LA-iQID camera 

(except scintillator and collimator) with external thick-aluminum housing. 
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      Finally, the customized large-area flat-panel columnar CsI(Tl) scintillator was aligned 

and adhered onto the square tapers with artist tape, which leaves no residual after removal. 

The custom LEUHR square parallel-hole collimator was secured with corner aluminum 

plates (no direct contact but close enough to protect the collimator from falling) as shown in 

Figure 5.18. Spring-loaded screws then provide adjustable pressure to make sure the 

collimator is held against the scintillator with gentle force so as not to damage the 

scintillator. There are a total of 8 spring-loaded screws designed to fully balance the weight 

of the collimator (~8 pounds) when the LA-iQID is facing downward, although only four of 

them are shown in Figure 5.18. At this point, the LA-iQID with gamma-ray detector and 

imaging collimator is fully integrated and ready for data acquisition, camera calibration and 

imaging tasks. 

       

Figure 5.18: Integration of the flat-panel columnar CsI(Tl) scintillator (Left) and the custom 

LEUHR parallel-hole collimator (Right) with spring-loaded screws and corner plates. 
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5.5 Data Acquisition and Graphic User Interface 

Two frame grabber cards with PCIe Express 2.0×1 bus, each with 2 FireWire 1394b ports, 

were used to synchronize the four CCD sensors and simultaneously acquire image data. 

Although up to 70 fps frame rates are supported, with current 10-meter FireWire cables, 

missing images in data transmission have been observed at maximum frame rates. A frame 

rate of 40 or below is thus recommended for collecting all image data in real-time. However, 

this limitation can be resolved with shorter FireWire cables. Multi-core parallel-processing 

of the images from the four iQID cameras are then applied in real time with the new frame-

parsing algorithm, which is able to acquire list-mode data and does not require GPU 

processing as introduced in Chapter 4. However, the PC is equipped with an i7-3770 CPU 

@ 3.40GHz and 8.00 GB of RAM.  

 

Figure 5.19: The dual-channel frame-grabber card with IEEE 1394b FireWire bus for 

simultaneous image acquisition from two iQID cameras. Two identical cards are used in 

LA-iQID. 

      A user-friendly graphical interface (GUI) was designed and developed to facilitate easy 

data acquisition by any potential user. Acquisition parameters can be preset for noise 

discrimination. Three acquisition modes, i.e. live object positioning, static image acquisition 

and dynamic image acquisition, are available for different imaging tasks. The acquired raw 

images from four iQIDs can be viewed in real time, and distortion-free images can be 

viewed as soon as the acquisition is finished. Figure 5.20 shows the developed GUI with 

image acquisition panel and viewing panel. 
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Figure 5.20: The GUI of the LA-iQID camera for image acquisition and viewing. Multiple 

data acquisition modes are built in including live object positioning, static image acquisition 

and dynamic image acquisition. 

5.6 Camera Calibration 

Due to the use of an optical lens and FO tapers, optical distortion is introduced in the 

projection images, which needs to be corrected before an accurate representation of the 

object position and dimensions can be made. Also, due to manufacturing limitations, a 

narrow insensitive edge along the perimeter of the square FO tapers is inevitable, causing a 

400-600 µm gap between adjacent tapers. This results in a discontinuous projection image 

with a black cross in the middle. To recover a continuous and smooth image across the 

whole FOV of LA-iQID, an image-stitching algorithm is needed and image uniformity 

needs to be corrected.  

5.6.1 Distortion Correction 

In the LA-iQID camera, optical distortion is caused by the optical lens and FO tapers, with 

the lens being the dominating factor. If the distortion is solely caused by the lens and 

demonstrates rotational symmetry, an analytical distortion model can be characterized by 

minimizing RMS distance between predicted and a priori known lines. [Alvarez et al. 2010] 

The characterized model can then be used for distortion correction. However, because the 
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FO tapers introduce extra distortion, an alternative distortion correction method based on 

bilinear interpolation was used in this work. A similar method has also been applied by Zhao 

et al. [2009].   

      First, a 5-mm-thick calibration pattern consisting of a grid of 74×74 1-mm-diameter 

holes with a pitch of 2.54 mm (0.1 inch) was designed and 3D printed with VeroBlack 

material, as shown in Figure 5.21. The total area of the calibration pattern is 188 mm × 188 

mm, which matches perfectly the total FOV of LA-iQID. The calibration pattern was backed 

with a Lanex phosphor screen with the same area, and then set against the square FO tapers 

of the LA-iQID (the scintillator and collimator were temporarily removed). Alignment 

between the calibration pattern and the square tapers was also performed to make sure no 

holes fell into any gap. After sealing with the camera cover, a 
57

Co source was placed at five 

different positions (center of FOV, upper-left, upper-right, lower left and lower-right 

corners), 5 cm over the phosphor screen for uniform image acquisition of the calibration 

pattern. In this work, the 
57

Co had an activity of ~65 µCi and the total acquisition time used 

was ~1 hour with 10-12 minutes at each source position. Figure 5.22 shows the acquired 

centroid image of the calibration pattern from one iQID camera, which demonstrates 

apparent barrel distortion. Based on the distorted image, distortion correction was 

implemented with the following steps: 

(1) Identification of the holes from the background and estimation of the center-of-gravity 

centroid location of each hole in the distorted image. Record the x and y coordinates of each 

centroid location based on local coordinate system.  

(2) Establish another distortion-free image with a grid of 74×74 points (multiple pixels 

between neighboring two points, for example, 20 pixels as used in this work), representing 

the true locations of the centroids of all holes. Record the x and y coordinates of all points 

based on local coordinate system. 

(3) Calculate matrices of the x and y translations from true centroid locations to distorted 

centroid locations. 

(4) Use bilinear interpolation to calculate the corresponding x and y translations for any 

pixel in between the 74 × 74 points based on the distances from the pixel to its neighboring 

four corner points, the translation matrix of which is already calculated in step (3). 
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(5) Similarly, use linear interpolation to calculate the corresponding x and y translations for 

pixels within one pitch (20 pixels in this work) beyond the 74×74 grid. 

(6) Save the fully-calculated mapping matrices into files for future distortion correction. 

      After step (1)-(6), two matrices containing x and y translations of any pixel from the 

distorted image to a distortion-free image are generated, yielding a complete mapping. 

Correct coordinates for each pixel in a distorted image can then be calculated by applying 

the coordinate mapping matrices. Based on the mapping, each pixel (x, y) in the distortion-

free image can be mapped to a corresponding location (x’, y’) in the distorted image. Four 

neighboring pixels can then be found in the distorted image surrounding the location (x’, y’). 

The amplitude of pixel (x, y) is then bilinear-interpolated based on the neighboring four 

corner pixels in the distorted image. A distortion-free image is thus created as shown in 

Figure 5.22. As distortion-free images for the four iQID cameras are generated, they can be 

easily registered based on their relative locations defined by the calibration pattern. The 

registered image is now ready for image stitching. 

 
Figure 5.21: The 3D-printed calibration pattern with 74 × 74 holes, 2.54-mm pitch and 5-

mm thickness, each hole with 1-mm diameter.  
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Figure 5.22: Left: Raw distorted projection image of the calibration pattern illuminated by a 

phosphor screen and acquired from one iQID camera. Right: Distortion-free version of the 

same projection image using the proposed algorithm.  

      In this distortion correction method, the design and manufacture of the calibration 

pattern plays a crucial role. The large number of small diameter holes guarantees a high-

accuracy calibration. The VeroBlack material with 5 mm thickness improves the image 

contrast for easy and accurate identification of holes. Because the image intensifier is so 

sensitive to light, a typical light source cannot be used for illuminating the calibration 

pattern, which could easily damage the photocathode or the whole image intensifier. As a 

result, the idea of backing the calibration pattern with a Lanex screen as illumination-light 

source and forming an image with long-time illumination guarantees the safety of the image 

intensifiers. Finally, compared with an alternative exhaustive-measurements method with a 

scanning pencil beam, this method does not require any motorized stages and can finish 

calibration in a relative short time.  

5.6.2 Image Stitching and Uniformity Correction 

Because of the presence of insensitive gaps between adjacent square tapers, the registered 

distortion-free image shows a dark cross in the middle, which separates the image into four 

disconnected square sub-images as shown in Figure 5.23. To stitch the four square sub-

images and fill the gaps in between, interpolation is needed. There are many well-



161 
 

established image processing filters or methods that can be applied to fill a gap in a general 

image, including average filter, median filter, mid-point filter etc. [Ali and Mohammed 2013] 

Almost all of the methods, however, require the image to have significant amplitude, or 

enough counts, which cannot always be satisfied for high-resolution gamma-ray centroid 

images (where pixel values represent the number of gamma-ray photons detected at that 

pixel location). Due to very small number of detected photons per pixel and the resulting 

sparse nature, the image content can potentially be erased if one of above mentioned filters 

is applied. Therefore, a new interpolation method that works with few counts and sparse 

gamma-ray images is required. In this work, a photon-based interpolation method was 

proposed that works by adding individual photons one by one to the gap pixels until the 

average amplitudes of gap pixels matches with the average amplitude of pixels on both sides 

of the gap. The whole image stitching procedures can be described as follows: 

(1) 2D flood illumination images from four iQIDs are acquired using a 
57

Co point source at 

a relatively far distance (33 inches as used in this work) for a long time (6 hours was used in 

this work). (The collimator is removed beforehand) 

(2) The distortion in the images is corrected and the distortion-free images are registered as 

shown in (a) of Figure 5.23. 

(3) A square mathematical model is used to define the effective region/FOV of the LA-iQID.  

(4) An amplitude threshold is applied to identify all pixels in the effective region that need 

to be interpolated, which include gap pixels, center-of-cross pixels, and dark pixels resulting 

from image intensifier or fiber-optic taper defects as shown in (b) of Figure 5.23. 

(5) A classification algorithm is applied to separate identified pixels from step (3) into three 

categories represented by different colors, i.e. horizontal gap (yellow), vertical gap (red), 

and defects (white), as shown in (c) of Figure 5.23. All identified and classified pixels will 

be recorded in a look-up table. 

(6) All pixels in the look-up table are interpolated with the photon-based interpolation 

method based on their locations in the image.  

(7) The interpolated distortion-free flood image is further normalized as shown in (d) of 

Figure 5.23 and saved to a file for future uniformity correction. 
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      The steps (1)-(7) are performed only once during camera calibration. After the look-up 

table and result (d) of Figure 5.23 have been acquired, for each set of newly acquired 

projection images only step (2) and (6) are performed, as shown in (a) and (b) of Figure 5.24. 

However, as shown in (b) of Figure 5.24, the stitched image can still demonstrate 

nonuniform amplitude especially at the gap pixels. To correct the nonuniformity, the image 

(d) of Figure 5.23 is used as a normalization, resulting in a seamless and uniform image with 

an example shown in (c) of Figure 5.24.  

     
(a)                                                          (b) 

     
(c)                                                          (d) 

Figure 5.23: (a) 6-hour flood illumination image acquired with the LA-iQID camera 

(without collimator) and a 
57

Co source placed 33 inches away. (b) Resulting image of (a) by 

applying an amplitude threshold to identify gap pixels and defect pixels. (c) Classification 

image with horizontal gap, vertical gap and the remaining pixels to be interpolated shown in 

yellow, red and white colors. (d) Stitched flood illumination image after interpolation.  
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(a) 

    
(b)                                                                      (c) 

Figure 5.24: (a) A distortion-free circular projection image of a 
57

Co source through a 

circular aperture. (b) Interpolated version of (a) with nonuniform intensity around the gap 

region. (c) Smoothed version of (b) after divided by the stitched and normalized flood 

illumination image, demonstrating smooth and uniform intensity distribution. 

      With distortion-correction mapping, interpolation look-up table, and interpolated flood 

image acquired, the LA-iQID is fully characterized. Any images acquired in future imaging 

tasks can have distortion corrected, gaps interpolated, and uniformity corrected. The LA- 

iQID camera is now ready for performance evaluation. 
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5.7 Performance Evaluation 

In this section, the intrinsic resolution and system resolution, as well as the lymphatic 

imaging capability of the LA-iQID are evaluated. The results demonstrate subjectively 

excellent resolution performance and image quality. 

5.7.1 Intrinsic Resolution 

To evaluate the intrinsic resolution of the LA-iQID camera, a 75 µm-wide tungsten-slit 

aperture was placed in front of each iQID as shown in Figure 5.25 (the collimator was 

removed). A 
57

Co source was then placed in front of the slit aperture to acquire a projection 

image for each iQID. An example slit image is shown in Figure 5.25 as well. Because the 

effective pixel size of LA-iQID is ~120 µm, an ideal detector will yield a slit image of 1-

pixel width. By fitting a Gaussian line-spread-function (LSF) for each projected line image, 

the FWHM can be calculated as shown in Figure 5.26, and used as a measure of intrinsic 

spatial resolution. Results show that the intrinsic resolution of the LA-iQID vary between 

445-541 µm, which is 6-7 times better than the system resolutions of most dedicated clinical 

gamma cameras (3-4 mm). The origin of resolution variation among the iQID cameras is 

mainly the variation of effective pixel size due to different magnifications incurred by 

slightly different phosphor-to-lens distances. 

        

Figure 5.25: Left: experimental setup for intrinsic resolution evaluation with a 75 µm slit 

aperture placed in front of each iQID. Right: The line projection image of the slit aperture 

illuminated with a 
57

Co source acquired from one iQID. 
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Figure 5.26: Generated LSFs for the four iQIDs based on acquired line projection images, 

which demonstrate 445-541µm intrinsic spatial resolution across the whole FOV. 

5.7.2 Phantom Imaging 

With the collimator installed, the system resolution is dominated by the resolution 

performance of the collimator, although detector intrinsic resolution also contributes. To 

evaluate the system performance of LA-iQID, a phantom with five 1-mm bores was 3D 

printed with FullCure720 material (transparent). The edge-to-edge distance between two 

adjacent bores varies from 1.2 mm to 0.6 mm as shown in Figure 5.27. Approximately 1mCi 

of liquid 
99m

Tc-pertechnetate was injected into all five bores and the phantom was placed at 

5 mm and 2 cm away from the collimator entrance face at the center of one iQID camera. 

10-minute projection images were then acquired for both locations as shown in Figure 5.28. 

From the acquired projection images, we can see that at the 2-cm distance, the second and 

third bores can be separated, which demonstrates ~1mm resolution performance with 18.5% 

contrast. For 5mm distance, all bores can be separated, demonstrating 0.6 mm resolution 

performance with 20% contrast. The contrast is defined based on Michelson formula [Peli 

1990] as 
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𝐶𝑜𝑛𝑡𝑟𝑎𝑠𝑡 =
(𝑃𝑒𝑎𝑘−𝑉𝑎𝑙𝑙𝑒𝑦)

(𝑃𝑒𝑎𝑘+𝑉𝑎𝑙𝑙𝑒𝑦)
× 100% ,                                          (5.6) 

and is applied to the cross-cut profiles of the projection images of the phantom as shown in 

Figure 5.27: The designed phantom with five 1mm-diameter bores and varying pitch in 

between for system resolution evaluation. 

 

Figure 5.27: The designed phantom with five 1mm-diameter bores and varying pitch in 

between for system resolution evaluation. 

   
                    (a)                                          (b)                                                (c) 

   
(d)                                                 (e) 

Figure 5.28: (a) Experimental setup with the phantom placed in the middle of one iQID. 10-

minute projection images were acquired with the phantom placed 2 cm (b) and 5 mm (c) 

away from the collimator. Cross-cut profiles of (b) and (c) are shown in (d) and (e) 

respectively and are used to calculate the Michelson contrast of both phantom images.  
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Figure 5.29: Left: Experimental setup with the phantom placed in the center of the LA-iQID 

FOV. 10-minute projection images were acquired with the phantom placed 2 cm (Middle) 

and 5 mm (Right) away from the collimator. Results demonstrate distortion free, seamless 

and uniform images. 

      To evaluate the performance of the distortion-correction and image-stitching algorithms, 

an extra 0.25 µCi liquid 
99m

Tc-pertechnetate was added to the phantom since the initially 

injected liquid was diminished due to evaporation and leakage from the bores. The phantom 

was then placed in the center of the FOV of the LA-iQID. Projection images were again 

acquired within 10 minutes for both the 2-cm and 5-mm distances as shown in Figure 5.29. 

We find that the distortion has been corrected and the images are registered and stitched so 

that no gaps are visible. The uniformity is also corrected for both images such that the 

interpolation is invisible. The resolution can be preserved after the interpolation unless the 

features are very small and exactly falls into the gap between tapers. As shown in the middle 

image of Figure 5.29, the gap between the 2
nd

 and 3
rd

 bores exactly fall into the gap between 

the square tapers and cannot be recovered during interpolation. The distortion correction is 

very accurate except for the few edge pixels outside of the calibration pattern, where ~200-

300 µm error can be visible when the system resolution is comparably high. For example, 

the bores in the right image of Figure 5.29 demonstrated slight bending. 
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5.7.3 Mouse Lymphoscintigraphy 

Finally, to demonstrate the lymphatic imaging capability of the LA-iQID camera, 

lymphoscintigraphy was performed on two mice. One mouse was normal and served as a 

control mouse. The other was genetically modified and might express an abnormal 

lymphatic system. For the normal mouse, a total of 360 µCi of Tc-99m Sulfur Colloid was 

injected through both feet and a 30-minute image was acquired ~300 minutes after the 

injection. For the genetically-altered mouse, a total of 411 µCi of Tc-99m Sulfur Colloid 

was injected through both feet and a 30-minute image was acquired ~360 minutes after the 

injection. Both images are registered with the optical images of the mice and are shown in 

Figure 5.30. We observed that the lymph nodes of both mice can be seen clearly with high 

resolution and contrast. Both livers are also visible in the images with clear shapes and 

outlines. Both livers were located in the center of the FOV but the images show no effects of 

the gap after stitching.  

   

Figure 5.30: 30-minute lymphoscintigraphy images fused with optical images of a normal 

mouse (Left) and a genetically-altered mouse (Right), demonstrating high-resolution and 

seamless visualization of the lymph nodes and livers. 
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5.8 Mobility and Portability 

A mobile and portable gamma camera can be very convenient for clinical imaging 

applications. However, the use of large-area FO tapers and thick aluminum housing greatly 

increase the weight of the LA-iQID. To add mobility and portability features to the LA-iQID, 

a steel holder has been custom manufactured that is able to connect the LA-iQID to the steel 

arm of a clinical cart. With a cylindrical pin inserted into the arm, the holder and the camera 

can be rotated together in one plane. Constructed with multiple sections connected by joints, 

the steel arm can be easily folded or stretched to position the camera at different locations. 

Also, because the arm is set in a vertical track and is counter-weighted by steel bricks, it can 

be lifted or lowered readily by hand. Finally, the cart has space for setting up a workstation 

and a monitor for data acquisition and image viewing. Equipped with four casters, the cart 

with complete LA-iQID system can be easily moved around as needed. Figure 5.31 shows 

the custom holder, the LA-iQID camera housing held by the holder, and the cart with 

camera housing and holder in place. 
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Figure 5.31: Top left: The customized steel holder with cylindrical pin for the LA-iQID 

camera. Top right: The external housing of LA-iQID held by the holder and attached to the 

arm of a clinical cart. Bottom: A photography of the counter-weighted clinical cart with LA-

iQID external housing attached through the custom holder. 
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5.9 Conclusions 

 In this chapter, we have presented the development of a high-resolution large-area 

dedicated clinical gamma camera, called LA-iQID, from concept to prototype for 

lymphoscintigraphy. This is also the first attempt to advance iQID technology towards 

clinical imaging applications. The novel architecture of tiling of multiple FO-taper-coupled 

iQID cameras to increase the effective FOV while maintaining high-resolution performance 

has been introduced. High-performance components are used in the LA-iQID and described 

in detail. A LEUHR parallel-hole collimator was designed and manufactured with 

photochemical etching and lamination technique, which is able to provide ~1 mm system 

resolution and ~1.8×10
-5

 sensitivity for 140keV photons at a 2-cm distance and sub-mm 

system resolution at closer distances. The whole camera was fully integrated with a custom 

light-sealing housing to ensure operation in a normal room environment. Synchronized and 

simultaneous image acquisition from multiple cameras with a real-time list-mode processing 

and viewing GUI was developed. New gamma camera-calibration methods including 

distortion correction and image stitching have been demonstrated that are able to provide 

distortion-free, seamless, and uniform images across whole FOV. The performance of the 

LA-iQID camera and calibration methods were evaluated with slit aperture, resolution 

phantom and mice imaging, demonstrating ~1 mm resolution with 18% contrast at a 2-cm 

distance and ~0.6-mm resolution with 20% contrast at a 5-mm distance. Finally, a counter-

weighted clinical cart with a flexible arm and a custom holder were presented, which 

provides mobility and smooth handling of the LA-iQID camera for convenient clinical 

imaging. 
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CHAPTER 6 

CONCLUSIONS AND FUTURE WORK 

6.1 Conclusions 

This work started shortly after the novel high-resolution CCD/CMOS-based gamma camera, 

BazookaSPECT, and the first BazookSPECT-based preclinical SPECT system, FastSPECT 

III, were developed by Miller et al. in the Center for Gamma-Ray Imaging. Because of later-

developed charged-particle imaging capability, as well as the need for a more serious name, 

BazookaSPECT was renamed iQID (intensified Quantum-Imaging Detector). 

Demonstrating superior spatial resolution performance and many other advantages over 

traditional gamma cameras, iQID technology is very promising for both preclinical and 

clinical applications. However, several advances and innovations were required before the 

concept-proven technology could be routinely used in practice. 

      A general limitation of iQID cameras observed to date is the poor energy resolution 

suggested to be due to the use of the image intensifier as the key amplification device. Image 

intensifiers have high spatial resolution but also large gain variations due to its continuous-

dynode structure. The FastSPECT III system was designed for high-resolution rodent brain 

imaging. However, only a resolution phantom was successfully imaged at the time of its 

commissioning. Several factors limited its applications in mouse imaging, including the 

central-spot background noise generated by the XX1332 military-surplus image intensifier, 

low system sensitivity, and small common-FOV. To apply the iQID technology in clinical 

imaging applications, the primary challenge is to increase of FOV. The original iQID 

configuration only supports 1-2 inches (diameter) FOV limited by the effective area of 

image intensifiers. Although a fiber-optic taper can be coupled between the image intensifier 

and the scintillator to increase the FOV, only ~100-mm diameters can be achieved due to 

manufacturing limitations of large-area image intensifiers or light loss of large-

magnification FO tapers. 

      This research successfully advanced the iQID technology by proposing and developing 

new hardware and software solutions so that the technology is ready for preclinical mouse 
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imaging and dedicated clinical evaluations. The significant contributions of this research on 

advancing iQID technology include: 

 A Monte Carlo simulation package of the MCP physics, which analyzed the effects 

of gain variation on energy resolution and confirmed that it is the randomness in the 

number of wall interactions that is the largest variance contributor. We suggested 

possible solutions for improving energy resolution of iQID cameras. 

 Development and implementation of a new frame-parsing algorithm, which has 

strong noise filtering capability with both amplitude and size thresholding for 

extracting gamma-ray events and is effective in removing the central-spot 

background events generated by XX1332 image intensifiers. 

 Investigation and integration of a set of new thicker columnar CsI(Tl) scintillators, 

which greatly improved the system sensitivity of FastSPECT III while maintaining 

high spatial resolution.  

 A new system calibration method for FastSPECT III that permitted full-body high-

resolution mouse imaging when used with a multi-bed-position MLEM 

reconstruction algorithm, consisting of: 

o Hybrid multi-grid scan of a radioactive point source that is able to cover a 

large volume while maintaining high accuracy in the common-FOV. 

o System models including both geometry models and empirical models to 

interpolate the H matrix for any voxel in the FOV. 

o System characterization that estimated all parameters in system models based 

on constrained non-linear least-squares optimization algorithm. 

 Development of a novel large-area iQID (LA-iQID) gamma camera based on tiling 

of multiple iQID cameras coupled with square fiber-optic tapers for dedicated 

clinical lymphoscintigraphy applications. 

 A customized LEUHR parallel-hole collimator that is able to provide high-resolution 

(~1 mm at a 2 cm distance and ~0.6 mm at a 5 mm distance) imaging of commonly-

used clinical radiotracers that emit 140 keV gamma-ray photons. 

 System integration of the LA-iQID camera with 3D printed light-sealing housing and 

protective aluminum housing. 
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 Customized LabVIEW GUI for static and dynamic real-time image acquisition and 

viewing. 

 Gamma camera calibration method including a novel distortion correction method 

based on a 3D-printed calibration pattern coupled with a phosphor screen, and a gap-

filling interpolation method based on random event generation. 

 A customized steel holder to connect the LA-iQID camera to a counter-weighted 

clinical cart with a multi-joint flexible arm for smooth operation and mobile 

capability around patients. 

6.2 Future Work 

Because the use of image intensifiers limits the energy resolution performance of iQID 

cameras, we suggest continued investigation of new image amplification devices that are 

able to preserve high spatial resolution while maintaining good energy resolution. The 

discovery of such a device in the future could yield next-generation iQID cameras with 

improved energy resolution and S/N ratios, suitable for more applications such as multi-

isotope imaging. 

      To enhance the calibration accuracy of FastSPECT III system, a better sensitivity model 

is desired that is able to fit more accurately the dramatic sensitivity variations close to the 

pinhole apertures. Fully automated image acquisition along with helical scanning of the 

object is desired, which will be able to shorten acquisition times for each scanning position 

and increase the number of positions to reduce artifacts and improve reconstructed image 

quality. The current image-acquisition software also generates a set of projection images for 

each bed-position, yielding a large number of files when a large number of positions are 

scanned. So modification of the image acquisition code to generate one image file with data 

acquired at all bed positions is highly desired. Finally, the clearance in the current imaging 

aperture only allows up to 4 mm diameter helical scanning of the object, which provides an 

effective FOV of ~16 mm diameter and thus a tight tolerance for positioning the mouse in 

the center of the FOV. A young mouse with small size is also required to fit into the small 

effective FOV. To overcome this limitation, a new imaging aperture with ~2-cm-larger 

diameter is desired. 
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      For long-term, routine and stable service, some hardware and software components of 

FastSPECT III system needs to be replaced.  Some image intensifiers were observed to flash 

frequently, causing over-exposed image frames and reducing the sensitivity of 

corresponding iQID cameras. The data-acquisition computers have been running for almost 

10 years, so that some components including hard drives, CPU fans and thermal paste are 

experiencing age-related problems. The shared-variable system used for communication 

between the control computer and the five slave computers is unstable and could corrupt 

system files over time, causing various system failures including frequent software crashes, 

blue screens, black screens, unable to boot, and so on. It’s highly recommended to replace 

the shared-variable system with another more stable interprocess communication system. 

      The LA-iQID camera demonstrated excellent performance in phantom and mouse 

imaging, however, as a portable and mobile camera, the stability can be further improved. 

Although the designed orientation of the camera is facing downward, slow sagging was 

observed over time when the camera is facing horizontally, demonstrating a potential 

stability issue. Instead of filling the gaps between tapers and external housing with steel 

shims, steel plates supported with screws through the external housing could provide better 

mounting of the tapers, thus better stability performance. Because high-resolution 

performance requires rigidity for the camera calibration data to remain accurate, the current 

3D-printed parts holding the CCD sensors may flex over time, causing image shifts, and are 

therefore recommended to be replaced with aluminum parts. The flat-panel columnar CsI(Tl) 

scintillator was manufactured to have an effective area of 193 mm × 193 mm, which is 

larger than the designed effective area of 189 mm × 189 mm. The inaccurate dimensioning 

by the manufacturer makes the scintillator float over the entrance face of the square FO 

tapers at a distance of ~0-1 mm, which could reduce the light collection efficiency and cause 

sensitivity reduction. Also because of the wrong dimension, the scintillator is supported only 

along the four edges, making it too fragile to support any extra weight, so extra protection is 

required when the camera is facing upward and the collimator needs to be placed on top of 

the scintillator. Returning the scintillator to the manufacturer for cutting and processing is 

recommended until the designed dimensions are achieved. 
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      Finally, due to the excellent performance and the large FOV, the LA-iQID is a 

promising candidate gamma camera for dedicated clinical SPECT imaging applications. 

When set on two rotation stages, projection images from multiple directions can be acquired 

and 3D high-resolution image can be reconstructed. Potential applications include dedicated 

breast imaging and brain imaging. 
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