Cross-layer Design for Multi-hop Two-way Relay Network

by

Haoyuan Zhang
B. Eng., Harbin Institute of Technology, China, 2010
M. Eng., Harbin Institute of Technology, China, 2012

A Dissertation Submitted in Partial Fulfillment of the

Requirements for the Degree of

DOCTOR OF PHILOSOPHY

in the Department of Electrical and Computer Engineering

© Haoyuan Zhang, 2017

University of Victoria

All rights reserved. This dissertation may not be reproduced in whole or in part, by

photocopying or other means, without the permission of the author.



Cross-layer Design for Multi-hop Two-way Relay Network
by
Haoyuan Zhang

B. Eng., Harbin Institute of Technology, China, 2010
M. Eng., Harbin Institute of Technology, China, 2012

Supervisory Committee

ii

Dr. Lin Cai, Supervisor

(Department of Electrical and Computer Engineering)

Dr. T. Aaron Gulliver, Departmental Member

(Department of Electrical and Computer Engineering)

Dr. Hongchuan Yang, Departmental Member

(Department of Electrical and Computer Engineering)

Dr. Sudhakar Ganti, Outside Member

(Department of Computer Science)



il

Abstract

Physical layer network coding (PNC) was proposed under the two-way relay chan-
nel (TWRC) scenario, where two sources exchange information aided by a relay. PNC
allows the two sources to transmit to the relay simultaneously, where superimposed
signals at the relay can be mapped to network-coded symbols and then be broadcast
to both sources instead of being treated as interference. Concurrent transmissions us-
ing PNC achieve a higher spectrum efficiency compared to time division and network
coding solutions. Existing research mainly focused on the symmetric PNC designs,
where the same channel coding and modulation configurations are applied by both
sources. When the channel conditions of the two source-relay links are asymmetric
or unequal amount of data are exchanged, heterogeneous modulation PNC designs
are necessary. In additional, the design and optimization of multi-hop PNC, where
multiple relays forming a multi-hop path between the two sources, remains an open
issue. The above issues motivate the study of this dissertation.

This dissertation investigates the design of heterogeneous modulation physical
layer network coding (HePNC), the integration of channel error control coding into
HePNC, the combination of HePNC with hierarchical modulation, and the design and
generalization of multi-hop PNC. The contributions of this dissertation are four-fold.

First, under the asymmetric TWRC scenario, where the channel conditions of
the two source-relay links are asymmetric, we designed a HePNC protocol, including
the optimization of the adaptive mapping functions and the bit-symbol labeling, to
minimize the end-to-end BER. In addition, we developed an analytical framework
to derive the BER of HePNC. HePNC can substantially enhance the throughput
compared to the existing symmetric PNC under the asymmetric TWRC scenario.

Second, we investigated channel coded HePNC and integrated the channel error
control coding into HePNC in a link-to-link coding, where the relay tries to decode the
superimposed codewords in the multi-access stage. A full-state sum-product decoding
algorithm is proposed at the relay based on the repeat-accumulate codes to guarantee
reliable end-to-end communication.

Third, we proposed hierarchical modulation PNC (H-PNC) under asymmetric
TWRC, where additional data exchange between the relay and the source with the
relatively better channel condition is achieved in addition to that between the two
end sources, benefiting from superimposing the additional data flow on the PNC

transmission. When the relay also has the data exchange requirement with the source
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with a better source-relay channel, H-PNC outperforms HePNC and PNC in terms
of the system sum throughput.

Fourth, we designed and generalized multi-hop PNC, where multiple relays located
in a linear topology are scheduled to support the data exchange between two end
sources. The impact of error propagation and mutual interference among the nodes
are addressed and optimized. The proposed designs outperform the existing ones in
terms of end-to-end BER and end-to-end throughout.
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Chapter 1

Introduction

1.1 Background

The two-relay relay channel (TWRC) is a fundamental network structure of much
interest to the wireless communications research community. Physical layer network
coding (PNC) was proposed in 2006 by Zhang et al. [1] and Popovski et al. [2], in-
dependently, and was mainly researched in the TWRC scenarios, where two sources
exchange information with the help of a relay node as the sources are out of each
other’s transmission range. In the wireless communication network, when a receiver
receives multiple signals from multiple transmitters, signals from other transmitters
except that from the respective transmitter are typically considered as negative in-
terference. In TWRC, PNC allows concurrent signal transmissions from the sources
to the relay. The ‘interference’ between the two sources’ signals at the relay can be
positively utilized, as the electromagnetic waves from the sources superimpose at the
relay by nature in a form of network coding, and the sources can obtain each other’s
information by utilizing the network-coded information and the original information
transmitted by themselves. Thus, PNC achieves a higher spectrum efficiency com-
pared to time-division and digital network coding solutions, where the sources need
to transmit to the relay sequentially. A comprehensive survey of PNC can be found
in [3].

Generally speaking, the transmission procedure of PNC protocol includes two
stages, multiple-access (MA) stage and broadcast (BC) stage. In the MA stage, PNC
allows the sources to transmit their signals to the relay simultaneously. A network-

coded symbol, which contains the necessary information of both sources’ symbols,



is obtained from the superimposed signals at the relay instead of obtaining each
of the symbols explicitly. In the BC stage, the network-coded symbol is broadcast
back to the sources, and each source can obtain the target information from the
other source by utilizing the knowledge of the network-coded symbol and the original
symbol transmitted by itself. Depending on whether the range of the network-coded
symbol is in a finite or an infinite set, PNC can be classified into two categories,
finite-set PNC and infinite-set PNC [3]. Examples of finite-set PNC are the denoise-
and-forward schemes [1,4, 5], where the relay demodulates or decodes at least part
of the transmitted message. A variant is the compute-and-forward scheme [6], where
the relay decodes the linear equations of the transmitted messages based on the
nested lattice codes. Examples of the infinite-set PNC are analog network coding
(ANC) [7-12], where the weighted sum is amplified and forwarded in an amplify-and-
forward manner. A general comparison between the finite-set PNC and the infinite-
set PNC is highly dependent on the uplink channel conditions in the MA stage.
In [3], it showed that for non-channel-coded schemes, generally speaking, finite-set
PNC outperforms infinite-set PNC when the uplinks are good, and infinite-set PNC
outperforms finite-set PNC when the uplinks are bad. Because for the finite-set PNC,
when the noise at the MA stage is large, to obtain the network-coded symbol is error-
prone. However, for channel-coded schemes, finite-set PNC outperforms infinite-set
PNC as the noise in the MA stage can be managed by the channel codes. In this
dissertation, we study the finite-set PNC schemes in a denoise-and-forward manner,
where the relay tries to remove the noise in the superimposed signals.

We present a BPSK-BPSK PNC example, where both sources use BPSK modula-
tion and the relay operates in a denoise-and-forward manner. Consider that sources
A and B need to exchange two binary data S, =0 and S, =1, respectively. In the MA
stage, source A transmits the BPSK symbol X,=1-25,=1 and source B transmits
the BPSK symbol X, =1-25,=—1 to the relay simultaneously. At the relay, instead
of obtaining the superimposed symbols X, and X, explicitly, it demodulates and
obtains the network-coded symbol 1, i.e., the binary result of S, XOR 5, and then
broadcasts the network-coded symbol back to the sources in the BC stage. Finally,
source A can obtain source B’s original data with the knowledge of the network-coded
symbol and the original symbol transmitted by itself. Note that the sum through-
put of the system is 1 bit per symbol duration without considering the transmission
errors. If the traditional network-coded solution or the TDMA solution are applied,

the sum throughput of system is % bit per symbol duration and % bit per symbol



duration, respectively. Thus, PNC achieves a substantial throughput gain.

One important issue in the PNC design is the synchronization issue [13-16], includ-
ing the symbol alignment and the carrier frequency synchronization. Perfect symbol
alignment denotes that the symbols from two sources arrive at the relay with sym-
bol boundaries aligned exactly. Carrier frequency synchronization determines that
whether a relative phase offset for the two superimposed signals are required. How to
align the symbols from multiple transmitters at a common receiver is a fundamental
issue for many communication systems [17]. In this dissertation, perfect symbol align-
ment is assumed. The carrier frequency synchronization is much harder to achieve in
a practical system due to the frequency mismatch at the transmitter and the receiver
oscillators and the existence of Doppler shift. Thus, carrier frequency synchronization
is not assumed. In addition, each node is equipped with a single antenna and works
in a half-duplex mode in this dissertation. Combining PNC with MIMO [18-32] and
full-duplex [33-36] are possible but beyond the scope of this dissertation.

1.2 Research Objectives and Contributions

1.2.1 Design and analysis of heterogeneous modulation phys-

ical layer network coding

Most existing PNC designs are studied in the symmetric TWRC scenario, where the
channel conditions of the two source-relay links are similar and the same channel
coding and modulation can be applied by the sources. Although PNC can boost the
system throughput substantially, using homogeneous modulation becomes inefficient
in the asymmetric TWRC scenario where the two source-relay links have asymmetric
channel conditions! or two source nodes have different amount of data to exchange.
The heterogeneity in the asymmetric TWRC motivates us to develop heterogeneous
PNC (HePNC) where the sources use heterogeneous modulation.

Similar to traditional PNC, the HePNC procedure has two stages: multiple-access
(MA) stage and broadcast (BC) stage. In the MA stage, the relay receives the
superimposed signals transmitted simultaneously from the sources, and then maps the
received signals to a network-coded symbol by a mapping function. The optimization

of the mapping functions is a critical issue in the PNC design. In the original design of

Tt may not be easily to compensate by power control due to the maximum transmission power
limit.



PNC in [1], XOR mapping was adopted. However, with different channel conditions
of the two source-relay links, the amplitude attenuations and phase shifts of the two
received signals from the sources are different at the relay, which directly affects the
received constellation map, and further affects the demodulation success rate and
the system performance. Thus, adapting the mapping function according to the
channel conditions is necessary, which is known as adaptive mapping [37]. To ensure
the sources can abstract the other’s information from the network-coded symbol,
a fundamental criterion for the mapping function design is that the Latin square
constraint should be satisfied [37,38]. A new challenge of HePNC is how to design
and optimize the mapping function. In HePNC, adaptive mapping functions should
be designed and optimized jointly considering the channel conditions, the Latin square
constraint and the configurations of different modulation.

This dissertation proposes the HePNC design, which enhances the communi-
cation efficiency in scenarios with asymmetric source-relay channel conditions and
unequal traffic loads from the sources. Several HePNC sample designs, including
QPSK-BPSK, 8PSK-BPSK and 16QAM-BPSK HePNC are presented. The design
and optimization of the mapping functions following the Latin square constraint are
investigated. An analytical framework is developed to derive the error performance
of QPSK-BPSK HePNC under AWGN channels, and the performance bound under
Rayleigh fading channels.

1.2.2 Channel coded heterogeneous modulation physical layer

network coding

How to integrate the channel error control coding into PNC to guarantee the com-
munication reliability is an important issue. Depending on whether the relay decodes
the codewords from the sources in the superimposed signals or not, channel coded
PNC can take two approaches, end-to-end coding and link-to-link coding [3]. With
end-to-end coding, the relay processes the superimposed signals at the symbol-level
instead of decoding the superimposed codewords at the bit-level. Thus, end-to-end
coding suffers from noise accumulation at the relay, which further affects the end-to-
end bit error rate (BER) in the BC stage. Link-to-link coding [5,39-49] outperforms
end-to-end coding in terms of end-to-end BER as the relay tries to correct errors in
the MA stage using channel codes.

Several schemes of heterogeneous modulation PNC in asymmetric TWRC were



proposed in [5,39-49], where two different modulation-order symbols from the sources
can be applied and an unequal data exchange between the two sources can be sup-
ported. However, all of them operate on the symbol-level, which can only integrate
with channel coding in an end-to-end coding. How to integrate the channel error
control coding into HePNC in a link-to-link coding is an open issue.

This dissertation proposes and designs channel coded heterogeneous modulation
physical layer network coding (CoHePNC), which integrates the channel error control
coding into HePNC in a link-to-link coding. Based on repeat-accumulate (RA) codes
applied to the sources, a full-state sum-product decoding algorithm is proposed at the
relay with the bit-level adaptive mapping function design. The proposed decoding
algorithm outperforms the existing decoding solutions in terms of relay error rate
(RER) and end-to-end BER under the asymmetric TWRC scenario.

1.2.3 Hierarchical modulation physical layer network coding

Although heterogeneous modulation PNC try to maximize the system throughput
under the asymmetric TWRC scenario, the system throughput is subject to the chan-
nel conditions of the bottleneck link [50-52]. In an asymmetric TWRC scenario, to
guarantee a BER threshold, the relay may need to decrease the modulation order of
the network-coded symbol from a higher-order one into several lower-order ones and
broadcast them in multiple slots subject to the bottleneck link. Thus, the channel of
the source-relay link with the better channel quality cannot be fully utilized. For ex-
ample, consider QPSK-BPSK heterogeneous modulation PNC, where links between
A-R and B-R support QPSK and BPSK, respectively, determined by the source-relay
channel conditions given the BER threshold. The network-coded symbol obtained at
the relay is a QPSK symbol subject to the Latin square constraint [38]. Heteroge-
neous modulation PNC designs benefit from the asymmetric data exchange between
sources A and B, e.g., 2:1 for QPSK-BPSK heterogeneous modulation PNC. However,
because the bottleneck link between source B and relay R can only support BPSK,
the QPSK network-coded symbol needs two slots to be broadcast back to the sources.
Thus, the system throughput is 1 bit/slot only.

Thus, it is worthy to develop new schemes that can fully utilize the channel of
the source-relay link with the better channel condition. Also, the majority of the
previous PNC research considered the designs that only bidirectional information

exchange between the sources can be achieved, and the relay cannot be a source or



a destination [53]. In the scenarios that the relay also needs to exchange information
with the source node, the traditional PNC solutions are far from optimal.

This dissertation proposes a new transmission solution, hierarchical modulation
PNC (H-PNC), which achieves data exchange not only between the two sources nodes,
but also between the relay and the source node with a relatively better channel condi-
tion by taking advantage of hierarchical modulation. H-PNC outperforms traditional
heterogeneous modulation PNC and symmetric PNC solutions under the asymmetric
TWRC scenario in terms of system throughput. Three H-PNC sample designs are
presented, and the optimization criteria are investigated. The design of H-PNC jointly
considers the optimization of bit-symbol labeling, hierarchical modulation constella-
tion design and the H-PNC mapping constraint. In addition, the error performance
of QPSK-BPSK H-PNC under both AWGN and Rayleigh fading channels are also
provided.

1.2.4 Multi-hop physical layer network coding

PNC was originally proposed and further investigated considering a single relay sce-
nario [3,5, 13,37, 54-56]. Inspired from the extension of network coding [57-61],
researchers focused on extending traditional PNC under TWRC to more generalized
network topologies such as scenarios with multiple sources and one relay [62, 63].
However, multi-hop PNC design where multiple relays help the information exchange
between two end sources has not been well researched. The existing work [4,64-66]
either provided the designs with a specified number of relays or only achieved an
end-to-end throughput upper bound lower than that of the traditional PNC with a
single relay. An inspiring generalization of multi-hop PNC was proposed in [1]. How-
ever, an error propagation problem exists, which may result in excessive end-to-end
estimation errors. Also, the impact of the mutual-interference from other transmit
nodes was not well addressed in the existing multi-hop PNC designs [1,4, 34, 64—66].

It is challenging to design and generalize multi-hop PNC. The first important issue
is the error propagation effect. Different from the traditional PNC with a single relay,
where the transmission period is two slots and different periods are independent, in
the multi-hop PNC, one error at any of the relay may impact on the correctness of
other nodes in the following several or even endless slots. The second issue is that the
received information in previous slots can be positively applied by the sources and

the relays [1] in the multi-hop PNC. However, the options to apply this information



at any node go to infinity with the increase of the transmission slots and improperly
applying this information may result in serious error propagation problem. The third
issue is that, different from the traditional PNC with a single relay, a receiver in multi-
hop PNC may not only receive useful information from neighboring nodes, but also
interfering signals from other transmit nodes. The impact of the mutual-interference
cannot be neglected in multi-hop PNC and given the end-to-end SNR, the SINR
of any two neighboring nodes are upper bounded determined by the hop-distance.
The design and generalization of multi-hop PNC transmission protocol should jointly
consider the impact of the error propagation and the mutual-interference in order to
minimize the end-to-end BER and maximize the end-to-end throughput.

This dissertation investigates the key issues in multi-hop PNC design, including
the impact of the error propagation and mutual interference, and provides guidelines
of how to properly utilize the previously received information. By carefully addressing
the key issues, this dissertation proposes two multi-hop PNC designs, including direct
multi-hop PNC (D-MPNC) and stored multi-hop PNC (S-MPNC). D-MPNC benefits
from the simple implementation as the relay operations are the same as that of the
traditional PNC with a single relay. S-MPNC outperforms D-MPNC in terms of
end-to-end BER by enabling the relays to properly utilize the previously received
information. Both D-MPNC and S-MPNC can achieve a maximum throughput upper
bound of 1 symbol per symbol duration. The theoretical analysis of the end-to-end
BER bounds of D-MPNC and S-MPNC are provided, which approaches exact end-
to-end BER when the per-hop error rate is sufficiently low. The impact of the relay
locations in multi-hop PNC is further studied.

1.3 Dissertation Organization

The remainder of the dissertation is organized as follows.

In Chapter 2, we investigate the design of HePNC under asymmetric TWRC.
The adaptive mapping functions for QPSK-BPSK, 8PSK-BPSK and 16QQAM-BPSK
HePNC are presented. The theoretical BER analysis of QPSK-BPSK HePNC is
provided under both AWGN and Rayleigh fading channels.

In Chapter 3, we integrate repeat accumulate codes into HePNC using link-to-link
coding, where a full-state sum-product decoding algorithm is proposed at the relay
followed by a bit-level mapping function design.

In Chapter 4, we present the design of hierarchical modulation physical layer



network coding (H-PNC) under asymmetric TWRC, which achieves the data exchange
not only between the two sources but also between the relay and the source with the
relatively better source-relay link. The theoretical BER analysis of QPSK-BPSK
H-PNC is provided under both AWGN and Rayleigh fading channels.

In Chapter 5, we generalize the design of multi-hop physical layer network cod-
ing, where multiple relays are located in a linear topology and help to exchange the
message of two end sources. The impact of mutual-interference and error propagation
are addressed. Two multi-hop PNC schemes, D-MPNC and S-MPNC are provided,
which target simple implementation and optimal end-to-end BER, respectively.

Chapter 6 concludes the dissertation.

1.4 Bibliographic Notes

The work in Chapter 2 was published in [67,68], and the work in Chapter 4 was
published in [69].



Chapter 2

Heterogeneous Modulation

Physical Layer Network Coding

2.1 Overview

In this chapter, we provide the design and analysis of heterogeneous modulation
physical layer network coding (HePNC) under the asymmetric TWRC scenario, where
an unequal amount of data is exchanged between two sources. The proposed HePNC
is operated in a symbol-level and end-to-end channel coding can be integrated directly.
We propose adaptive mapping functions in HePNC, which map the superimposed
signals to the network-coded symbols adaptively according to the channel conditions
of two source-relay links. The theoretical analysis for the proposed QPSK-BPSK
HePNC is provided. The performance evaluation is conducted by considering relay
mapping error rate in the multiple-access stage and end-to-end BER in the broadcast
stage under both AWGN and Rayleigh fading channels.

2.2 Related Work

PNC [1, 2] extended the operation of network coding [70-74] using a PHY layer
approach. Two key issues in a PNC system are how to design the mapping function
and how to represent the network-coded symbol to guarantee that the sources can
abstract each other’s information accurately and effectively. In dynamic mapping
function design, i.e., adaptive mapping [37,75], the selection of mapping function

varies with the channel conditions, which benefits system performance at a cost of
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higher complexity and overheads.

In the literature, PNC was mainly investigated in a symmetric TWRC scenario,
where the channel conditions of the two source-relay links are similar, and the sources
select the same coding and modulation [5,7,37,57, 76-83]. When the channel con-
ditions of the two source-relay links are quite different, the scenario is specified as
asymmetric TWRC. In [84], the impact of the asymmetric channels on PNC was
studied, where both sources still use BPSK modulation. Sources can also select dif-
ferent modulation according to the channel conditions in asymmetric TWRC [85-87].
In [85], adaptive modulation and network coding (AMNC) was proposed. Sources
select modulation according to the amplitude ratio of two source-relay channel gains,
however, the influence of the random phase shift difference was not addressed. [86,87]
focused on how to design the network-coded symbol at the relay. Consider 2¢'-ary and
2%-ary constellations for the two sources’ signals, respectively. In [86], decode-and-
forward joint-modulation (DF-JM) was proposed, where the network-coded symbol
was represented by a 227%_ary constellation, which is composed of the direct com-
binations of the two source symbols. In [87], two joint modulation and relaying
solutions were proposed, JMR1 (a variant of DF-JM) and JMR2. In JMR2, the re-
lay uses a many-to-one mapping function to obtain a 2%®*(@1:92)_ary network-coded
symbol, while the impact of phase shift difference between the superimposed symbols
at the relay was not addressed. In [37], a method to design the many-to-one map-
ping function known as adaptive mapping was proposed under symmetric TWRC,
where the relay can design and select different many-to-one functions according to
the channel conditions. The many-to-one mapping design should follow the Latin
square constraint [38], also known as the exclusive law [37].

In this dissertation, we propose HePNC and investigate how to design and opti-
mize the mapping function and the network-coded symbol by jointly considering the
channel conditions, the Latin square constraint and the combination of heterogeneous
modulation with a random phase shift between the two received signals at the relay in
an asymmetric TWRC scenario. The proposed HePNC design is within compute-and-
forward (CF) framework, which was proposed in [6] and extended in [88,89] with the
lattice network coding schemes, from the information theoretic perspective. [90, 91]
followed the CF framework, where the pulse amplitude modulation (PAM) was consid-
ered and linear mapping functions were designed. Different from [90,91], PSK/QAM
modulation is considered, and the relay computes the channel conditions of the two

source-relay links and maps the estimated sources’ symbols with the designed map-
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ping functions.

2.3 HePNC in Asymmetric TWRC

2.3.1 System model

Consider an asymmetric TWRC scenario, where source nodes A and B exchange
information through a relay, R, because the source nodes are out of each other’s
transmission range. Each node is equipped with one antenna'. We consider a block
fading channel, and the channel conditions of the link A-R, L,,, and that of the
link B-R, Ly,, are different. Without loss of generality, we assume that L,, is better
than L;,., and L, can support a higher-order modulation. We assume symbol-level
synchronization at the relay and perfect channel estimation at the receivers, i.e., the
relay node in the MA stage and the source nodes in the BC stage. Synchronization
problems in multi-hop networks have been extensively studied [93]. The feasibility
study for the symbol-level synchronization can be found in [55,56,79]. To be practical,
in HePNC the carrier-phase synchronization is not required at the relay and global
full CSI is not required at the transmitters.

Similar to traditional PNC, the HePNC procedure has two stages: MA and BC
stages. In the MA stage, the two source nodes transmit the signals to relay R simul-
taneously, and relay R demodulates and maps the received superimposed signals to
a network-coded symbol. In the BC stage, the network-coded symbol is broadcast
back to the source nodes. Different from symmetric PNC, heterogeneous modulation
can be selected by the sources according to L, and L, in the MA stage, and more
transmission slots may be required to broadcast the network-coded symbol in the BC
stage subject to the bottleneck link L;.. We also consider that the data exchanged
between the sources may be unequal. In this chapter, the HePNC design is only con-
sidered in a symbol-level. How to combine channel codes and modulation is studied
in Chapter 3.

2.3.2 HePNC procedure

Let M,,, be 2™-PSK modulation with the modulation order of m and Zgym be a non-

negative integer set, which denotes the finite set with unity energy FE, and Gray

L An extension of HePNC to multiple-antenna scenario can be found in [92].
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constellation mapping, Zom ={0, 1, ..., 2™ — 1}. Assume that S, and S, are the
source symbols to be exchanged. Denote m, and m; as the modulation orders for

sources A and B, respectively. Thus, we have S, € Zoma, Sy € Zom, and m, > my,.

Multiple access (MA) stage

In the MA stage, the received signal at relay R, Y, can be expressed as
Yy = HoMpm, (Sa) + HoMum, (Sp) + Ny, (2.1)

where H, and H, are the channel gains of L, and L,,, respectively, and N, is complex
Gaussian noise with variance of 202, Denote Hy,/H, = 7 exp(j6), where v and 6 stand
for amplitude ratio and phase difference of the two received signals, respectively.
Define (S,, Sp) as a symbol pair, which denotes that two sources’ symbols S, and
Sy are superimposed at relay R. The symbol pair (S,, Sp) can also be represented by
one constellation point on the received constellation map at relay R. The maximum
likelihood (ML) detection is proceeded by relay R to jointly demodulate (S,, Sp) from

Y,, and we have

(Sas Sp) = argmin Y, — HoM,, (1) — HyM,, (52)]7, (2.2)

(s1, $2)EZoma X Z2mb

where (S,, S,) is the estimation of (S,, S,).

Afterwards, relay R uses a mapping function C to map (S’a, S’b) to a network-
coded symbol S, =C(S,, Sy); S, € Zoma. The mapping function C applied by relay R
is known by all nodes, and is subject to the Latin square constraint [38] (also known

as the exclusive law [37]), which requires

C(s1, s2)#C(8), s2) for any s;#s| € Zoma and sy € Zgm,, 23
C(s1, s2)#C(s1, sy) for any sg# 55 € Zom, and s1 € Zgma. .

Although the superimposed signals at relay R is 2(™«*™)_ary. the mapping func-
tion C can decrease the network-coded symbol to 2™-ary. The process of mapping
(Sa,gb) to symbol S, includes two steps, many-to-one mapping and relay labeling. The
details of the many-to-one mapping and relay labeling will be discussed in Sec. 2.4.1

and Sec. 2.4.2, respectively.
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Broadcast (BC) stage

The bottleneck link L, can only support a lower-order modulation 2™. The relay
reduces the modulation order of the network-coded symbol S, from m, to m; to
guarantee reliable transmissions in the BC stage. Thus, HePNC applies a multiple-
slot scheme to broadcast the network-coded symbol in the BC stage. Relay R uses
modulation M,,, to broadcast S, back to the source nodes by f’n’i—ﬂ transmission slots
in the BC stage?. In each transmission slot, a part of S, denoted by S! € Zgym, is
transmitted. An estimation of S, is conducted at each source node by concatenating
all the estimated S/. We use an example to explain the multiple-slot design in the
BC stage. Considering QPSK-BPSK HePNC, in order to ensure that the bit error
rate from the relay to source B is below 1072 in the BC stage, the bottleneck link Ly,
with SNRy, =7 dB can only support BPSK. The network-coded symbol .S, is a QPSK
symbol, and thus, the relay uses two BC slots to broadcast one BPSK symbol in each
BC slot to guarantee the BER threshold. SNR is defined as the received signal to noise
power ratio. For AWGN channels, it can be calculated by SNR(dB) = 10log,, ﬁ—;,
where FE, denotes received symbol energy, and Ny is noise spectral density. For fading
channels, SNR denotes average received SNR.

For each transmission slot in the BC stage, source A receives Y, = H,M,,, (S)) +
N, from relay R, where N, is complex Gaussian noise with variance of 20%. Source
A estimates S’ as S’ by the ML decision

S! = argmin |Y, — H,Mp, (s0)[. (2.4)

S;AEZ2mb

Then, an estimate of S, denoted as S, is obtained by concatenating all the SYL Finally,

source A estimates S, by

A A 2
Sy = argmin |S, — C(Sa, sp)| - (2.5)

SbEZme
Note that in (2.5), source A decodes source B’s information by using both the
original information transmitted by itself in the MA stage and the mapping function

C. Similarly, source B obtains the estimation of S,.

21f % is not an integer, relay R can schedule several BC stages to transmit the least common
multiple of m, and my bits.
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A R
MA stage send QPSK: §,=1('01") L send BPSK: S, =.0
(1 slot) demodulate (S,, Sp),
mapping S, = C(S,, Sp) = 1, binary bits '01'
broadcast 1%t bit of S,: BPSK 0
@«——————— -~ —————— O
receive BPSK: 0 receive BPSK: 0
BCstage | UrosUMorsipRKL o
(2 slots) receive BPSK: 1 receive BPSK: 1
concatenate S,=1("01") concatenate S,=1("01")
decode S;,=0 decode S,=1('01")

(a) MA and BC Stages for QPSK-BPSK HePNC.

(b) Constellation maps at sources and relay with v = 0.3
and ¢ = 7, the colored blocks represent decision regions for
the ML decision in (2.2) and mapping results of S,.

Figure 2.1: An example of QPSK-BPSK HePNC.

2.3.3 QPSK-BPSK HePNC example

Fig. 2.1 shows a sample design of QPSK-BPSK HePNC. Fig. 2.1(a) shows QPSK-
BPSK HePNC procedure literally, and Fig. 2.1(b) considers the procedure from the
constellation map perspective. In the MA stage, source A uses QPSK to send symbol
S. =1 to relay R, meanwhile source B uses BPSK to send S, =0 to relay R. Note
that the QPSK symbol S, =1 can also be represented as ‘01’ by two binary bits. In
this chapter, we use ‘ ’ to present the binary bits that compose one symbol. The bit-
symbol labeling method applied for QPSK constellation is shown in Fig. 2.1(b). Relay
R demodulates a symbol pair (S,, Sy) =(1,0), and then uses a mapping function C as
shown in Fig. 2.1(b) to obtain a network-coded symbol S, =C(1, 0)=1, which can be
represented by binary bits ‘01°. Since the bottleneck link L, can only support BPSK,
S, is split into two BPSK symbols, 0 and 1, which are broadcast in two transmission

slots in the BC stage. After receiving S, sources A and B can decode each other’s
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information with the same mapping function C and the original symbol transmitted
by itself in the MA stage.

Fig. 2.1(b) shows the constellation maps at the sources and relay. In the received
constellation map at relay R, four dotted circles are resulted from superimposing
the expected received BPSK symbols —Hyexp(j6) and Hyexp(jf#) on the expected
received QPSK symbol H, M (S,) with phase difference 6. We specify the circles
as BPSK circles. Each center of the BPSK circles is the expected received QPSK
symbol H, M (S,), and the radius of each BPSK circle equals |H,|. We observe that,
the structure of the received constellation map is determined by parameters v and 6,
and the size of the received constellation maps is determined by both |H,| and |H,|,
which is a useful conclusion for designing the mapping function C discussed in the

following section.

2.4 HePNC Design and Analysis

A critical issue of HePNC is the mapping function C design including many-to-one
mapping F design and relay labeling design. We begin with QPSK-BPSK HePNC
as a sample design to elaborate the design criterion, which presents the insights for
designing higher-order modulation HePNC. Then we discuss SPSK-BPSK HePNC
and 16QAM-BPSK HePNC designs.

2.4.1 Many-to-one mapping design

ma:m)_to-one mapping. One feature of the map-

The many-to-one mapping F is a 27
ping scheme is that the superimposed signals at the relay are reduced from 2"*™-ary
to 2max(ma,ms)_ary - Another feature is that part of the demodulation errors in the pro-
cess of obtaining (Sa, Sb) can be corrected, e.g., considering the example in Fig. 2.1,
we have (S,, S,) = (1,0), and even if relay R demodulates (S,, S,) = (0,1) by mistake,
the many-to-one mapping result is still correct if F(0,1)=F(1,0). We discuss how
to design the many-to-one mapping in the following.

Define the error rate of S, #C(S,, Sp) as relay mapping error rate (RER). RER
is an important performance index, which determines whether the network-coded
symbol is correctly obtained before the BC stage or not. More details of the RER
error performance estimation for QPSK-BPSK HePNC is analyzed in Sec. 2.5.1. A

proper many-to-one mapping design aims to minimize RER under the Latin square
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constraint. The RER performance is dominated by the smallest Euclidean distance
between two symbol pairs, e.g., the Euclidean distance between symbol pairs (1,0) and
(1,1) as shown in Fig. 2.1(b). However, (1,0) and (1,1) cannot be grouped together,
because they violate the Latin square constraint. Given v and 6, the optimal many-to-
one mapping can be obtained by a Closest Neighbor Clustering (CNC) algorithm [37],
which selects symbol pairs with the smallest Euclidean distance under the condition
that these two symbol pairs satisfy the Latin square constraint. The influence of two
source-relay channel conditions on the received constellation map can be reflected
by parameters v and #, and the optimal many-to-one mapping varies with v and
0. Relay R can select the optimal many-to-one mapping according to the channel
conditions referred to parameters v and 6 [37]. Although obtaining the optimal
mapping functions by the CNC method is of high complexity [38], they can be done
offline, so the approach is feasible as the relay only needs to store the designed optimal
mapping functions and looks up the labeling tables.

The Closest Neighbor Clustering algorithm can determine the many-to-one map-
ping, e.g., for QPSK-BPSK HePNC, when 6 € (0, ) and v < 0.5, the optimal
many-to-one mapping F; can be expressed as

(2.6)

How to label the many-to-one mapping results by S, € Zaom, is defined as relay

labeling, and it will be discussed in the following subsection.

2.4.2 Relay labeling design

First, we clarify the differences between the bit-symbol labeling at each source and the
relay labeling at the relay. In this chapter, each source applies Gray mapping as the
bit-symbol labeling, e.g., the bit-symbol labeling for QPSK as shown in Fig. 2.1(b).
The relay labeling aims to label the many-to-one mapping results as shown in (2.6),
which can be labeled by QPSK symbols, and in the following we target to design and
optimize the relay labeling.

Even relay R can correctly obtains S, = C(S,, Sp) in the MA stage, the source

nodes may not successfully decode each other’s information if there are errors in the

3The threshold v = 0.5 will be explained in Sec. 2.4.3.
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broadcast stage. The link from relay R to source B, Ly,%, is the bottleneck link in the
BC stage, which limits the throughput of the BC stage. We can optimize the relay
labeling process by maximizing the successful transmission bits under the condition
that at most one error happens in one transmission slot over link L;,. in the BC stage.
Note that if an error happens in any transmission slot over link L,, in the BC stage?,
source A cannot decode the information from source B.

We use an example to illustrate the design criterion of the relay labeling. Consider
the QPSK-BPSK HePNC example as shown in Fig. 2.1, where the source symbol pair
is (S,, Sp) = (1, 0), which can also be expressed as (S,, Sp) = (‘01’, 0) with the Gray
mapping as shown in Fig. 2.1(b). Consider the many-to-one mapping F; in (2.6) and
suppose that (Sa, S'b) is correctly estimated by relay R in the MA stage. Considering
a worst case example of a random relay labeling, e.g., relay labels F;(1, 0) = F1(0, 1)
to ‘007, F1(3, 0) = F1(2, 1) to ‘01", and then S, = Fi(1, 0) to ‘00’ in bits. In the BC
stage, when an error happens in the second transmission slot over link L., source B
estimates the network-coded symbol as S, =‘01" in error, and source B finally decodes
5*; = 3 in QPSK symbol, i.e., ‘10’ in bits, by using the mapping function Fi(3, 0).
Thus, two bits are incorrect by decoding the expected S, =‘01" as 5'(’1 =‘10". When
Sy =0, one way to reduce the probability of the worst case is to label Fi(1, 0) and
F1(3, 0) according to Gray mapping, e.g., label Fi(1, 0) and Fi(3, 0) to be ‘01" and
‘10, respectively, and the same strategy is applied for F;(0,0) and F;(2,0), i.e., to
label F71(0,0) and F;(2,0) to be ‘00" and ‘11°. In this way, the worst case, i.e., two
bits in error in the above example, only occurs when errors happen in both of the Ly,
transmissions.

The labeling design that only considers S, =0 may not be suitable for S, =1, so the
relay labeling for F(s,,0) and F(s4, 1) (Sq € Z4) should be jointly optimized. With an
exhaustive search, we find that for QPSK-BPSK HePNC, the optimal relay labeling
can simply label F(s,,0)=s,, and then label F(s,, 1) according to the selected many-
to-one mapping F. To generalize the bit-symbol labeling for QPSK-BPSK HePNC,
there are three types of bit-symbol labeling for the QPSK modulation, please refer
to Fig. 1 in [86], and with any type of QPSK bit-symbol labeling in QPSK-BPSK
HePNC, the optimal relay labeling conclusion above is still valid. Note that the

4We denote both links from source B to relay R and from relay R to source B as Ly,; however,
the channel conditions can be different for the transmission from source B to relay R in the MA
stage and that from relay R to source B in the BC stage.

5As L, has a relatively better channel condition compared to Ly,, this error probability can be
neglected at high SNR.
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Figure 2.2: QPSK-BPSK HePNC adaptive mapping functions.

optimal relay labeling is not unique.

2.4.3 Mapping function of QPSK-BPSK HePNC

The mapping function C design includes the many-to-one mapping F design and the
relay labeling design, which are analyzed in the above two subsections. Thus, the
optimal mapping function for QPSK-BPSK HePNC can be designed and shown in
Fig. 2.2, and the details of the many-to-one mapping and relay labeling are shown
in Table 2.2. Depending on the two source-relay channel conditions, i.e., v and 6,
the mapping functions can be adaptively selected by the relay according to Fig. 2.2.
When + is small, e.g., v € (0,0.5), the region is only divided into two parts labeled
by C; and Cy; when v € (0,1)%, the region can be divided into three parts, labeled
by Cy, Cs and Cs, respectively. A general explanation is that with the increase of ~,
the BPSK circles on the received constellation map at the relay shown in Fig. 2.1(b)
become larger, which changes the smallest Euclidean distance between constellation
points with different 6, and thus C3 occurs when v € (0.5, 1).

Define n as the boundary of different adaptive mapping functions C7, Cy and Cj

when 0 € (0, §) as shown in Fig. 2.2, and we have

Z, when v < 0.5;
n= NG) (2.7)
arcsin o when 0.5 <y < 1.
Y

SWe consider the asymmetric TWRC, where the channel condition of L, is better than that of
Ly, and thus we have v € (0, 1).
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(1,0) 00)
(Tl
1,1 0,1
(1,1) (/
/
2P (€A))
(a) v < 0.5. (b) v > 0.5.

Figure 2.3: An example of the mapping function boundary.

We use Fig. 2.3 to explain how to obtain (2.7), and the threshold v = 0.5 is
indirectly explained. When v < 0.5, the received constellation at the relay is shown
in Fig. 2.3(a). When 6 € (0, 7), the smallest Euclidean distance is that between (1,0)
and (0,1), and also the distance between (2,0) and (3,1). Thus, (1,0) and (0,1) are
mapped to the same cluster, and the same for (2,0) and (3,1). Then, we can obtain
mapping function C;. When 6 = 7, the distance between (1,0) and (0,1) equals the
distance between (0,1) and (3,0); when 6 € (7, §), the smallest Euclidean distance is
that between (1,1) and (2,0), and also that between (3,0) and (0,1), which results in
mapping function Cy. Thus, n =

I
for v < 0.5. Fig. 2.3(b) shows the received constellation map when v > 0.5. With the

is the boundary of mapping functions C; and C,

increase of ¢ from 0 to 7, these exists a 6 where the Euclidean distance between (1,0)
and (0,1) equals that between (0,1) and (2,0). This value of 6 is the boundary, n, of
the mapping functions C; and C3. Note that with the increase of v from 0 to 1, this
situation happens first when v = 0.5 and ¢ = 7, and thus v = 0.5 is the threshold. By
letting the Euclidean distance between (1,0) and (0,1) equal that between (0,1) and
(2,0), we can easily obtain 1 = arcsin )4/—3. Another method to obtain the threshold
v =10.5is to let n = 7, and then we have v = 0.5 according to n = arcsin }4/—3, which
indicates the situation that the first time C3 occurs with the increase of v from 0 to
1.

The CNC method is applied to design the adaptive mapping functions in this
chapter, another well known mapping function design method targets to remove the
singular fade state (SFS) of the received constellations at the relay [38]. SFS denotes

the case when the minimum distance of the received constellation points at the relay
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Table 2.1: Singular fade state points of QPSK-BPSK HePNC

SES points P1 PQ P3 P4 P5
V2 V2 V2 V2 1

g . 2 2 2 3 5 7

s us s us s us us us

0 Qorm Zor=<r OQorm Jor=t 7 or=for>fror- -t

vz (b) v=1.

Figure 2.4: Singular fade state points of QPSK-BPSK HePNC constellations.

becomes zero, which results in large error probabilities if without suitable mapping
function designs. We use an example to show that the SF'S points of QPSK-BPSK
HePNC constellations at the relay can be removed by the designed mapping functions
as shown in Fig. 2.3. For QPSK-BPSK HePNC, the SFS points on the received
constellation map at the relay are shown in Fig. 2.4 and summarized in Table 2.1,
labeled from P, to Ps”. The SFS points P, and P; can be removed by mapping
function Cy, and P, and P, can be removed by C,, and P5 can be removed by Cs. For
example, considering the case shown in Fig. 2.4(a), when v = */75 and 6 = 0, symbol
pairs (0,1) and (1,0) overlap on the received constellation resulting in the SF'S point
Py, which is marked by the red dotted circle, and (2,0) and (3,1) overlap to be another
SFS point Py marked by the lined circle. By Cy, (0,1) and (1,0) are mapped to the
same network-coded symbol, and the same for (2,0) and (3,1). Thus, P, and Ps can
be removed. The other SFS points can also be removed by the designed mapping
functions similarly.

In the MA stage, the relay obtains two source-relay channel conditions H, and

H, by channel estimation, where H, and H, are complex numbers. By definition

"Note that, v = 0 and v = co can be considered as two special cases resulting in non-removable
singular fade state points, which also exist in other PNC schemes.
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Table 2.2: Details of the optimal mapping functions for QPSK-BPSK HePNC

0 1 2 3
0 [0 I 2 3
1C)[1 0 3 2
1C) [3 2 1 0
1C) 2 3 0 1

Hy,/H, = vexp(jh), v and 0 can be obtained. Then the relay can select the optimal
mapping function C according to Fig. 2.2 referring to 7 and 6, and find details of
the mapping function C including the many-to-one mapping and relay labeling by
Table 2.2. For example, when v < 0.5, ¢ € (0,7) and (%,27?), the optimal map-
ping function C; should be applied, and the details of C; can be found according to
Table 2.2, which is the same as the mapping function used in Fig. 2.1(b). If Cy or
C; is found to be optimal, the first row of the mapping function is not changed, i.e.,
F(Sa,0) = s4, and only the second row is changed accordingly. Note that, the map-
ping functions C; and Cy are non-linear, but Cs is linear [90]. In other words, HePNC
can be possibly applied for both non-linear and linear PNC mapping. Please refer

to [90] for more discussions about optimization of linear PNC design.

2.4.4 Further discussion on higher-order modulation HePNC

For other higher-order modulation HePNC, such as SPSK-BPSK and 16QAM-BPSK
HePNC, the optimal many-to-one mapping and relay labeling can also be obtained by
the Closest Neighbor Clustering algorithm and exhaustive search as discussed above.
However, as the set size of superimposed signals increases for higher-order modulation
HePNC, the number of optimal mapping functions increases especially when 7 is large,
which increases the complexity of mapping function selection, and the relay needs to
change mapping function frequently.

Simplified mapping function C designs for SPSK-BPSK and 16QAM-BPSK HePNC
are shown in Figs. 2.5(a) and 2.5(b), respectively. Table 2.3 shows the details of
8PSK-BPSK HePNC mapping function design. The mapping details of 16QAM-
BPSK HePNC is omitted due to space limit. The procedure of obtaining Fig. 2.5(a)
and Table 2.3 is summarized as follows:

1) When 7 < 0.5, obtain the optimal many-to-one mapping set ¥ = {Fy, ---, Fg}
by the Closest Neighbor Clustering algorithm.®

8The threshold v = 0.5 for SPSK-BPSK HePNC is obtained by exhaustive searching using the



22

2) When ~ > 0.5, given v and 6, find all of the pairwise symbol pairs (s, s9) and
(s}, s5) satisfying the conditions that they have the smallest Euclidean distance and
satisfy the Latin square constraint, i.e., s; # s} and sy # s,. Note that several symbol
pairs may satisfy the above two conditions.

3) Generate a temporary mapping way Fiemp(s1, S2) = Fremp(S1, 85); Fremp containg
the mapping ways for all the pairwise symbol pairs obtained in step 2.

4) Check whether Fiemp(s1, S2) =Fremp(S], s5) can be included by the existing many-
to-one mapping in set F.

5) If any many-to-one mapping F; (F; € F) includes Fiepp, update Fiemp = Fi; if
none of the existing many-to-one mapping includes Fie,p, generate a new many-to-

one mapping Fy, update Fg = Ficpp, and put Fy into set F.

6) Repeat steps 2, 3, 4, 5, and obtain the many-to-one mapping F = {Fi, ---, Fio}’.
7) For all F = {Fy, ---, Fio}, label the mapping results by F(s,,0) = s,, label
F(Sa, 1) according to the determined F, and obtain mapping functions {Cy, - -, Cio}.

Similarly, the mapping functions for 16QAM-BPSK HePNC as shown in Fig. 2.5(b)
can be obtained. For 8PSK-BPSK and 16QAM-BPSK HePNC, for each many-
to-one mapping, we can use exhaustive search to find the optimal relay labeling
F(Sa, 0) = Sa, Sq € Zgma.

With the increase of 7, the size of BPSK circles would go larger, and the con-
stellation points on the received constellation map at the relay can superimpose on
each other which leads to more errors. Higher-order modulation HePNC can only be
supported when ~ is small. To initialize the HePNC transmission, a HePNC scheme
should be selected first according to the SNR of the two source-relay links and the
data exchange ratio requirements, which is similar to the concept of adaptive modu-
lation. In the initialization of HePNC, the source nodes report the requirements of
data needed to be exchanged individually, and then the relay estimates two source-
relay channel conditions and determines the modulation applied by the sources by
jointly considering the two source-relay channel conditions and the data exchange
requirements, and feedbacks the modulation configuration to the sources. Generally
speaking, the source node who wants to exchange a larger amount of data should
have a source-relay link with the relatively better channel condition, which can be

satisfied when an appropriate relay node is selected for the sources.

Closest Neighbor Clustering algorithm, and the theoretical proof is similar to that analyzed in Sec.
2.4.3 to obtain the threshold v = 0.5 for QPSK-BPSK HePNC.

9 Fy and Fjo are generated because they cannot be included by the existing many-to-one mapping
in set F.
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(a) 8PSK-BPSK HePNC. (b) 16QAM-BPSK HePNC.

Figure 2.5: Mapping functions for SPSK-BPSK and 16QAM-BPSK HePNC.

Table 2.3: Details of the optimal mapping functions for SPSK-BPSK HePNC
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2.5 Error Probability Analysis

In this section, we analyze the error performance of QPSK-BPSK HePNC!?. We use
the techniques introduced in [94-97] and calculate the RER and BER of QPSK-BPSK
HePNC under AWGN channels, and obtain a performance bound under Rayleigh

fading channels.

10For higher-order modulation HePNC, the received constellation map at the relay contains more
symbol pairs, i.e., 2™1%™2  which introduces more complexity to error performance analysis by the
technique in [94-97].
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(e) case 5, 0 € (m, 3X). (f) case 6, 0 € (25, 3%). (g) case 7, 0 € (35, IX). (h) case 8, § € (IF,2r).

Figure 2.6: Decision boundaries for v € (0, i) and 6 € (0, 27).

2.5.1 Relay mapping error analysis

We study RER performance of the QPSK-BPSK HePNC system under AWGN chan-
nels first. We consider that sources have the same transmission power. Denote the
SNR for link L, and L. as SNR,,. and SNRy,, respectively. Denote ASNR(dB) =
SNR,,(dB) — SNR;,(dB). Considering path loss, the average received SNR of all
links are inversely proportional to the link distance to the power of, o, the path loss

exponent. By derivation, we have
7 = [ Hyl /| Ho| = 103538020, (28)

Considering a complex plane, Fig. 2.6 shows the received constellation map at
the relay and decision boundaries for constellation point C when v € (0, g) and
6 € (0,27). Note that C represents symbol pair (S,, Sp) = (1, 0), which is also used
in the example introduced in Flg 2.1. For all y€ (0, f) BPSK circles always lie in
each quadrant. When v > X2 BPSK circles would cross X and Y axes; thus, new
decision boundaries are needed. According to (2.8), when ASNR =3 dB, v~ %,
so v € (0, ‘/75) covers the range ASNR > 3 dB, which is suitable for QPSK-BPSK
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HePNC, as the SNR difference between QPSK and BPSK modulation to maintain a
symbol error rate (SER) lower than 1072 is about 3 dB.

Each symbol pair (S,, Sp), S, € Zy and S, € Zs, has the same transmitting
probability %, and the expected received constellation map has a symmetric feature
considering 6 € [0, 27) with a uniform distribution. Thus, the RER performance
can be calculated by considering one symbol pair only, e.g., constellation point C.
Then by calculating all § € [0, 27), all cases are considered. We use Fig. 2.6(a) as
an example to illustrate. C is the expected received constellation point, and relay R
may demodulate (S,, Sp) as A, D, E and F falsely due to the noise. The coordinates

of the constellation points from A to H are obtained by
H M, (s1)+HyM,y,, (s2), for all sy €Zy, $2€Zs. (2.9)

Points M, N and I are used for auxiliary calculation, so they are not practical

constellation points. The coordinates of points M, N and I are

— [ H 0 2|, (0]
[y sn®)] + 51| Hy in(8)]

1:[|Hb|cos(9)]+y[f|H|<Sl“9 +1) — | Hp| 228,

cos(0) sin(6

D]+ jllHy| sin(0)],

Denote the error probability of mapping the desired constellation x; to an error
constellation point x5 as P,,.,, and denote the Euclidean distance between x; and x5

as D,,,,. We obtain the error probabilities by

([ Poa= 2 [ M ex xp (G rSa2) o),
Por = % OZMCNe (352 sm(l()ec’i/fCMN )4,
Pop— L OANCI eXp<2025H(112?(06a/icm))d0/

\ Pop = % f()?iﬁCE Xp(zgz sinQ((lg’iE%/i)éICE))del'

The RER calculation also needs to consider positive influence of the adaptive
mapping functions, as partial demodulation errors can be corrected by the many-to-
one mapping scheme discussed in Sec. 2.4.1. Errors of Pop, Pop and Pog can be
corrected by the mapping functions C;, C, and Cs, respectively.

Denote RER;, i € {1,---,8}, as the relay mapping error for case i. RER; can be
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calculated by

1
RERlz—[/ (PCA+PC’F+PCE) df —l—/ PCDdH] (210)
27 0€(0,%) oe(3—n7%)
Summing all RER,; obtains the overall RER = Zle RER,;. Note that for different
RER;, the decision boundaries and adaptive mapping functions should be jointly
considered.

The error probability of Po4 exists in all RER;, and Ps4 indicates rate of errors
within the BPSK circle, which is

Poy =Pr{S, =C(S.,1—5,)}. (2.11)

When 7 € (0, ‘/75), Dea=|H,| is always the smallest Euclidean distance between two
symbols in the received constellation map that contributes to most errors, as other
symbol errors due to smaller symbol Euclidean distances than D¢g 4 can be corrected
by the adaptive mapping function C. Thus, according to the minimum distance
criterion, the overall RER can be estimated by considering the error probability Poa =
Q[@] = Q[v/2 - SNRy,| only when ~ is small enough, where Q[.] is the Q function.

2.5.2 System end-to-end BER analysis

Denote BER,, and BER,, as the end-to-end BER from source A to source B and
source B to source A, respectively. Denote BER,; as the overall BER. For QPSK-
BPSK HePNC, we have BER,; = (2 - BER,;, + BERy,)/3.

For simplicity, let a; = (1 — Q[v/2-SNR,,])? and az = (1 — Q[v/2 - SNRy,])?,
which denote probabilities that there is no error in transmissions over L, and L,
respectively in the BC stage. The probability that relay R obtains a correct network-
coded symbol S, = C(S,, Sp) equals 1 — RER. If S, # C(S,, Sp), it is counted as an
error event. BER,, and BER,; can be estimated by

(1 - RER)(1 — 1), when S, =C(S,, Sp),
BERy, ~ (2.12)
RER, when S, # C(S,, Sy),

1 —RER)(1 — a)/2, when S, = C(S,, Sp),
BER,, ~ )1~ a2)/2, when (Sa Sb) (2.13)
RER/2, when S, # C(Sq, Sp).
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Figure 2.7: Simulation and theoretical results under AWGN channels.

Then we can estimate BER,; by

2. RER + 2 - Q[v2 - SNRy |
3 )

where Q[v2 - SNR,,| < Q[v2 - SNR,,] and it is omitted.

Note that in (2.13), when S, =C(S,, Sp), we apply the conclusion from the relay

BERall ~

(2.14)

labeling design, i.e., source B can still successfully receive one bit from source A if an
error happens in any of two transmissions over Ly, in the BC stage. Fig. 2.7 shows the
theoretical and simulation results for QPSK-BPSK HePNC under AWGN channels,
with fixed SNR,,. = 10 dB. When SNR,, is small, the BPSK circles are relatively
large which leads to a larger RER; when SNR,, is large, the RER performance is
mainly determined by Q[v/2 - SNRy,], and errors in the bottleneck link L, dominate
the performance of the BC stage.

2.5.3 Rayleigh fading channels

We analyze the RER performance under Rayleigh fading channels in this subsection.
Denote the probability density function (PDF) of Rayleigh distribution as f(x,d) =
5z exp (;Tx;), with mean E(z) = 6./%F. Denote the PDF of channel gains |H,| and
|Hy| as f(|H,|,d2) and f(|Hyl, 1), respectively. The PDF of v can be calculated by
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Figure 2.8: PDF and CDF of ~.
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PDF(y) and cumulative distribution function (CDF) of v, CDF(~), are shown
in Fig. 2.8. When ASNR is large, 7 is within the range of (0, ‘/75) with a higher
probability, e.g., when ASNR = 15 dB, CDF(y = \/75) = 94.04%. We can conclude
that, in the Rayleigh fading channels, the RER of QPSK-BPSK HePNC is upper
bounded by

PDF() = / TV Hf(Haly, 60)d[H,| = (2.15)

[ s se| S i, (2,16

which is derived as follows. Under Rayleigh fading channels, RER can be expressed

as

/0 / F(Hl, 83)PDE () frer (| o, )| H b,

where fr..(|Hp|,7y) denotes the RER expression related to parameters |Hp| and ~.
When ~ € (0, \/75), with the minimum distance criterion and the analysis for (2.11),

we have

A )
/0 /0 f(|Hbr,52>PDF(w>Q[T]dwcw<RER;

when v > \/75, D¢ 4 is not the smallest Euclidean distance and Po4 no longer domi-

nates system performance, so we have

| H,|

/ [ f(\Hb!,52)PDF(’Y)Q{—]d\Hb]dfy < RER.
0 V2/2 o
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Thus, we have [;° f(\Hb|,52)Q[@]d]Hb| < RER. Note that for other BPSK-based
HePNC, the above performance upper bound also holds. For higher-order modulation
HePNC, the Euclidean distance between the BPSK circles D no longer dominates
system performance when v < ? Thus, we can still obtain the same conclusion by

the above analysis.

2.6 Performance Evaluation

In this section, the performance of HePNC under asymmetric TWRC is evaluated.
In the simulations, the relay is located on the line segment between the two sources.
We let all nodes transmit signals with the same symbol energy E and set the average
received SNR of all links be proportional to d~¢, where d is the link distance and the
path loss exponent o = 3. Phase shift difference 6 is uniformly distributed between
0, 27).

In the following, we first study RER and system BER,; performance of the pro-
posed HePNC and JMR2 under both AWGN and Rayleigh fading channels, where
JMR2 [87] is the existing state-of-the-art solution, which does not use adaptive map-
ping. Then we study the optimal relay location issue. Further more, we discuss how
to maximize the throughput!! and minimize the energy consumption by jointly con-

sidering the modulation combination for the sources and ratio of source data loads.

2.6.1 Error performance with fixed SNR,,

Fig. 2.9 compares the error performance of HePNC and JMR2 under AWGN channels,
where we fix SNR,, =7 dB and gradually increase SNR,,. Fig. 2.9(a) shows the error
performance of QPSK-BPSK HePNC and QPSK-BPSK JMR2. For QPSK-BPSK
HePNC, RER and BER,; monotonously decrease with the increase of SNR,,, and
RER performance converges to Q[v/2 - SNR;,| as shown by the solid line. For QPSK-
BPSK JMR2, RER and BER,; increase first and then decrease, because for different
ASNR, the single mapping function may suffer a larger error probability for certain
structures of the received constellation map. Adaptive mapping applied in HePNC
can adjust the mapping functions suitable to the current received constellation map.
From the figure, ensuring BER,; below 1073, the proposed HePNC achieves 3 to 5
dB gain compared to JMR2. For the RER and BER,; performance in QPSK-BPSK

UThroughput (bits/slot) is defined as the successfully received bits per slot by all the destinations.
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Figure 2.9: Error rate with fixed SNRy, under AWGN channels.

HePNC, when SNR,, is small, BER,; is lower than RER; when SNR,, goes larger,
RER is lower than BER,;. This is because when SNR,, is small, the BPSK circles
on the received constellation map are relatively large, so the constellation points are
close to or even overlap with each other, which leads to a higher BER. When SNR,,
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Figure 2.10: Error rate with fixed SNRy, in Rayleigh fading channels.

is large, the BPSK circles are relatively small, and errors in the bottleneck link Ly,
dominate the performance in the BC stage.

Figs. 2.9(b) and 2.9(c) compare the performance of HePNC and JMR2 with
8PSK-BPSK and 16QAM-BPSK. For a higher-order modulation HePNC, a larger
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ASNR is needed to maintain the same BER and RER levels compared to the lower-
order QPSK-BPSK HePNC. Given the same SNRy., with the increase of SNR,,,
the RER performance of all the schemes converge to the error rate determined by
Q[v2 - SNRy,], and BER,; is bounded by (2.14); however, the HePNC schemes con-
verge monotonously and more quickly than JMR2.

Fig. 2.10 shows the performance of HePNC and JMR2 under Rayleigh fading
channels. We fix SNR;,. =25dB and gradually increase SNR,,.. When ASNR is large,
the RERs of HePNC schemes converge to the error rate bounded by (2.16) as shown by
the solid lines. However, HePNC does not have the same large performance gain over
JMR2 as that in the AWGN case. Because under Rayleigh fading channels, v € (0, co)
with PDF(v) shown in (2.15), the channel condition of L, cannot be guaranteed
to be always better than that of L;., and the HePNC transmission may suffer a
higher error rate for certain values of 7. Thus, if possible, the sources should apply
adaptive modulation for HePNC according to the channel conditions. Fig. 2.10(a) also
compares the error performance of QPSK-BPSK HePNC with BPSK-BPSK PNC.
Under Rayleigh fading channel, the singular fade state affects the error performance
of HePNC. Generally speaking, the error performance of higher-order modulation will
result in worse error performance with the same value of SNR,,.. For example, when
SNR,, = 34 dB, the BER for BPSK-BPSK converges to the minimum, around 0.001,
while that for 16QAM-BPSK is around 0.002. Furthermore, when SNR,, is large
enough, the RER performance of BPSK-BPSK PNC and that of HePNC converge to
the same value (determined by SNRy,) because the error performance is dominated
by the errors within one BPSK circle. Note that the BER performance of HePNC is
slightly better than BPSK-BPSK PNC in the high SNR,, region. This is because for
HePNC, even if the relay broadcasts an erroneous network-coded symbol, source node
B still has a probability to correctly obtain some bits of the higher-order modulation
symbols.

From Figs. 2.9 and 2.10, it is observed that a proper HePNC scheme should be
selected according to the channel conditions of both source-relay links. For example,
in Fig. 2.9(a), SNRy, of the bottleneck link is 7 dB, which can support the single hop
BPSK modulation with BER lower than 1072 as shown by the red line. However, if
SNR,, equals or is close to 7 dB, the system BER performance of the QPSK-BPSK
HePNC scheme is still much higher than 1073. Similar to the idea applied by the
well known adaptive modulation, the HePNC system should consider both the two

source-relay channel conditions and the data exchange ratio requirements to select
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the HePNC schemes. In Sec. 2.6.2, the suitable relay locations for different HePNC
schemes will be obtained, and Sec. 2.6.3 will study the throughput achieved for

different data exchange ratio requirements.

2.6.2 Optimal relay with fixed SNR,;

We study how the relay location influences the system error performance where the
relay is located on the line segment between the two sources. We fix the distance
between sources A and B as 600 m. Denote the distance between sources A and R as
D,,, and we gradually increase D, by moving the relay from sources A towards B.
All channels are assumed AWGN ones. Note that, different from the scenario in Sec.
2.6.1, where error performance is studied by fixing SNRy,, here with the increase of
D,, by given SNR,, SNR,, is reduced and SNRy, is increased.

Figs. 2.11(a) and 2.11(b) show the HePNC error performance with fixed SNR, =
0 dB and 3 dB, respectively. In Fig. 2.11(a), we consider BER,; as the system perfor-
mance index, and there are optimal relay locations existing for QPSK-BPSK, 8PSK-
BPSK and 16QAM-BPSK HePNC at D, =240 m, 200 m and 170 m, respectively.
To compare with the symmetric PNC scheme, the green curves show the performance
of symmetric BPSK-BPSK PNC, for which the optimal relay locates in the middle
of sources i.e., D, = 300 m. Note that for SPSK-BPSK and 16QAM-BPSK HePNC,
RERs are minimized when D, = 200 m and 150 m. Thus, at the optimal relay
locations where the system performance is optimized in terms of BER,;, the RER
performance may not be optimal. Before reaching the optimal relay locations, BER;
decreases first thanks to the improvement of the bottleneck link SNRy,.. After the
optimal relay location, BER,; becomes worse because SNR,,, cannot further support
the higher-order modulation, and the BPSK circles become so large that they lead to
Imore errors.

The underlying reason why the optimal relay locations exist can be observed from
Fig. 2.1(b). D,, determines the structure of the received constellation map at the
relay, i.e., smaller D,, leads to smaller BPSK circles, and larger D,, leads to larger
BPSK circles. When the BPSK circles are too small, the errors within one BPSK circle
cause a higher RER; when the BPSK circles are too large, errors between different
BPSK circles would cause a higher RER. Thus, there exists an optimal location of
the relay to minimize the RER performance, which further affects the overall BER

performance of the system. In summary, given the traffic load and the locations of
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Figure 2.11: HePNC performance with fixed SNR;.

the two source nodes, we can identify the optimal relay location and select the best
relay. Then given the relay location under conditions of two source-relay channels,
we can configure the modulation accordingly.

Comparing different HePNC schemes, the optimal relay locations of higher-order
modulation HePNC have a smaller D,, since a larger SNR,, is needed to support
the higher-order modulation. When D, is small, e.g., D,. € (80 m, 140 m), the
RER performance of different HePNC schemes including the symmetric BPSK-BPSK
PNC scheme are the same, because RER is dominated by the bottleneck SNRy,., and
it can be estimated by Q[v/2-SNRy,]. Thus, HePNC can support asymmetric data
exchange ratio'? with the same error performance compared to the symmetric BPSK-
BPSK PNC scheme. In terms of BER,;, SPSK-BPSK HePNC performs worst due to
that a circle-shape constellation map has worse performance than a square-shape one.
16QAM-BPSK HePNC performs best in terms of BER,; because more bits can be
successfully exchanged when errors happen in the BC stage thanks to Gray mapping.

Fig. 2.11(b) shows the performance of different HePNC schemes with SNR,;, =
3 dB. The relay locations where RER and BER,; are minimized change slightly,
and the overall error performance is improved. Considering BER,;, the optimal relay
locations for QPSK-BPSK and 8PSK-BPSK HePNC remain the same. For 16QAM-
BPSK HePNC, the optimal relay location changes to D, =160 m. Thus, to optimize
HePNC, both of the MA and BC stages should be considered, as errors in the BC

stage also affect system performance.

12HePNC may support a higher throughput compared to the symmetric PNC for the asymmetric
data exchange ratio as discussed in Sec. 2.6.3.
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Figure 2.12: Throughput upper bound and energy efficiency.

2.6.3 Throughput and energy efficiency

In this section, the throughput upper bound and energy efficiency of HePNC and
symmetric BPSK-BPSK PNC are compared under the asymmetric TWRC scenario.
We also consider asymmetric data loads of the sources. Let Sz, denote the data load
from source A to B, and Sz, vice versa. u = Sz,/Sz, indicates the degree of traffic
asymmetry. In addition, it is also assumed that the source node with the better link
to the relay always has more data to send!®. For simplicity, we define one slot equal
to symbol duration. Note that, in initialization of HePNC configuration, the relay
needs to jointly consider two source-relay channel conditions and data exchange ratio
requirements, which can be done by first transmitting requests from the sources to
the relay individually including the data needed to be exchanged, and then the relay
feedbacks the determined modulation scheme to the sources.

For a fair comparison, we consider three channel conditions: CH1, CH2 and CH3,
in which link L,, can support QPSK, 8PSK and 16QAM, respectively, with a negli-
gible error rate, and link L;,. can only support BPSK. In CH3, if not all the source
A’s (or source B’s) bits can be transmitted by using the HePNC or BPSK-BPSK
PNC, the leftover bits are sent to source B (source A) through relay R in two hops
using 16QAM and BPSK over L, and L., respectively. Similarly, L,, is assumed
to support up to QPSK and 8PSK for CH1 and CH2, respectively, with negligible

error rates. Note that for the symmetric PNC, both source nodes can only use BPSK

13For example, L,, has a higher average SNR than Ly, and p > 1. For case u < 1, HePNC can
still be used but throughput and energy gains over the existing PNC are not as obvious.



36

modulation due to the bottleneck link Ly,.

Fig. 2.12(a) shows throughput (bit/slot) upper bound of three HePNC schemes
and BPSK-BPSK PNC under different traffic asymmetry pu. For BPSK-BPSK PNC,
when p = 1, it achieves the highest throughput, 1 bit/slot; With the increase of p,
its throughput reduces, which indicates that BPSK-BPSK PNC is not suitable to
support the asymmetric data loads exchange. For HePNC, all the throughput upper
bound curves increase first till reaching the maximum, 1 bit/slot, and then reduce to
stable levels. QPSK-BPSK, 8PSK-BPSK and 16QAM-BPSK reach their maximum
when p = 2, u = 3 and p = 4, respectively. This is because all the bits can be
exchanged using HePNC with a high efficiency when p equals the optimal value and
no bit has to be sent using the two-hop relay path.

To generalize how to choose HePNC suitable to various p, under constraints of
channel quality, it is most desirable to use 2*-PSK or QAM and BPSK modula-
tion scheme for sources A and B, respectively. While u is a non-integer, hybrid
HePNC with different modulation over L, can be used. Assuming link L,, can sup-
port 2/*/PSK-BPSK modulation (e.g., 16QAM), we can combine the HePNC using
2l PSK-BPSK and 2/#!PSK-BPSK to achieve a throughput of 1 bit/slot, e.g., when
1= 3.5, PSK-BPSK HePNC and 16QAM-BPSK HePNC can be combined with the
ratio of 1 : 1. Note that when both source-relay links can support 2™-PSK or QAM
(for m > 1), the throughput can be higher than 1 bit/slot.

In Fig. 2.12(b), the energy efficiency is evaluated in terms of per bit end-to-end
energy consumption, which measures the average energy consumption for each bit
being delivered from the source to the destination. In the simulation, the symbol en-
ergy is assumed to be a constant Fg. As shown in Fig. 2.12(b), HePNC also achieves
a higher energy efficiency than PNC. Obviously, for different modulation combina-
tions, the highest energy efficiency of HePNC is achieved when p = max(m,, my),
e.g., i =4 for 16QAM-BPSK HePNC.
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Chapter 3

Design of Channel Coded

Heterogeneous Modulation

Physical Layer Network Coding

3.1 Overview

How to integrate the channel error control coding into PNC-based schemes is an
important issue. In Chapter 2, we proposed the design of HePNC in symbol-level
where only end-to-end channel coding can be integrated. Because the relay does not
obtain individual bits of the superimposing symbols and the network-coded symbol
may not be a valid codeword even if channel coding is applied to the sources. In this
chapter, we investigate how to integrate channel coding into HePNC with link-to-link
coding, where the relay tries to decode the superimposed codewords so noise in the
multiple-access (MA) stage can be possibly cleared. We propose a channel coded
HePNC (CoHePNC) and a full-state sum-product decoding algorithm at the relay,
where full-state information from the superimposed signals are applied to the input

of the decoding algorithm followed by a bit-level adaptive mapping process.

3.2 Related Work

The majority of work studying how to integrate channel error control coding into PNC
refer to link-to-link coding. In the link-to-link coding [5,39-49], the relay decodes

codewords from two sources in the superimposed signals and tries to minimize trans-
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mission errors in the MA stage. A primitive link-to-link coding PNC proposed in [39]
utilized the property that, given a linear code, the XOR result of two linear codewords
is still a valid codeword. Thus, the relay tries to decode the XOR result of the super-
imposed symbols. [5] integrated RA codes into symmetric PNC by re-designing the
sum-product decoding algorithm at the relay. The essence in [5] is to upgrade message
passing in decoding algorithm from traditional two-state! to three-state?, where the
state defines how many possibilities the decoding input have. [40] followed this idea
and proposed a generalized sum-product decoding algorithm with four-state message,
where carrier synchronization is not required. Other variants [41-43] studied combin-
ing low-density parity-check (LDPC) codes with PNC by modifying the sum-product
decoding algorithm. [44] studied irregular repeat accumulate (IRA) code based on
an extension of extrinsic information transfer (EXIT). [45-47] studied convolutional
code with PNC and [46] studied convolutional and turbo codes under various chan-
nel conditions, and [47] further removed symbol-level synchronization requirement.
Note that the above works only considered that BPSK modulation is applied by both
sources, which simplifies the decoding design at the relay compared to higher-order
modulation PNC. [48] studied that QPSK modulation is applied by both sources,
followed by designing the network-coded sequence with XOR mapping. However, for
higher-order modulation PNC design, XOR mapping is not optimal [37,38,68]. [49]
integrated IRA with symmetric PNC where both sources apply QPSK or PAM, but
they still considered symmetric link-to-link PNC only.

In practice, there may not exist a relay with symmetric two source-relay channel
conditions and the data exchange requirement between two sources may be unequal.
Thus, heterogeneous modulation PNC designs are desirable. [37, 38, 68, 85-87, 98]
focused on the HePNC design in the symbol-level. In [37,38,68,85], the network-coded
symbols are constructed adaptively according to two source-relay channel conditions.
[86,87,98] focused on optimizing the modulation order of the network-coded symbol.
However, the existing HePNC [37,38,68,85-87,98] can be combined with end-to-end
coding only, and the design of link-to-link coding HePNC is still an open issue. In
this chapter, we refer the designs in [37,38,68,85-87,98] as the symbol-level HePNC.

In this chapter, we study how to combine channel error control coding with

'In traditional hop-to-hop transmission, there are only two-state for the message passing in sum-
product decoding algorithm when BPSK modulation is applied, i.e., either 0 or 1.

2 As perfect symmetric source-relay channel conditions with carrier synchronization are assumed,
three-state is maximal when BPSK is applied by both sources, which is further explained in Sec.
3.4.2
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HePNC with link-to-link coding. We study RA codes and propose a full-state sum-
product decoding algorithm containing full-state message passing jointly with bit-level
adaptive mapping function designs, which are applied to construct the network-coded

sequence in bit-level instead of symbol-level.

3.3 System Model and CoHePNC Procedure

3.3.1 System model

Consider an asymmetric TWRC scenario with the same setting as discussed in Chap-
ter 2. In the following, we consider sources A and B use QPSK and BPSK modulation,
respectively, subject to end-to-end BER requirement. Other higher-modulation Co-
HePNC can be similarly extended. We assume symbol-level synchronization at the
relay and channel state information (CSI) is only available at the receivers. Note
that, carrier-phase synchronization is not assumed.

The procedure of CoHePNC includes two stages, multiple access (MA) stage and
broadcast (BC) stage. We focus on the MA stage design, because the main challenges
when integrating channel coding into HePNC with link-to-link coding reside in the
MA stage. To be more precise, the key issues are how to decode the superimposed
codewords at the relay and how to construct the network-coded sequence, which
contains the necessary information of the uncoded data in both sources, according to
the decoding results. After the MA stage is properly designed, the upgrade of the
BC stage from symbol-level HePNC to CoHePNC is straightforward.

3.3.2 CoHePNC procedure

In this subsection, we present the procedure of QPSK-BPSK CoHePNC with (K, N)
channel coding. There are two key design differences between CoHePNC and symbol-
level HePNC. The first one is that, in CoHePNC, source A with a higher-order modu-
lation needs to re-organize two N-bit codewords into a new 2/N-bit sequence by inter-
secting their bits in sequence, and then modulates the 2 N-bit sequence by QPSK. The
re-organizing process guarantees that codeword constructed only by the first bit (or
second bit) of the QPSK symbols is a valid codeword related to source channel coding,
which is a precondition for decoding algorithm design at the relay. The second one

is that, in CoHePNC, the relay needs to construct a network-coded sequence in bit-
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level as discussed in Sec. 3.4.4 instead of symbol-level in [37,38,68,85-87,98], i.e., the
relay needs to construct the network-coded sequence from the decoding results of the
superimposed codewords instead of directly from the demodulation results. Also, the
network-coded sequence which contains necessary information of the uncoded source
data needs to guarantee that each source can finally recover the other’s information
in the BC stage. We introduce CoHePNC procedure as follows.

Multiple access stage

A diagram of the CoHePNC procedure is shown in Fig. 3.1. We consider that
the same (K, N) linear channel coding with coding efficiency £ is applied at both
sources. Let uy = {uqi[l], -+, ua[K]} and weg = {uaal], -, ue2[K]} be two un-
coded source data at A, and their codewords are C,; = {Cu[1],---,Cu1[N]} and
Ca2 = {Caall], -+ ,Cu2[N]}, respectively, after encoding. Re-organize C,; and C,q
to be a 2N-bit sequence C,={Cau1[1], Caz[l],- -, Cu1[N], Cu2[N]}, i.e., to interleaver
each bit of C,; and C,y in sequence. After that C, is modulated by QPSK to be
an N-symbol sequence S, ={S,[1],---,5[/N]}. For the i-th element in S,, S,[i] =
(Carli], Cyali]), where (,) denotes that two bits Cy1[i] and C,sli] are concatenated to
be one QPSK symbol S,[i]. At source B, uncoded source data w,={up[1], -, up[ K]}
are encoded to C, = {Cy[1],--- ,Cy[N]}, and then modulated to an N-symbol se-
quence Sy = {Sp[1],- -+, 5[N]} by BPSK. Let M,, be 2™-QAM/PSK modulation
with modulation order m. Let X, and X, be transmitted symbols from source A and
B, respectively. We have X, =M5(S,) and X, =M;(S;), e.g., with BPSK] the i-th
symbol Sp[i]=0 and 1 is mapped to Xp[i{]=1 and —1, respectively.

Sources A and B use N symbol durations to transmit X, and X, respectively. At
the i-th symbol duration, one QPSK symbol X, [i] =M (S,[i]) and one BPSK symbol
Xp[i] =M1 (Spi]) are transmitted simultaneously and superimposed at the relay. The

received signal Y, [7] at relay R is
Yolil = Hali] Xa[i] + Hy[i] Xp[i] + No, (3.1)

where H,[i] and Hy[i] are channel gains over links L, and Ly, respectively®, and Ny
is complex Gaussian noise with variance of 20°2.
Different from symbol-level HePNC, where the relay can process demodulation

in each symbol duration, in CoHePNC, the relay needs to obtain codewords C,

3We consider block fading channel, where H, and Hj, remain the same during N symbol durations.
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and C, in a period of N symbol durations and then processes the decoding in-
put Y, = {Y;[1],--- ,Y,[N]}. The final output after the decoding algorithm and
mapping process is a well-designed network-coded sequence u, ={@,[1],--- ,u,[K]},
u,i] € {00,01,11,10} and ¢ € {1,--- , K}, where in this chapter we use wide-hat =
to denote the estimation results. U, contains necessary information of the uncoded
source data Ug1, Uge and U, so that each source can obtain the other source’s infor-
mation by recovering u, in the BC stage. How to construct u, is a critical issue.
First, a basic requirement is that U, contains necessary information of the uncoded
source data. However, u, should be constructed with as few bits as possible to reduce
transmission load in the BC stage. Also, U, should guarantee that transmission errors
in the MA stage can be minimized. For 2™*QAM/PSK-2"*QAM/PSK CoHePNC,
the minimum tuple of @, [i] is min(m,, ms). For QPSK-BPSK CoHePNC, which im-
plies that w,[:] € {00,01,11,10}, i €{1,--- , K'}. A brief explanation is that wu,[:] at
least needs two bits (four-tuple) to contain the information of w4 [i] and uge[i] even
if without considering the impact of up[i]. We show that min(m,,my) is sufficient in
Sec. 3.4.4.

One step before obtaining u,. is to obtain decoding results from the relay decoding
algorithm, followed by mapping the decoding results to the network-coded sequence
u, according to mapping function C. We discuss and compare several possible de-
coding and mapping solutions in Sec. 3.5, and then present the proposed full-state
sum-product decoding algorithm which utilizes maximum-state information of Y, as
decoding input jointly mapping the output of the decoding algorithm with bit-level

adaptive mapping functions to obtain network-coded sequence u,..

Broadcast stage

Let u, = (U1, U,2), where U, and U,» denote bit sequence composed of the first bit
and second bit of u,[i], respectively. In the BC stage, the relay re-encodes u,1 and U,
to be N-bit codewords C,; and C,,, respectively?, and then broadcasts the resulting
codewords back to the sources. Due to the bottleneck link L, can only support BPSK
subject to the end-to-end BER requirement, the relay uses 2N symbol durations to
broadcast C,; and C,, in sequence in the BC stage. Finally, each source decodes the

estimated C,; and C,, as ﬁrl and ﬁrz by traditional decoding, respectively, and then

4Although theoretically the relay can use any channel coding to re-encode U,; and U,q, for
simplicity, we still consider the relay uses the same channel coding as applied in the source channel
coding in the MA stage.
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Figure 3.1: Diagram of integrating channel coding into HePNC in a link-to-link man-
ner.

obtains each other’s information by using the determined mapping function C and
the original information transmitted by themselves. For example, at source A, the

estimated i-th bit of u, can be obtained by

i) = argmin [(@[i], Gra[i]) — C((uarld], a2 ), usfi))| - (3.2)
up[i]€{0,1}

Source B can obtain the estimations of u,; and uge, denoted as U,; and U,;, in a

similar way:.

3.4 Design and Optimization Criteria

In this section, repeat-accumulate (RA) coding is studied as an example of linear
channel coding integrated into HePNC. We analyze and compare several relay decod-
ing and mapping solutions, and then elaborate the proposed full-state sum-product
decoding algorithm for CoHePNC jointly with a bit-level adaptive mapping function

design.

3.4.1 Repeat-accumulate encoding at the sources

RA coding can be considered as special LDPC codes with low complexity decoding
operation, or special Turbo codes with linear complexity encoding operation. We refer
the readers to [99-101] for more background of the RA codes and the sum-product
decoding algorithm.

RA codes with repeat parameter ¢ =3 is applied by A and B. For two uncoded

date sequences u,; = {uqi[l], -, ua[K]} and uuo = {uee[l], - -, ue[K]} at source
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A, the codewords are C,; = {Ca[l],--+ ,Cai[N]} and Cupo = {Cuall],- -, Caa[N]},
respectively. Let ul; ={ua1[1], ua1[1], war[1], - -+ 5 w1 [K], wa1[K], ue1 [K]} be the dupli-
cation result of u,; with duplication parameter g=3. Let u”; be interleaving® result
of u);, and we have u”,[i] = ul,[k], i,k € {1,---, N}, which denotes that the i-th

"

element in u); equals to the k-th element in u);. Similarly, let ul,, uj and ul,, uy
be duplication and interleaving results for data flow u,s and uy, respectively. For the

i-th codeword, i € {2,---, N}, we have

Carli] = Carli — 1] © ugy [i] = Car[i — 1] @ uy, [K],
Caali] = Cuali — 1] @ uly[i] = Cuali — 1] & ul (K], (3.3)
Cyli] = Cypli — 1] ® uy[i] = Cypli — 1] & uy[k],

where Cyi[1] = u”,[1], Ca2[1] = u/5[1] and Cy[1] = w}/[1], and & denotes the XOR

operation.

3.4.2 Relay decoding solutions extending from channel coded

symmetric PNC

In this subsection, we present and compare the relay decoding and mapping options
for channel coded HePNC by extending the decoding and mapping options from
the existing channel coded symmetric PNC. For channel coded HePNC, according to
whether the codewords C,;, C,2 and C, are separately decoded or jointly decoded and
how many states the message passing have in the re-designed sum-product decoding
algorithm, solutions for channel coded HePNC at the relay can be summarized as

follows.

Separately decode C,;, C,; and C,

A straightforward solution extended from the symmetric channel coded PNC is to
perform three traditional sum-product decoding processes to decode each of C,q,
C.2 and C, individually, and then obtain network-coded sequence u, = (U,1, U,2) by
letting U, = éal XOR éb and U,e = (A:ag XOR éb. In this method, the mapping
process is included by the XOR operation obtaining u,; and U,. This method is not
optimal due to over-decoding [5,102], as the relay only needs to obtain network-coded

forms u,; and u,s instead of obtaining (A]al, éag and (A]b explicitly.

5The interleaving pattern is the same and known by all nodes.
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Separately decode C,; XOR C, and C,, XOR C,

By extending the decoding solutions for symmetric BPSK-BPSK channel coded PNC
[39], we can decompose the QPSK-BPSK channel coded HePNC into two BPSK-
BPSK channel coded PNC and perform two BPSK-BPSK symmetric channel coded
PNC decoding individually. In other words, consider codewords C,; and C,, and
C.2 and C, as separate flows with a solution of BPSK-BPSK channel coded PNC for
each flow. We use one flow C,; and C; to explain, and the solution to the other flow
is equivalent. For BPSK-BPSK channel coded PNC, when sources apply the same
linear channel coding, the result of C,; XOR C, is still a valid codeword associated
with the channel coding applied at sources [39]. To apply this property in the sum-
product decoding algorithm, the i-th input of the evidence node, i€ {1, .-, N} can
be a two-state message Pr{(Cai[i], Cb[i]) = (0,0)} + Pr{(Cali], Cy[i]) = (1,1)} and
Pr{(Ca1li], Cy[i]) = (0, 1)} + Pr{(Cu[i], Cb[i]) = (1,0)}, i.e., the binary results of Cy
XOR @b. Thus, traditional sum-product decoding algorithm can be directly applied.

It was found that for BPSK-BPSK channel coded PNC, the input of the sum-
product decoding algorithm at the relay can be a three-state message [5,44] in-
stead of a two-state one, i.c., Pr{(Cu[i], Cb[i]) = (0,0)}, Pr{(Ca[i], Cy[i]) = (0,1)} +
Pr{(Co1[i], Cy[i]) = (1,0)} and Pr{(Cu[i], Cy[i]) = (1,1)}. However, it brings new chal-
lenges that traditional sum-product decoding algorithm needs to be re-designed to fit
the PNC feature. [40,41] further generalized [5,44] and proposed a four-state message
sum-product decoding algorithm, where the i-th input of the decoding algorithm at
the relay are four-state message Pr{(aal [i], ab[z]) =(0,0)}, Pr{(@al [i], 6,,[@]) =(0,1)},
Pr{(Ca1li], Cy[i]) = (1,0)} and Pr{(Cyi[i],Cbli]) = (1,1)} and showed that the four-
state sum-product decoding algorithm outperforms the two-state and three-state de-

coding algorithms.

Jointly decoding C,;, C,» and C,

The decoding solutions [5,39-41, 44] focused on channel coded PNC design under
symmetric TWRC, where BPSK modulation and the same linear channel coding
are applied at both sources. [48,49] studied symmetric channel coded PNC with
QPSK/PAM modulations with XOR mapping. An upgrade from [48,49] for QPSK-
BPSK channel coded HePNC is to pass the message with four-state results of C,;
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XOR Cb and Cag XOR Cb, i.e.,

Pr{(Can [i], Ca2lil, Gy[i]) = (0,0,0) U (1,1,1)},
Pr{@l[z‘], @zm, Gii))=(0,1,0)U (1,0, 1)}, 3.4
Pr{(Cau1i], Cazli], Cy[i]) =(1,1,0) U (0,0, 1)},
Pr{(Calil, Caslil, Coli]) = (1,0,0) U (0,1, 1)},

followed by using the four-state message decoding algorithm in [40,41] with the above
four-state message as the decoding input.

For higher-order modulation HePNC, e.g., QPSK-BPSK channel coded HePNC,
C.1 and C,y can be jointly decoded together with C,. In this chapter, we propose a
full-state sum-product decoding algorithm for QPSK-BPSK CoHePNC under asym-
metric TWRC jointly with a bit-level adaptive mapping function design. The new
contributions of the decoding algorithm proposed include two parts: first, we design
the message updating rules for QPSK-BPSK CoHePNC with full-state message pass-
ing, which are different from updating rules of the existing symmetric channel coded
PNC; second, we further show that the bit-level adaptive mapping design should be
applied to obtain the network-coded sequence instead of symbol-level mapping. The
proposed adaptive mapping design can also be applied to optimize the symmetric

channel coded PNC under symmetric TWRC scenario.

3.4.3 Full-state sum-product decoding algorithm

In this subsection, we elaborate the proposed full-state decoding algorithm at the
relay. The first is to obtain the eight-ary estimation results of U,;, Uy and U, from
the received superimposed signals Y,. For QPSK-BPSK link-to-link channel coded
HePNC, the maximum number of states at the relay is eight. Thus, in the following,
we use eight-state and full-state interchangeably. The second step, which is discussed
in Sec. 3.4.4, is to obtain the four-ary network-coded sequence u, from the eight-ary
decoding results.

The same interleaver is applied by both sources. We virtually combine uncoded
data sequences u,1, Uy and u, as an ensemble u,;u.ou, for concise, where the i-th ele-
ment w1 [¢|uqsliupi] € {000,001,010,011,110,111, 100,101}, i € {1,--- , K}. Equiv-
alently, we can obtain duplication result u/,ul,u;, interleaving result ul,u”,u; and

codeword C,1C,2Cy, where ul, [i|uly[i]uy[i] = ull [k]uly[k]uy[k] and i,k € {1,--- ,N}.
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Figure 3.2: Tanner graph.

The corresponding Tanner graph [101] is shown in Fig. 3.2. The square nodes de-
note information nodes, where the i-th information node stores Pr{u;[i|taz[i]us(i]},
i € {1,--- ,K}. The blocks of duplicate and interleaver store the probabilities of
u,,u/,u; and u? u’,uy, respectively. The round nodes with function f(.) are the
check nodes, which denote that the edges connected to the same check nodes need to
satisfy constraint f(.). The dark circles are the code nodes, which store the proba-
bilities of Gal éaﬁb. The small circles are evidence nodes, which denote the input of
the decoding algorithm.

The encoding process can be considered as reading the Tanner graph shown in
Fig. 3.2 from left to right [99-101]. The decoding process starts from adding input
into the evidence nodes on the rightmost and then passes the eight-state message
iteratively between the information nodes and code nodes. The message are the
probabilities of Pr{Cili|CalilCil}, Pr{iililu[ilafil}, Pr{ilatlali} and
Pr{@,; [i]uqzi]up]i]} depending on the type of nodes that the messages are associ-
ated with. We present the decoding algorithm of CoHePNC as follows, where steps
1) and 2) are the decoding settings, and steps 3) and 4) are the iteration bodies. Step

5) denotes the termination condition.

Step 1: Initialization

Let P = (p1, p2,ps, pa; ps, pe, p7, ps) and Q= (q1, 42, 3, 41, Gs: Gs: 47, 4s) be the message
input from two different nodes. All the messages associated with the edges are set

to be (1, %, £, 1 L L1 1) initially except for the messages on the edges connected to

the evidence nodes.
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Step 2: Input of the evidence nodes

The input of the decoding algorithm is the message from evidence nodes, which
contains eight-state probabilities of Gal (Ajag (A]b obtained from the superimposed signals
Y, in (3.1). Denote the input of the i-th evidence node as

pinput[i] = (p17p27p37p47p57p6ap7ap8)- (35)
Define function ¢(.) as
( ) 1 (—]Yk[z] —Hal’a—Hbl’b|2> (3 6)
Tq,Tp) = — €X . ,
g b 3 p 952
SpGley p1:g<%a 1)? pZZQ(%a _1)7 p3:g<#+\/§]7 1)7 p4:g(wa _1)7
ps = g(=EY2 1), pg = (2252 1), pr = g(¥25Y2 1) and ps = g(¥VE5Y 1),

where j is the imaginary part and [ is a normalization parameter to satisfy that
Zle pi = 1. We can find that p;,;i € {1,---,8} in pipue|i] denotes one of the
probabilities of X, [i] € {¥2EV2I V2V V2] V2V ang X i) € {1, -1},

Step 3: Message updating for the variable nodes

Both code nodes and information nodes are variable nodes. Each variable node is
connected to three other nodes (except for the code node at the bottom). Denote
the output message of the variable node as VAR(P, Q), where P and Q denote the
message input from two connected edges and the output is the updated message on
the rest edge. From [5,44], we can obtain that the output message for variable node
is

VAR(P, Q) — (p1Q1ap2927p3(.I37p4Q4ap5Q5aP6Q67p7Q77P8(J8) : (37)

«

where « is a normalization parameter which satisfies that Zle épiqi = 1.

Step 4: Message updating for the check nodes

One of the key issues in the sum-product decoding algorithm applied in PNC is how
to design the message updating rules for check nodes. Each check node is connected
to three edges (except for the check node at the top). Denote the output message of
the check node as CHK(P, Q), where P and Q denote the message input from two
connected edges and the output is the updated message on the rest edge. As Gray
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mapping is applied at source A, i.e., (C,1,Cu2) € {00,01,11,10} are modulated as
X ¢ {x/i+\/§j —V2+v2j —V2-V2j
a 2 ) 2 ) 2 )

‘/5_2‘/2 } in the constellation map, respectively, for
the i-th symbol duration, rewrite (3.1) as

Y[l =Hlil{ 5551~ 2Culi)) + (1~ 2Cuil)} .
+ Hp[i](1 — 2C4[i]) + No,

where Cyi], Cazli], Co[i] € {0,1}. From (3.3) and (3.8), we have Cy[i] = Culi—1] ®
uly k], Cazli] = Casli—1] ® uly]k] and Cypli] = Cp[i — 1] @ uj[k]. Note that, we have
substituted u, [i]uy[i]uy [i] with ul, [k]uly[k]u[k].

Consider that two input messages P and Q defined in (3.7) are from code nodes
and the output is the edge connected to interleaver. To obtain the function f(.)

processed in the check node, we target to obtain

Pr{@l, (Ml K]y [k]} = f(Pr{Culil Cazli]Cyli]}, Pr{Cut i — 1)Cuali — 1]Gyli — 1]}).

(3.9)
From (3.9), we have
Pr(a,, [k]u,, [k]u,[k] = 000/P, Q)
i PN ~ o i . (3.10)
= Pr(Cali|Cali]Cy[i] = Carli — 1) Cuali — 1Cyli — 1)) = Y pigs 2 A1
i=1 i=1
Similar to (3.10), we have
S o~ e 11 - - - |p
A2 Pr(“iﬂ Uf]ufﬁ [k:]ug[k;] = 001|P7 Q) g2 91 94 43 gs G5 g3 g7 pl
~ ~ ~ 2
A3 Pr(“izl [k]ugz[k]%[k] = 010|P7 Q) q3 44 91 92 47 98 g5 g6 »
~ ~ ~ 3
Ay Pr(uy,, [kug, [k]u,[k] = 011]P, Q) Ga s G2 0 G5 47 G0 G5 |
~ ~ ~ 4
Xs | £ | Pr(a, [k, [kl [k] = 110|P, Q) | = |a5 g6 a7 ds 1 @2 G5 G4 )
o~ o~ ~ 5
A6 Pr(“iﬂ [k]UQQ[k]UZ[k] = 111|P7 Q) de 95 g8 g7 G2 41 44 G3 »
~ ~ ~ 6
A7 Pr(uy,, [kug, [k]u,[k] = 100|P, Q) 7 s Gs 0o G s 01 G2 |
As] [ Pr(uy, [klug, [k k] = 101|P, Q)| a8 ¢7 46 G5 qu G3 G2 ¢ p7
8
- (3.11)

Thus, the function f(.) at the check node for the case that the input message

are from two code nodes can be summarized in (3.10) and (3.11). The other two
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cases are that the input message are from u, [k]ul,[k|uy[k] (ul,[i]uly[i]uy[i]) and
Car[()Coali] Coli] or from @y (K] k] [F] () [y [i]usy [1]) and Cal[@—l] Coali-1]Cyi-1],
and the corresponding outputs are Coy [i—1]Casli—1]Cyli—1] and Ciy1[i]Cas[i]Cy[i], re-
spectively. For these two cases, the same update rules shown in (3.10) and (3.11) can

be obtained similarly. Thus, the updating rules for the check nodes can be summa-

rized as

CHK(P,Q) - (>\17>\27>\37>\47>\57>\67>\77)\8)- (312)

Step 5: Iteration termination

The message is passed iteratively between code nodes and information nodes with the
updating rules summarized in (3.7) and (3.12) starting from input of the evidence

nodes summarized in (3.5) and (3.6). The output of the i-th information node is
pOUtPUt[ ] VAR(VAR‘(P17 PQ) P3)7 (313)

where P, Py and P3 denote the input message on the three edges connected to the -
th information node. Thus, decoding result U,y [i]uae[i]w,[i] can be obtain by selecting
the maximum probabilities in poutput(i]. The iteration terminates either with a fixed
number of iterations or when achieving a BER threshold. In our work, the iteration

terminates with a fixed number of iterations.

3.4.4 Bit-level mapping function design

Although the estimations of the uncoded source data is 2™et-ary, the relay only

gmax(mams)_aryv network-coded sequence benefiting from the net-

needs to construct a
work coding. Each source can recover the other’s information after obtaining the
network-coded sequence using the mapping function C and the original information
transmitted by itself as (3.2). In this subsection, we discuss how to map the 2m-

gmax{ma,my}t_ary network-coded sequence 1. With

ary decoding result U,; U,y to the
traditional XOR mapping [5, 39, 40, 44], the i-th symbol %,[:] can be obtained as
ur[i] = (U i], Upoli]) = (Wari] @ Upld], Uaz[i] ® Upli]). In the following, we show that
traditional XOR mapping is not optimal, and bit-level adaptive mapping functions
should be designed and applied according to source-relay channel conditions. Note
that, the bit-level mapping function design proposed in CoHePNC is different from the

symbol-level mapping function design in symbol-level HePNC [37,38,68,85-87,98]. In
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Figure 3.3: Constellation maps with different phase shift 6.

Table 3.1: Constraints between Cig[i]Co2[i|Chli], Carli — 1]Caali — 1]C[i — 1] and
Uy [ ugs[i]ug 7]

Cor[i — 1]Coali — 1]Cyi — 1] 000 001 010 01l 110 111 100 101
uly [iully i)y [i], Car[i]Cazli]Cpli] =001 | 001 000 011 010 111 110 101 100
@ [l [i]alli], Cot i) Caali] Cy[i] =010 | 010 OIL 000 001 100 101 110 111

the symbol-level HePNC, the relay tries to map the demodulation results aa16a26b
to the network-coded symbols u, directly. However, in CoHePNC, éal (A}agéb are first
decoded to U, U,01p, and then the network-coded sequence is obtained from mapping
U, UgUp to U,. Thus, the bit-level mapping function design needs to consider the
impact of decoding algorithm.

We use an example to show why the bit-level adaptive mapping design is necessary.
Define v and # as amplitude ratio and phase shift difference of two source-relay
channels, we have H,/H, = ~yexp (j#). Consider the received constellation map at
the relay in the i-th symbol duration shown in Fig. 3.3(a), where v= ]5—2\ R~ \/75 and
6 = 0. The Euclidean distance between constellation points Cy[i]Ca2[i]Cpli] = 000
and 001 is small, so is that between Cy;[i|Ca2[i]Cpli] = 110 and 101. Assume that
Coa1[i]Ca2i]Cyli] = 010 is correct. If without noise, the input of the i-th evidence node
iS Pinput|t] = (0,0,1,0,0,0,0,0,0), ie., Pr{C,[i]Cu2[i|Cpli] = 010} = 1. However,
with noise, due to the small Fuclidean distance between constellation points 010 and
001, there is a large error probability that Pr{Cy; [i]Cas[i]Cy[i] = 001} in error instead
of Pr{C,[i]Cali]Cy[i] = 010}, i.e., the input of the i-th evidence node implies that
the codeword Cy;[i]C,[i]Cyli] is 001 in error instead of 010. This error probability
increases when the Euclidean distance between 010 and 001 decreases.

We analyze the cast that if the input of the i-th evidence code, Pr{Cy[i]C2[i]Cy[i]}
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Table 3.2: Mapping functions

00 01 11 10
0 |00 0l 11 10
1(C;) [ 01 00 10 11
1(Cy) | 10 11 01 00
1(C5) | 1T 10 00 o1

equals 001 is largest in error instead of Pr{Cu[i]Ca[i]Cy[i] = 010}. For simplicity,
we consider that the input of the i-th evidence node is 001 instead of 010 to stand for
that Pr{C,[i]C.2[i]C,[i] = 001} has the highest probability. During each iteration,
to update the i-th check node, the input messages Pr{aﬂ[‘ ]aag [i—l]@b[i—l]} and
Pr{C,[i]Cu2li]Cy[i]} are from the i-th code node and the (i—1)-th code node, respec-
tively. As Cy1[i—1]Co2[i—1]Cyli—1] and Cyy[i|Cy2i]Cy[i] are independent [5], the output
of the i-th code node ], [¢|ul,[i]uy[i] is summarized in Table 3.1 according to (3.12),
where Cy1[i]Casi]Cyli] equals 011 falsely or 010 correctly and Cly [i—1]Cha[i—1]Cy[i—1]
equals {000, 001,010,011, 110,111,100, 101} with the same probability of l The es-
timation wl, [i|ul,[i]uy[i] directly impacts on Ug [k|uas[k|uplk], as wl[i|uly[i]ug[i] =
by [k]ulo[kluy k], and ul, [k]uls[k|uy[k] is a duplication of ual[fgﬂuag[[ﬁﬂ w[[£1]. Ac-
cording to Table 3.1, there is a higher error probability that u”, [i]ul,[:]u}[i] is esti-
mated to be {001,000, 011,010,111, 110, 101, 100} falsely instead of {010, 011, 000, 001,
100,101, 110,111} correctly. Thus, to minimize the estimation error in the uncoded
source data g1 [[5]]ue[[5]]us[[£]], cach column of Table 3.1 should be mapped to
the same @, [i]. In this way, even if @/, [i]ul,[i|uy[é] is falsely estimated, the resulting
u,[7] is still correct. Thus, for the case of Fig. 3.3(a), after obtaining poyupe[i] in (3.13),

we can obtain network-coded sequence ,[i] by the following mapping function

(

i|Uaz[i]up[i] = 000 and 011,
[@[i] = 010 and 001,
(3.14)
J,[i] = 110 and 101,
i|fas[i] T[] = 100 and 111.

00 when u,;
01 when u,;

11 when g [

(10 when U,

The above analysis shows that by properly designing the bit-level mapping func-
tion to map the eight-ary u,;u,;u, to four-ary u,, we try to minimize the decoding
errors caused from the smallest Euclidean distance between different constellation
points. For v € (0,1) and 6 € [0,27), the two cases of the smallest Euclidean dis-
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Aysin(9)

[

Figure 3.4: Bit-level adaptive mapping functions.

tance are shown in Figs. 3.3(b) and 3.3(c) denoted by the red circles. Thus, mapping
functions Cy and C3 can be designed and summarized in Table 3.2 and Fig. 3.4. Given
the source-relay channel conditions, i.e., v and @, the relay can adaptively select the
mapping functions according to the source-relay channel conditions and then obtain
the mapping function C from Table 3.2. In Table 3.2, the first row are the symbols
from source A, and the first column are the symbols from source B, and C;, C5 and

Cs are the bit-level mapping functions labelled in Fig. 3.4.

3.5 Performance Evaluation

In this section, the performance CoHePNC under the asymmetric TWRC scenario is
studied. The existing solutions extending from the symmetric channel coded PNC are
compared with the proposed CoHePNC under AWGN and Rayleigh fading channels.
RA codes with duplication ¢ = 3 are applied by both sources with a codeword length
of 4096 bits. We let all the nodes transmit signals with the same symbol energy Fj
and set the average received SNR of all links to be proportional to d—¢, where d is the
link distance and the path loss exponent o« = 3. The phase shift difference 6 between

the superimposed signals is uniformly distributed between [0, 27).

3.5.1 Comparisons of several decoding solutions

In this subsection, we compare the solutions extending from symmetric PNC to the
proposed CoHePNC in terms of relay error rate (RER) as introduced in Sec. 3.4.2
under AWGN channels. Separate-two-state denotes the upgrade from [39], separate-
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Relay error rate
S

—&— Separate—two—state
6 — B — Separate—four—state
10°F b ; E

—%— Joint—four—state
— © — XorHePNC
. —©— CoHePNC
0 1 2 3 4 5 6 7 8 9 10
SNRar(dB) with fixed SNRbrzfl.SdB, iterations 20

Figure 3.5: Comparison of several decoding algorithms.

four-state denotes the upgrade from [40,41,49], joint-four-state and XorHePNC denote
the upgrade from [48,49] with four-state or eight-state message passing with XOR
mapping, and CoHePNC denotes the proposed decoding algorithm. In this chapter,
SNR is defined as the received signal to noise ratio with the unit of dB. For AWGN
channels, SNR can be calculated as SNR(dB)=101log,, ﬁ—;, where E, denotes received

symbol energy, and N, is noise spectral density. For Rayleigh fading channels, SNR
denotes the average received SNR. RER is defined as RER = Pr{ﬁ”#““};Pr{ﬁ”’é“”}.

Note that in Fig. 3.5 we only compare error performance of the MA stage for these
decoding algorithms as they share the same BC stage. A worse error performance in
the MA stage directly results in a worse end-to-end BER.

In Fig. 3.5, the error performance RER improves with either a larger SNR,, or
SNRy,. For a fair comparison, we fixed SNR;,, = —1.5 dB and gradually increase
SNR,, from 0 dB to 10 dB. We can observe that comparing separate-two-state and
separate-four-state, increasing the state of the message passing improves RER with a
cost of calculation complexity at the relay. Joint-four-state outperforms the separate
decoding ones, because the full channel received information can be applied without
being processed before the input of the decoding algorithm. In the three jointly
decoding algorithms, increasing the state of the message passing from four to eight
greatly improves the relay error performance. We further compare the two joint-eight-
state algorithms, which both apply the full-state decoding with different mapping
function design. It shows that the bit-level adaptive mapping function design can
further improve the RER performance with a 1 dB gain as the fixed XOR mapping

function design may suffer from the SF'S effects resulting in a higher error rate. The
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Figure 3.6: CoHePNC vs XOR HePNC with codeword length 4096 bits, iterations =
20 and duplicate ¢ = 3 under AWGN channels.

adaptive mapping design tries to minimize RER by selecting the proper mapping

functions according to two source-relay channel conditions.
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3.5.2 Error performance under AWGN channels

We compare both the RER and end-to-end BER performance between CoHePNC and

XorHePNC under AWGN channels in Fig. 3.6. The end-to-end BER is defined as

BER,; = Pr{tia1£a1 }+Pr{’fi,§2 Fu,0}+Pr{l,#u,}

results in the BC stage defined in (3.2). The number of iterations is set to be 20. The
red and square curves show RER and BER,;;, respectively. Note that increasing the

, where U,;, U,» and U, are final estimation

number of iterations further improves the RER and BER performance. Fig. 3.6 shows
the error performance of CoHePNC and XorHePNC with different SNR,,, and SNRy,.
In Figs. 3.6(a), 3.6(b) and 3.6(c), SNRy, are fixed as —0.8 dB, —1.0 dB and —1.2 dB,
respectively, and SNR,, is gradually increasing. In Fig. 3.6(a), the error performance
of CoHePNC is improved with the increase of SNR,, monotonously. However, for
XorHePNC, the error performance is improved with the increase of SNR,, at first
and then deteriorated and it reaches the worst at ASNR =SNR,, — SNR,, =3 dB.
Because when ASNR equals 3 dB as explained in Fig. 3.3, the SFS effects greatly
degrade the performance of relay decoding if without a proper mapping function
design. CoHePNC can deal with the SF'S effects with the bit-level adaptive mapping
design as the relay selects an appropriate mapping function by minimizing the errors
in the MA stage. Figs. 3.6(a), 3.6(b) and 3.6(c) show the trend with different SNRy,
settings. We can observe that when ASNR =3 dB, there are always inflexion points
for XorHePNC due to the SF'S effects.

3.5.3 Error performance under block Rayleigh fading chan-

nels

In this subsection, we study the error performance of CoHePNC and XorHePNC
under block Rayleigh fading channels, where H, and H, remain the same during the
codeword-length symbol durations. Figs. 3.7(a) and 3.7(b) show the RER and end-to-
end BER performance, respectively. The codeword length is 4096 bits and the number
of iterations is 20. We set SNRy, to be 15 dB, 20 dB and 25 dB, respectively, and
SNR,, is gradually increased. In Fig. 3.7, we can observe that the error performance
converge with the increase of SNR,, and converge value is determined by SNRy,.
When SNRy, is small, e.g., SNR,, =15 dB, the improvement of CoHePNC is larger
than that when SNRy, =25 dB, because the case of SNRy,, =15 dB has a larger ASNR
compared to the case SNR,,. =25 dB, and CoHePNC outperforms XorHePNC more
with a larger ASNR.
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Chapter 4

Design and Analysis of
Hierarchical Modulation Physical
Layer Network Coding

4.1 Overview

In Chapters 2 and 3, the designs of symbol-level HePNC and link-to-link channel
coded HePNC were given under the asymmetric TWRC scenario. One disadvantage
of HePNC, also the other heterogeneous modulation PNC designs, is that the channel
of the better source-relay link cannot be fully utilized in the broadcast stage, as the
higher-order modulation network-coded symbol needs to be divided and broadcast
in multiple slots subject to the bottleneck link given the BER threshold. In this
chapter, we provide the design of hierarchical modulation physical layer network
coding (H-PNC), which achieves an additional data exchange between the relay and
the source with a relatively better source-relay channel condition by superimposing
the additional data flow to the PNC transmission. The channel of the better source-
relay link can be fully utilized in H-PNC by taking advantage of the hierarchical
modulation. We provide several designs of H-PNC. The theoretical error performance
of QPSK-BPSK H-PNC is also obtained.
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4.2 Related Work

In asymmetric TWRC scenario, where the source-relay links have different channel
conditions, the traditional symmetric PNC design cannot be directly applied or oth-
erwise results in a low spectrum efficiency due to the bottleneck source-relay link,
and also symmetric PNC design is unsuitable to support the asymmetric data ex-
change requirement [84-87,91,98]. In [84], the impact of the source-relay channels
on PNC were studied, which demonstrated that the bottleneck link has a large im-
pact on PNC error performance in asymmetric TWRC. In [85], adaptive modulation
and network coding (AMNC) was proposed under the assumption that carrier-phase
synchronization can be achieved at the relay. The authors in [86,98] proposed and
studied the decode-and-forward joint-modulation (DF-JM) scheme, where a higher-
order modulation network-coded symbol is designed by directly combining two source
symbols. However, a higher-order network-coded symbol reduces system throughput
as more broadcast slots are needed in the BC stage subject to the bottleneck link.
The authors in [67,68,87] proposed PNC without increasing modulation order of the
network-coded symbol, and the authors in [67,68] further studied adaptive mapping
function design considering the impact of carrier-phase. The authors in [53] proposed
a network-coded multiple access (NCMA) model, which combines PNC and multi-
user decoding (MUD). The target is to deliver information from one source to another
node instead of the simultaneously transmitted source. The authors in [91] studied
various subtleties of applying linear PNC with ¢-level pulse amplitude modulation (g-
PAM) under asymmetric TWRC to achieve the imbalanced data exchange between
two sources.

Although the above proposed PNC designs for asymmetric TWRC tried to max-
imize system throughput, the overall throughput (bits per slot) taking both sources
into account is still limited by the bottleneck link, also the channel of the source-
relay link with the better channel condition is not fully utilized by broadcasting a
lower-order modulation symbol. How to fully utilize the channel of the source-relay
link with the better channel condition meanwhile achieving the information exchange

between multiple sources is the main target in this work.
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4.3 System Model and H-PNC Procedure

Consider the same asymmetric TWRC scenario with two source nodes A and B, and
relay node R as that in Chapter 2. Without loss of generality, we assume that the
channel condition between source A and relay R, L., is better than that between
source B and relay R, Ly.. Sources A and B need to exchange information with the
help of relay R. Meanwhile, source A also needs to exchange information with relay R.
We assume perfect channel estimations at receivers only. Symbol-level synchroniza-
tion is assumed at the relay and carrier-phase synchronization is not required. In this
chapter, the H-PNC design is only considered in a symbol-level, and the combination
of channel codes with H-PNC can be referred to Chapter 3.

Let M,, be 2"QAM/PSK modulation with modulation order m. m, and m,; are
modulation orders for transmissions from sources A and B, respectively. One symbol
transmitted from source A, S,, consists of two sub-symbols: a symbol targeting to
relay R, S,,, and a symbol targeting to source B, Sy, i.e., Sy = [Sar, Sap), Where [, ]
denotes that sub-symbols S, and S,;, are concatenated to compose one symbol S,.
Denote Sy, as the symbol transmitted from source B targeting to source A. Let Zom
be a non-negative integer set, where Zom = {0,1, ...,2™—1}, and we have S, € Zgma,
Sha € Zigmy. Note that each integer in Zom can be expressed by an m-bit symbol. In
this chapter, SNR is defined as the received symbol energy to noise power spectrum

density ratio. For Rayleigh fading channels, SNR is the average received SNR.

4.3.1 H-PNC procedure

H-PNC takes the multiple access (MA) stage and the broadcast (BC) stage to achieve

the two bidirectional information exchanges. H-PNC procedure is as follows.

Multiple Access Stage

In the MA stage, sources A and B transmit symbols, X, = M, (S,) and X, =
M, (Ska), to relay R simultaneously. The received signal at relay R is Y, = H, X, +
HyX,+N,, where H, and Hj are the channel gains of links L,, and L, respectively,
and N, is Gaussian noise with variance of 26%. Denote H,/H, = -y exp(jf), where
is the amplitude ratio and @ is the phase shift difference with a uniform distribution
in [0, 27).

Denote (S, Spe) as a symbol pair, i.e., symbols S, and Sy, from the two source
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nodes superimposed at relay R. One symbol pair (S, Sp,) is mapped to a unique

constellation point at relay R, which can be expressed as
HaMma (81) +Hmeb(S2)7 for all S1€ nga, So € Zme. (41)

Maximum likelihood (ML) detection is used to jointly decode symbols S, and Sy,

from Y,.. Denote the estimation of (S,, Sp,) as (Sa, Sba), we have

(Sa, Spa) = argmin |Y}—Ha/\/lma(81)—Hmeb(52)|2. (4.2)

(Sl,SQ)EZQma XZme

Symbol S, consists of the estimation of both S, and Sap, 1.€., S, = [S’ar, S'ab]. The
information transmission from source A to relay R is achieved by extracting S, from
S,. Then relay R uses a mapping function C to map the left sub-symbol pair (gab, Sba)
to a network-coded symbol S, :C(Sab, Sba). We have S,, € Zgmax(m,y,, m;,) Subject to the
Latin square constraint, where my,;, is the modulation order for sub-symbol S,,. The
mapping function C is known by all nodes. Its design is a key issue and is discussed

in Sec. 4.3.2, 4.3.3 and 4.4.

Broadcast Stage

In the BC stage, the information transmission from relay R to source A, S,,, can be
achieved by superimposing S,, onto the network coded symbol .S,, on a hierarchical
modulation constellation [103,104]. S, is modulated in the base layer to try to
successfully broadcast S5, in the BC stage, and S, is modulated in the enhancement
layer to fully utilize the channel of source-relay link L,.. The broadcast symbol by
relay R in the BC stage is S, =[Sy, Sra|- Finally, at source A, S, is estimated by
maximum likelihood (ML) detection, i.e., S, = [S,, Sye], and the information from
relay R to source A is obtained from S”m, and from source B to source A, Sy, is
obtained from S, together with the original transmitted symbol S, and the mapping
function C used at relay R [87]. At source B, only symbol S, is estimated, and S, is
obtained in a similar way.

Note that, subject to the bottleneck link L;,., only a modulation order m; can be
supported given a BER threshold. When the modulation order of S,,, max(mg, my),
is larger than ms, relay R uses [”%—‘ﬂ slots to broadcast .S,, to guarantee that in each
BC slot the modulation order of base layer is no larger than m;. An example of this
case is 8QAM-BPSK H-PNC case 2, which is discussed in Sec. 4.4.3.
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In the initialization of H-PNC, the data to be exchanged between A, B and R
should be collected, and relay R estimates two source-relay channel conditions and
determines modulation applied by the sources by jointly considering two source-relay
channels and data exchange requirements, and then sends the modulation configura-

tion to the sources.

4.3.2 Mapping function

The optimal mapping function varies with the two source-relay channel conditions
[37,67,68]. Adaptive mapping is a mapping function design method, in which the
relay dynamically selects a mapping function C according to two source-relay channel
conditions. The relay needs to inform the sources the mapping functions applied,
where the frequency is determined by the dynamic of the source-relay channels. De-
note the error probability that S, #C(S, Spe) as relay mapping error rate (BER,.).
Adaptive mapping design aims to minimize BER,. by the closest-neighbour cluster-
ing algorithm. We refer readers to [37,67,68] for the adaptive mapping designs of
symmetric and asymmetric PNC.

For 2™ QAM/PSK-2"2QAM/PSK H-PNC, where m; and my denote two integers,
adaptive mapping can be applied as long as either S,;, or Sy, contains more than one
bit; otherwise, exclusive or (XOR) is the unique mapping method. For example, as
discussed in Sec. 4.4.3, for QPSK-BPSK H-PNC and 8QAM-BPSK H-PNC case 1
(Sap contains 1 bit), XOR mapping is the unique mapping method; for 8QAM-BPSK
H-PNC case 2 (S, contains 2 bits), adaptive mapping functions can be designed.

4.3.3 Mapping constraints

H-PNC mapping function design is more challenging compared to traditional PNC,
which subjects to two constraints: one is the Latin square constraint [38] expressed
in (4.3); the second is the H-PNC constraint expressed in (4.4).

C(s1, s2)#C(s], s2) for any s1# 58, € Zoma, and sy € Zgmy ; )
C(s1, s2)#C(s1, sb) for any sy sy € Zgmy, and s1 € Zgmas. ’

C([s1, s2],s3) = C([s}, s2,583) for any s1 # §| € Zomar, S2 € Zgma, and s3 € Zomy.
(4.4)

The Latin square constraint implies that the minimum modulation order of the
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network-coded symbol S,, is max(mgp, mp). The H-PNC constraint implies that on
the expected received constellation map at the relay, given s, and sp,, Sq € Zoma and
Spa € Lamy,, symbol pair (s,, Sp,) only appears once; however, sub-symbol pair (Sup, Spa ),
Sap € Liomay, appears 2™e times, where mg, is modulation order of sub-symbol S,,.
All the same sub-symbol pairs (Sq, Spe) should be mapped to the same network-coded
symbol S,,.

We use an example to illustrate the H-PNC constraint. Consider QPSK-BPSK
H-PNC, where S, = [Sar, Sap] is a QPSK symbol, and S, is a BPSK symbol. Two
sub-symbol pairs (Sg, Sp) equal to (0,1) and (1,0), belong to ([0, 0],1) and (][0, 1],0),
respectively, may be both mapped to a network-coded symbol S, =C’(Sup, Spa) =1 by
a mapping function C’. By the H-PNC constraint, the mapping function C’ further
determines that other two sub-symbol pairs, i.e., (0,1) and (1,0) belong to ([1,0],1)
and ([1,1],0), respectively, should also be mapped to the same network-coded symbol
S, =1 by the mapping function C’. The Latin square and H-PNC constraints impact
on H-PNC design, which will be further discussed in Sec. 4.4.

4.4 H-PNC Sample Design

In this section, we first present the QPSK-BPSK H-PNC design in detail starting with
an illustrative example. Then we present higher-order modulation H-PNC designs,
including two cases of SQAM-BPSK H-PNC.

4.4.1 QPSK-BPSK H-PNC example

Fig. 4.1(a) shows an example of QPSK-BPSK H-PNC procedure, where source A
exchanges one unit of data with source B and relay R each. In the MA stage, source
A transmits bit S, =0 (targeting to relay R) and bit Sy, =1 (targeting to source
B) using a QPSK symbol S, =[S, Saw] = 01. Source B transmits symbol S, =0
(targeting to source A) by BPSK. Suppose relay R successfully demodulates the
symbol pair (S’a, S’ba) =(01,0) by ML detection, and obtains S.»=0 from source A by
extracting S, from S,. Then relay R applies mapping function C (For QPSK-BPSK
H-PNC, mapping function C can be XOR uniquely) to map (Su, Spe) to a network-
coded symbol .S, :C(gab, gba) = 1XOR0=1. In the BC stage, relay R transmits one
unit of data S,, =0 to source A, which is superimposed on the network-coded symbol

S, =1 using a hierarchical constellation. S,, is positioned on the base layer, and S,
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Figure 4.1: QPSK-BPSK H-PNC with v = 0.5 and 6 = %’T.

is positioned on the enhancement layer. Thus, relay R broadcasts S, =[S, S;4| = 10.
Finally, source A receives and obtains the estimations of both S'n =1 and S‘m =0
by ML detection. As source A already knows S,, =1, Sy, =0 can be obtained by
applying the mapping function C (XOR). Source B only needs to demodulate S, =1,
and obtains S, =1 in a similar way.

Fig. 4.1(b) shows the constellation maps of QPSK-BPSK H-PNC. The left fig-
ures show transmit constellations at A and B, respectively. The right figure shows
broadcast constellation at relay R in the BC stage. Note that, although both the
transmit constellations applied at source A and the broadcast constellation at re-
lay R use 2/4-QAM hierarchical constellation design, their bit-symbol labelings are
different. The explanation is discussed in Sec. 4.4.2. The middle figure shows the
expected received constellation map at relay R. The red dotted curves define decision
boundaries for S,,, and the blue curves define those for S,. The shadowed regions
are decision regions of S,, =0. The four dashed circles are formed by BPSK symbols,
HyM1(Sha), shifted with 6 and superimposed to QPSK symbols H,M;(S,), i.e., the
center of each circle is the expected received QPSK symbol H,Ms(S,).

We can observe that modifying the transmit constellations at the sources impacts
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the expected received constellation map at the relay. For example, given the symbol
energy, enlarging the Euclidean distance between symbols 00 and 11 on the transmit
constellation of source A would benefit the demodulation of S,, thanks to a longer
Euclidean distance, but the probability to obtain a correct S,, =C(Sy, Spe) may be
affected negatively as the distance of two BPSK circles horizontally would shrink.
Another example is to consider the symbol pairs (01, 1) and (10,0) on the expected
received constellation at relay R in Fig. 4.1(b). Individually demodulating each bit of
them would cause a larger error probability as the Euclidean distance between them
is relatively small. However, only the first bit S, of the QPSK symbols are needed
to be distinguished, because after S,, is extracted from S,, (01,1) and (10,0) shrink
to (1,1) and (0,0), and are both mapped to .S,, =0 by XOR mapping. Thus, H-PNC
design should jointly consider the transmit constellations and the positive effects of

the mapping functions.

4.4.2 QPSK-BPSK H-PNC constellations

In this subsection, the design of the transmit constellation at source A in the MA
stage, and the broadcast constellation at relay R in the BC stage will be studied. We
observe that Gray mapping is not optimal for the transmit constellation of source A,

and hierarchical modulation constellations should be designed for both constellations.

The transmit constellation at source A

Different from the broadcast constellation at relay R, transmit constellation design at
source A also needs to consider the impact of the superimposed signals on the received
constellation map at relay R. Denote BER,, as the bit error rate (BER) of S,,.. For
bit-symbol labeling of QPSK constellation, there are totally three methods to label
the 2-bit symbols on the constellation map as shown in Figs. 4.2(a), 4.2(b) and 4.2(c),
denoted as labeling-1, labeling-2 and labeling-3, respectively. For QPSK-BPSK H-
PNC, labeling-1 is better than labeling-2, and labeling-2 is better than labeling-3, in
terms of BER. The reasons are discussed in the following.

First, we compare labeling-2 and labeling-3. In the QPSK symbol, for the first
bit S,,, labeling-2 reduces the error probability in the horizontal direction, which
can reduce BER,,. For the second bit S, given Sy, labeling-2 and labeling-3 are
mapped to the same S, after S,, is extracted from S,, so they have the same BER,
performance. Thus, labeling-2 is better than labeling-3. Labeling-1 and labeling-2
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Figure 4.2: QPSK labeling methods and hierarchical QPSK constellation maps.

have the same BER,, performance. For the second bit S,,, the impact of S, on
the expected received constellation at relay R should be considered. One example
of the worst-case is shown in Fig. 4.3, where 0 = 7 and v =0.5. Note that § = 37”
is another worst case of labeling-2. The red segment shows the smallest Euclidean
distance between different constellation points. For labeling-2, the Euclidean distance
between symbol pairs (01, 1) and (11,0) is relatively small, and they are mapped to
different S,, after extracting S, i.e., (01,1) and (11,0) will be mapped to C(1,1)=0
and C(1,0)=1 by XOR, respectively, which leads to a higher BER,.. For labeling-1,
(01, 1) and (10, 0) are both mapped to S, =0 by XOR after S, is extracted, and
the smallest Euclidean distance for labeling-1 is always the diameter of BPSK circles
whatever 6 is. Therefore we concluded that for the transmit constellation at source A,
labeling-1 is better than labeling-2, and labeling-2 is better than labeling-3 in terms
of BER.

The above conclusion provides the insights to design an appropriate H-PNC trans-
mit constellation at source A. The bit-symbol labeling criterion is summarized as
follows: for symbol-set S, € Zoma, Sy = [Sar, Sap, Symbols of S, with the same S,,
should be grouped on the constellation to improve BER,,, and symbols of S, with
the same S, should be separated on the constellation to guarantee BER,.. Note that
BER, further affects the error rate of Sy, and Sy, in the BC stage.

To have an optimal constellation design for H-PNC, an optimal bit-symbol labeling
scheme is necessary but not sufficient. If labeling-1 is directly applied by source A
with a symmetrical constellation, the BER,, performance is much worse than that
of BER,. because of the smallest Euclidean distance. Therefore, we propose to apply
QPSK hierarchical modulation to further optimize the constellation map. Denote
A= j—f as shown in Fig. 4.2(a). Assume that all the symbols have unit energy Fs=1,
ie., do? +di2=1. Tt is easy to observe that enlarging d, reduces BER,,.. However,

when A\; = 1, BER, can be minimized thanks to the symmetrical features of the
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(a) Labeling-1. (b) Labeling-2.

Figure 4.3: Worst case comparison of labeling-1 and labeling-2.

constellation maps. Therefore there is a tradeoff to set A;.

The optimal \; is obtained by maximizing the overall successful transmission rate

in the MA stage. For QPSK-BPSK H-PNC, it can be simplified as

n}\in 2 - BER, + BER,,, (4.5)
1

where the coefficient 2 before BER,. denotes that one unit of BER,. error may cause two
units of final decoding errors, i.e., both S,;, and Sy, in the BC stage under the condition
that the broadcast in the BC stage is correct. Note that the small probability that
the network-coded symbol is erroneous but the end-to-end estimation at the BC stage

is correct is neglected in (4.5) to simplify the analysis. The theoretical derivations of

BER, and BER,, of QPSK-BPSK H-PNC are studied in Sec. 4.5.

Broadcast constellation at relay R

In the BC stage, relay R uses a hierarchical constellation to broadcast the superim-
posed symbol S, =[S,,,S,4]. For the bit-symbol labeling of the broadcast constellation,
S, is positioned on the base layer, and S,, is positioned on the enhancement layer.
It is easy to find that labeling-2 as shown in Fig. 4.2 is optimal. To maximize suc-
cessful demodulation rate, i.e., to maximize the Euclidean distance between bits ‘0’
and ‘1’, labeling-1 and labeling-2 achieve the same performance which outperforms
that of labeling-3 by considering the first bit of the QPSK symbol, and labeling-2
and labeling-3 achieve the same performance which outperforms that of labeling-1
by considering the second bit of the QPSK symbol. Thus, labeling-2 is optimal by
considering both bits. Denote Ay = d/d}, we have d)* + d}*=1.



67

We mainly consider four-flow information exchange, including two flows between
A and R and two flows between A and B. The BER of each flow is defined as BER,,.,
BER,., BER,, and BERy,, respectively. The objective is to maximize the weighted

sum throughput!, which is equivalent to minimizing weighted BERs given by

4
H/l\lQIl ;wiBERjk, (4.6)
where the coefficient w; refers to the data importance, and j, k denote the labels of
nodes, j, k€ (a,r,b), j#k. The scheduler may adjust w; according to the importance
of different flows.

In this chapter, we consider four flows have an equal importance, and w; equals
the number of bits in symbol S, where S is the symbol from node j to node k.
For example, w; =1 in QPSK-BPSK H-PNC. The theoretical derivations of BERy

are studied in Sec. 4.5.

4.4.3 8QAM-BPSK H-PNC

In this subsection, we present the 8QAM-BPSK H-PNC design. For SQAM-BPSK
H-PNC, there are two cases according to different demands of S,,: case 1, source A
transmits two units of data to relay R, and one unit to source B, i.e., S, consists of
2 bits and S, consists of 1 bit; case 2, source A transmits one unit of data to relay
R, and two units to source B. The designs of these two cases are discussed in the
following. Note that the designs for these two cases can be combined to support the

non-integer data exchange ratio.

Case 1

The transmit constellation at source A in the MA stage and the broadcast constel-
lation at relay R in the BC stage are shown in Figs. 4.4(a) and 4.4(b), labeled as
constellation-1 and constellation-2, respectively. Constellation-1 and constellation-2
can be considered as 4/8-QAM and 2/8-QAM hierarchical constellations, respec-
tively?. In Fig. 4.4(a), the eight red points are the transmit constellation points, and

the circles are the BPSK circles on the received constellation map at the relay. The

!Throughput (bits/slot) is defined the successfully received bits per slot by all the destinations.
2The prototypes of constellation-1 and constellation-2 are from two typical 8QAM constellations,

i.e., dy =0 for constellation-1 and dj = % for constellation-2.
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Figure 4.4: Constellations for SQAM-BPSK H-PNC.

first two bits of each symbol underlined are from S,,, and the left one bit is S,,. The
bit-symbol labeling criterion is similar to that discussed in QPSK-BPSK H-PNC in
Sec. 4.4.2, i.e., symbols with the same S,, are grouped, and symbols with the same
Sa are separated. For example, symbols 000 and 001 are grouped as they have the
same S, = 00, and different S,, are separated and positioned in a Gray mapping
pattern; after positioning symbols 000 and 001 clockwise, the neighboring symbol
of 001 is 010 instead of 011 to minimize BER,. at relay R in the mapping process.
Define coordinates of 001 and 000 as —d; 4+ dsj and —ds + dsj, respectively. We have
d3 + 3d3 = 2 with the average symbol energy constraint Fy = 1. Similar to (4.5), we
can obtain the optimal d; and dy by

min 2-BER, + BER,,, (4.7)

where coefficient 2 denotes that one incorrect Sy, may cause 1 bit error due to Gray
mapping, and one incorrect S, may cause 2 bit errors in the final demodulation of
Sy and Sp,.

The eight red points in Fig. 4.4(b) show the constellation points of the broadcast
constellation at relay R. The first bit of each symbol underlined is the network-coded
symbol S, and the left two bits are the superimposed bits S,,. 5, is modulated
in the base layer to guarantee the performance of the information exchange between
source A and source B; S, is modulated in the enhancement layer in Gray mapping.
Symbols starting with the same S,, are positioned with equal intervals to guarantee
that different QPSK symbols S,, have the similar error performance. We have energy
constraint 4d}* + 5d,* = 4. The optimal d} and d} are obtained according to (4.6).
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For higher-order modulation H-PNC, the same estimation approaches introduced in
Section 4.5 can be used but with a higher complexity. In this work, their optimal
constellation settings are obtained by a searching algorithm summarized as follows:
1) For the transmit constellation at A, find a 4/8QAM prototype (constellation-1)
and optimize the bit-symbol labeling according to the bit-symbol labeling criterion
introduced in Sec. 4.4.2.

2) Minimize (7) by exhaustively searching d; and dy with the energy constraint d} +
342 — 2.

3) For the broadcast constellation at R, find a 2/8QAM prototype (constellation-2)
and optimize the bit-symbol labeling in priority of the network-coded symbol.

4) Minimize (6) by exhaustively searching d; and d}, with the energy constraint 4d;*+
5d,% = 4.

Case 2

For the bit-symbol labeling, both the transmit constellation at source A in the MA
stage, and the broadcast constellation at relay R in the BC stage use the 2/8-QAM
constellation-2 as shown in Fig. 4.4(b). For the transmit constellation at source
A, S, is modulated as the first bit of each symbol, and S,, are the left two bits
modulated in Gray mapping with equal intervals. The equal interval design tries to
guarantee different BPSK circles of the received constellation map at relay R would
have a larger Euclidean distance on average. Due to the bottleneck link L;, which can
support BPSK only given the BER threshold, two slots in the BC stage are needed
to broadcast the QPSK network-coded symbol. In each BC slot, each bit of S, is
broadcast with the hierarchical constellation as shown in Fig. 4.4(b). The optimal

constellation setting for the transmission constellation at source A is

min 3 - BER, + BER,,, (4.8)
dy

~

where coefficient 3 denotes that one incorrect S, may cause 1 bit error, and one
incorrect S‘n may cause 3 end-to-end bits in error including 2 bits of S, and 1 bit of S,
as sources A and B cannot recover the correct information from an erroneous network-
coded symbol. The optimal constellation setting of the broadcast constellation at
relay R is obtained according to (4.6).

For case 2, adaptive mapping functions can be designed, i.e., the relay can select
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Table 4.1: Adaptive mapping functions

(00,0) (01,0) (11,0) (10,0) (00,1) (0L,1) (1L,1) (10,1)
Ci, 0e(0,7) | 00 01 11 10 01 11 10 00
Cy, B (m,2m) | 00 01 11 10 10 00 01 11

the optimal mapping function according to the two source-relay channels. When ~ is
small enough?, the optimal mapping functions are summarized in Table 4.1. Relay
R estimates two source-relay channels, and obtains phase shift difference 6, and then
selects the optimal mapping functions by looking up Table 4.1. For example, when
0 € (0,m), C; is selected. If S =00 and Sy, =0, relay R obtains S, :C1(Sab, Sba) =
C1(00,0) =00 according to Table 4.1. Please refer to [37,67,68] and Chapter 2 for
more details about the adaptive mapping design.

Note that, for both of SQAM-BPSK H-PNC cases, in the BC stage, relay R can
also superimpose one bit of S, instead of two bits on the network-coded symbol S,, to
constitute a QPSK symbol instead of using 8QAM. The broadcast constellation can
select the constellation as shown in Fig. 4.2(b). In this way, a better BER performance
can be achieved in the BC stage at the cost of a lower system throughput. We can
see that the H-PNC application is flexible to support different kinds of data exchange
requirements and BER thresholds.

4.4.4 H-PNC generalization

Consider 2"QAM-2"QAM H-PNC under asymmetric TWRC, where 2™-QAM and
2"-QAM are applied by sources A and B, respectively. Assume m >n without loss of
generality. Consider that source A transmits k bits and (m—k) bits to source B and
relay R, respectively, where k€ {1,--- ;m—1}. Source B transmits n bits to source
A. The constellation map applied by source A and source B is an (m—k)/m-QAM hi-
erarchical modulation constellation map and traditional 2"-QAM constellation map,
respectively. The network-coded symbol obtained at relay R has a modulation order
of max(k,n) subject to the Latin square constraint. Relay R uses an n/m hierarchi-

cal modulation constellation map by (WW slots to broadcast the max(k,n)-bit

34 may be larger due to the deep channel fading, which will result in a large BER,. due to the
overlapping of the BPSK circles in Fig. 4.4(b). Thus, in order to guarantee the end-to-end BER,
transmissions should be avoided in these deep fading slots using opportunistic scheduling solutions
such as the Proportionally Fair Scheduling (PFS) used in the cellular systems, which is beyond the
scope of this chapter.
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network-coded symbol subject to the bottleneck link. In each slot, maximal (m—n)
bits targeting from relay R to source A can be superimposed on the n-bit base layer
symbol.

In the MA stage, the received constellation map at relay R has 2™ constellation
points, where 2% constellation points for the data from source A to relay R are
explicitly demodulated achieving by the (m —k)/m-QAM hierarchical modulation,
and the leftover 2" constellation points are mapped to the max(n, k)-bit network-

coded symbol. In the BC stage, source B uses (%”k)w

slots to obtain a max(n, k)-
bit network-coded symbol by demodulating the n-bit on the base layer in each slot
and then obtains the target information from source A by applying the information
transmitted by itself and the mapping function reversely. Source A demodulates all of
the m bits in each slot, where (m—n) bits on the enhancement layer are the information
from relay R to source A, and the n bits on the base layer are the information of the
network-coded symbol. Note that the Euclidean distance between the constellation
points on the hierarchical modulation constellation maps can be designed similarly

to the algorithms in Sec. 4.4.3.

4.5 QPSK-BPSK H-PNC Error Performance Anal-
ysis

In this section, we use the techniques introduced in [105] and study the error perfor-
mance of QPSK-BPSK H-PNC under AWGN and Rayleigh fading channels.* BER,,.,
BER,,, BER,, and BER,, are derived, receptively, so the problems of (4.5) and (4.6)

can be directly solved.

4.5.1 Derivations of BER,, and BER,,

Given a modulation in any node, we consider that each symbol has an equivalent
transmission probability. Denote H,/H, = yexp(j0), where v and 6 are amplitude
ratio and phase shift difference between two source-relay channel gains, and 6 has a

uniform distribution in [0,27)5. In Fig. 4.5, the decision boundaries of S, are shown

41t is challenging to systematically characterize the decision boundaries for higher-order modu-
lation H-PNC due to the complexity of the received constellation map at the relay. However, the
steps to analyze their performance are similar to the approach presented here.

5If in the future, more accurate synchronization can be achieved so the range of 8 can be reduced,
the performance gain of H-PNC can be even higher, while the analytical framework developed in
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(a) 6 € (m,3). (b) 0 € (32, 2m).

Figure 4.5: Decision boundaries of BER,,..

by the red curves. The center of each circle is the target received symbol from source
A. The four circles are obtained by superimposing two symbols from the sources with
uniformed phase shift difference 6 from [0, 27). The Euclidean distance between the
original and each center of the circles is |H,|, and the radius of each circle is |Hy|.

BER,, denotes the bit transmission error rate from source A targeting to relay
R in the MA stage. The error performance of BER,, is obtained by considering
symbol pair (00, 0) traversing phase shift difference 6 € [0, 27). The expected received
constellation map at relay R is shown in Fig. 4.5, where the target symbol pair (00, 0)
is labeled as T.

The coordinate of the target symbol pair (00, 0) is

1 ) )\12 .
[|Ha|\/ Tra? + | Hy| cos(0)] +j[|Ha|V T2 + | Hp| sin(0)],

where j is the imaginary unit.
For a target constellation point O, the error probability P, that the received signal
is located in the shadowed region R due to Gaussian noise with variance of 202 can

be calculated by
I ( L?
=— exp(—
27 J, P 902 sin?(6 + 6s)

P, ) d¢’, (4.9)

where L is the Euclidean distance between O and the decision boundary, and 6; and
6, are the angles in radians. Please find the detailed proof of (4.9) in [94].

Define ®(61,0,L) = 5= 001 eXp(_er%@)) d¢’. For 6 € (m,3) shown in

this chapter is still applicable.
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.

Figure 4.6: Error probability example.

Fig. 4.5(a), BER,,, can be estimated by

D D
BER,,, = ®(/BTA, ZABT, TTG) + ®(LBTC, Z/BCT, %), (4.10)

where D;; denotes the Euclidean distance between points ¢ and k, and £ denotes

angle. The coordinates of A, B, G in Fig. 4.5(a) are given by

. 2 .
[ Haly/ 15 — [Hyl cos(O)] + j[—|Hal\/ 1357 — [ Ha|sin(0))],

G
; |Haly/1/(14X1%)+|Hy| cos(6)
B =|—|H, 0 H, 0
[—[Hp| cos(0)] + j[| Hp| cos( )|Ha|\/A12/(1H12)+|Hb|Sin(e) ;
A [ |Hp| sin 6

-y T Hal\/ 52 (1= )] — il Hylsin(6)].

The coordinates of B and C are symmetric to the original point, so are those of T
and F. Thus, the coordinates of C and F can be easily obtained from B and T so they
are omitted due to space limitation.

The BER,,, in the region 6 € [2F, 27) shown in Fig. 4.5(b) can be estimated by

A2

D
BER,,, = ®(£/B'TA’, ZA'B'T, TTG) + ®(LEA'T, 0, |H,| T
1

), (411)

where |Hq|y/ 5 11\212 is the Euclidean distance from T to the decision boundary A'E.

The coordinates of A" and B’ are

Hy|sin(6 . .
A= [y 1)) 4y sin9))

2
B/: H 9 il H 9 |Ha|v/1/(14+A17)—|Hy| cos(0) ]
| Hylcos(8)] + 1] Hi cos(9) ey Jiblees,

For the region of 0 € [0, 7), the Euclidean distance between the target T and the

decision boundaries are much larger than that of the cases of 6 € [r, 27), so the error
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rate can be neglected. Thus, BER,, considering 6 € [0, 27) can be expressed as

BE ar BE ar
BERC”" = PI‘{G € <7T? %)}BERCLT‘I + PI‘{Q € [3771—, 27T>}BER,ULT2 = R L 1— R 27

(4.12)

where Pr{.} denotes probability.

BER,, is the bit error rate from relay R to source A in the BC stage. Relay R
uses a hierarchical constellation to broadcast the network-coded symbol S,,, which
is superimposed by S,, as the enhancement layer shown in Fig. 4.2(b). With Q[.]
function, BER,, can be obtained by

Hol\/ 5=
BER,, = Q[H—”AQ]. (4.13)

g

4.5.2 Derivations of BER,_,, and BER,,

The information exchange between sources A and B takes two-stage transmissions.
BER,;, and BER,, can be obtained similarly. BER,;, can be obtained by

BER,, = BER, (1 — BER,) + (1 — BER,)BERs, (4.14)

where BER,;, denotes the error rate of broadcasting the network-coded symbol S,

from relay R to source B in the BC stage over link Ly,

BER,

We first study how to estimate BER,. Similar to the analysis to obtain BER,,, we
still consider the target symbol pair (00,0), and traverse the phase shift difference
0 €0,27). The expected received constellation at relay R with different regions of
are shown in Fig. 4.7.

We use Fig. 4.7(a) as an example to show how to calculate BER,. The decision
boundaries for the network-coded symbol S,, are shown by the red curves®. Denote

the relay mapping error rate in the region 6 € (0, §) as BER,;;, which can be expressed

5The red solid curves stand for the decision boundaries we calculated, and the red dashed curves
stand for the decision boundaries with a typically much larger Euclidean distance from the target
point T and they are neglected in our calculation.



75

01,0 01,0 00,0

(¥

S
S
— = =3
o =
o o
‘ i

o011 01,1

=
S

& {
10,0
11,1

10,0

s
=3

01 | 11,1

(b)GE(%7%) (0)96(3’%) (d)ee(:%r77r)
01,1 00.1 01,1 00,1
S Ol 6
5 ) e 00,0
01,0 00,0 01,0 00,0

O,
0
Od
©
S

10,0 e 10,

g) 0 € (3, ). (h) 6 € (I, 2m).

=)
=

/\
&
>
m
—
A
)
N~—
—~
Nas)
>
m
—
F
m‘c:""
—
—

Figure 4.7: Decision boundaries of BER,..

as
A 2
BER,; = ®(£ZHTL, ZTIH, |[Hy|) + B(LIHT, 0, [H,|y | —-—)
1+ )\
(4.15)
1
4 B(r—/TIK, 0, |Hy|\ | ——).
(x )
Thus, combining all the BER,; of cases i € {1,--- ,8} results in an overall BER,
as

8
1
BER, = - 3 BER,,. 416
. 2; (4.16)

BER,, and BER,,

BER,;, denotes the BER of base layer of the hierarchical constellation at relay R shown
>\22

| Hp| )
in Fig. 4.2(b). We can easily obtain BER,;, = Q[%] Thus, substituting BER,;

into (4.14), we can obtain

|Hyl /122 |Hyly /722
BER,, = BER, (1 — Q[—22) 1 (1 - BER,)Q[— 2]

g o

(4.17)
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T
BER  -theo
ab

BER,, = BER,(1 — Q|

14 15 16 17 18
SNR_ (dB) with fixed SNl% =9dB
ar T

(a) AWGN channel.

A A
IR BER_-th ¥- ﬂe- A
v ba 100 ~, SS--A_ A
o BER -theo TN Nl T A ~A A A_ A _a__A
Z N IR | I S « SR TP A v
RS . = BER -theo T T LAEIE AP Ap R e 4
107F ' S = = = BER -simu(j o
8 ‘~ Sa ‘. ab 1) "o,
= ‘ . —si
: ~ . ~J “. - BERbu simu s A BER —theo ‘o.
o ‘N 0 R EPRPRE BER —simu 5 4 a®
E \ e m e o BERM . E 10°H v BER -theo
et oM = 0 BER -theo
T m o BER -theo ‘o f
- = = BER —simu "o
S —y—————— 10757._‘.‘B]3Rm—simu "9
““““ BER,“—simu
= ",. ——BER_-simu
10~ 2

30 32 34 36 38 40 42 44
SNR_ (dB) wth fixed SNR =26dB

(b) Rayleigh fading channel.

Figure 4.8: Theoretical results vs simulation results.
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(4.18)

To summarize, BER,,, BER,,, BER,, and BER;, can be obtained by (4.12),
(4.13), (4.17) and (4.18). The optimal A\; and A in (4.5) and (4.6) can be obtained.
Fig. 4.8(a) shows that the theoretical results match the simulation results, where we
fix SNR,,, =9 dB and gradually increase SNR,,.. When SNR,, is sufficiently large, e.g.,
larger than 16 dB, the link between source B and relay R, Ly,, with SNR;,. =9 dB is
the bottleneck link of the system. In this case, the bit errors contributed to BER,
are mainly caused by signal superimposing in the MA stage subject to SNRy,., and
the link L, can forward bits from relay R to source A with a high SNR,,. Thus,
when SNR,, is large enough, BER,, will converge to a value (about 3e-05) as shown
in Fig. 4.8(a) close to but higher than BER of single-hop BPSK with SNR = 9 dB
(about 2e-05). Similarly, for BER,;, roughly speaking it suffers from the bottleneck
link L, twice, which includes the signal superimposing in the MA stage and the
forwarding from relay R to source B. Thus, when SNR,, is sufficiently high, BER;
will converge to a value close to but higher than twice of single-hop BPSK BER.
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4.5.3 Error performance analysis under Rayleigh fading chan-

nel

We discuss the error performance analysis of QPSK-BPSK H-PNC under Rayleigh
fading channels. To obtain the exact BER of PNC-based under fading channels are
quite challenging due to the complexity of the received constellation map at the relay
specially when the higher-order modulations are applied by the sources. Denote the
probability density function (PDF) of Rayleigh distribution as f(z,0) = 55 exp( 2022 )
with mean value E(x) = d,/F. Denote the PDF of channel gains |H,| and |H,| as
f(|Hql,01) and f(|Hb|,52), respectively.
BER,, can be estimated by considering the worst case with § = < or =t in Fig. 4.5,

and we have

m/
BER,, ~ / / FUH 80 F(1H). 62)Q M. @)

From (4.13), the error performance of BER,, can be obtained by

|H ’ 1+)\1

BER,, — / " (5 500 Jd|H,. (4.20)

From (4.15) and (4.16), the BER,. can be approximated by
BER, — [ [
0

where only the closest decision boundaries in Fig. 4.7 are considered.
BER,;, and BER,, are obtained by replacing Q[I Haly 2/ 129 } nd Q[‘Hb| Y )\g/(HAQ ]

Hal\/22/(14X3) Hy|\/A3/(1422)
by [ f(|Ha|,00)Q[ VWD | and [ fer\,62> Q205 1der\

from (4.17) and (4.18), respectively.

In Fig. 4.8(b), we compare the theoretical and simulation results under Rayleigh
fading channels. Note that we set SNRy, = 9 dB and 26 dB under AWGN and
Rayleigh fading channels to maintain the overall BER performance around 10e-03.
It can be observed that the theoretical results match well with the simulation results
for BER,, and BER,,. The small gap between the theoretical and simulation results
for BER,, and BERy, are due to the approximation in (4.21) where only the closest

Euclidean boundaries are considered. According to the algorithms in Section 4.4.3,
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values of A\; and Ay from 13 dB to 18 dB in Fig. 4.8(a) are 1.75, 1.77, 1.78, 1.78, 1.78,
1.78 and 1.47, 1.63, 1.81, 2.01, 2.24, 2.49, respectively. In Fig. 4.8(b), A; = 1.45 and
Ao are 1.4, 1.6, 1.8, 2.1, 2.4, 2.6, 2.8, 3.0, 3.2, 3.4, 3.6, respectively, for ranging from
28 dB to 48 dB with a 2 dB interval.

4.6 Performance Evaluation

In this section, the performance of H-PNC is evaluated under the asymmetric TWRC
scenario. We studied a generalized physical-layer design without specifying any wire-
less communication system, and we consider that in any slot only one symbol is
transmitted from any node. We first fix SNR;, and gradually increase SNR,,., aiming
to study how source-relay channels influence the constellation design and system per-
formance under both AWGN and Rayleigh fading channels. Second, the throughput”
and the throughput upper bound® performance of different H-PNC schemes are stud-
ied, aiming to study how to select H-PNC schemes with different channel conditions
and various data exchange requirements. Let all nodes transmit signals with the same
symbol energy F,, and the average received SNR of all links are proportional to link
distance to the power of path-loss component (« = 3). Phase shift difference 6 is

uniformly distributed between [0, 27).

4.6.1 BER performance with fixed SNR,,

The error performance of three H-PNC schemes under AWGN channel are shown in
Figs. 4.9 and 4.10, where we fix SNR;, =8 dB and gradually increase SNR,,.. Fig. 4.9
shows the error performance of QPSK-BPSK H-PNC. The red curves show error
performance with the optimal A\; and Ay obtained from (4.5) and (4.6), respectively.
The blue curves are with symmetric constellation setting in the MA stage, where
A1 = 1 and \; is set to its optimal value. From the results, without hierarchical
constellation design in the MA stage, BER,, is much worse than BER,. (BER,. overlaps
with BER, and thus is omitted in Fig. 4.9), which implies the necessity of hierarchical
constellation design. Considering the red curves, given SNR,, and when SNR,, is
large, v =|Hy|/| H,| = 105NRor(dB)=SNRa:(dB))/20 jg gmall. Thus, BER, is dominated by

the errors within one BPSK circle and the error over link L, in the BC stage can

"Throughput (bits/slot) is defined as the successfully received bits per slot by all the destinations.
8Throughput upper bound (bits/slot) is defined as the theoretical maximal throughput without
considering the channel noise.
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Figure 4.10: 8QAM-BPSK H-PNC with fixed SNR,, = 8 dB under AWGN channels.

be ignored, and that is also why BER, overlaps with BERy,. Thus, both BER,. and
BERy, converge to the error performance of single hop BPSK with SNR = 8 dB under
AWGN channels. BER,, and BER,., reduce with the increase of SNR,, monotonously.
The solid red and solid black curves are sum % (we divide sum BERs by 4 in
order to fit in the same figure) performance of QPSK-BPSK H-PNC with or without
optimized constellation design, respectively.

Figs. 4.10(a) and 4.10(b) show the error performance of 8QAM-BPSK case 1 and
case 2, respectively. The optimal constellation setting are applied for both transmit
constellation at source A and broadcast constellation at relay R obtained from (4.5),
(4.7) and (4.8). The red and blue curves denote that two bits and one bit of S,,

are superimposed on S, in the BC stage, respectively. For the case that one bit of
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Srq is superimposed, BER,, and BERy, are omitted, because BER,, is not affected
and BERy, overlaps with that of the scenario where two bits of S,, are superim-
posed. From the red curves in Figs. 4.10(a) and 4.10(b), BER,; has the worse error
performance because the information delivery from source A to source B is under
bottleneck link L, twice. Superimposing one bit of S, only improves BER,;, because
of the constellation modification in the BC stage. However, the throughput will be
reduced accordingly. Thus, there is a tradeoff between the error performance and
throughput. How many bits are superimposed in the BC stage are dependent on the
data exchange ratio and the error rate requirements.

Figs. 4.11 and 4.12 show the error performance of three H-PNC schemes under
Rayleigh fading channels, where we fix SNRy,. =26 dB and gradually increase SNR,,..
In Fig. 4.11, when SNR,, is large, BER, is determined by BPSK error performance
with SNR = 26 dB under Rayleigh fading channels. Thus, BER,, converges to
BER, as errors over L, are negligible, and BER,; converges to twice BERy, as the
data from A to B are transmitted over bottleneck link L, twice. Figs. 4.12(a) and
4.12(b) are for SQAM-BPSK H-PNC case 1 and case 2, respectively. The red curves
are for the case that two bits of S,, are superimposed in the BC stages, and the
blue curves are for the case that only one bit of S,, is superimposed. From the
results, superimposing one bit of S,, will improve BER,;, and BER,, with a loss
of throughput gain. The solid black curves are the end-to-end error performance,
i.e., PERatBEla - of BPSK-BPSK PNC. Given SNRy, = 26 dB, when SNR,, is large
enough, BER, for QPSK-BPSK H-PNC and 8QAM-BPSK H-PNC is close to that
of BPSK-BPSK PNC as the closest Euclidean distance on the received constellation
map at the relay, i.e., |H,|, will dominate the BER,. performance. For the end-to-end
BER performance, BPSK-BPSK PNC outperforms QPSK-BPSK H-PNC as expected,
given a lower-order modulation. However, the system throughput for BPSK-BPSK
PNC, 1 bit/slot, is only half of that for QPSK-BPSK H-PNC. Combining both of the
throughput and error performance, the system throughput of QPSK-BPSK H-PNC is
much higher than that of BPSK-BPSK PNC, and more comparisons on throughput
will be presented in Sec. 4.6.3.

4.6.2 Throughput upper bound comparison

H-PNC achieves four flow information exchange not only between the sources but also

between the source with the better source-relay channel condition and the relay. The
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data exchange requirements between these four flows impact on the system through-
put of H-PNC. The throughput upper bound of proposed H-PNC, traditional sym-
metric PNC? and single-hop transmission are compared in Fig. 4.13. The throughput
upper bound takes a summation of all the links with the unit of bits/slot. If a part of
bits cannot be transmitted by H-PNC or symmetric PNC, the leftover bits are trans-
mitted by point-to-point transmissions hop-by-hop with the highest modulation-order
supported by each hop. Denote the amount of data delivered by Sg,, Syq, Sap and Sy,
as flar, Mras Map a0Nd Ly, Tespectively. For QPSK-BPSK and 8QAM-BPSK H-PNC

case 1, which are both suitable to transmit data amount of j, = pt and figy = fipe-

90nly BPSK-BPSK PNC can be applied as the symmetric PNC, due to that the bottleneck link
Ly, can only support BPSK.
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So is for symmetric PNC, which is suitable to exchange data amount pia, = ptpe. Thus,
denote 3; = ﬁ, where fi4, = firq and pgp = pipe. 1 denotes the data amount between
source A and relay R over that between sources A and B. For example, when (£, =0,
H-PNC deteriorates to HePNC [68], and when f; goes to infinity, H-PNC deterio-
rates to the single-hop transmission from source A to relay R. Fig. 4.13(a) shows the
throughput upper bound comparison of QPSK-BPSK H-PNC, BPSK-BPSK PNC
and the single hop transmission. We can observe that QPSK-BPSK H-PNC is most
suitable to support the data exchange ratio $; = 1, where 4 bits can be delivered
in 2 slots. The maximum throughput gain compared to BPSK-BPSK PNC is 50%.
For BPSK-BPSK PNC and the single hop transmission, throughput upper bound in-
creases with the increase of ;. In Fig. 4.13(b), 8QAM-BPSK H-PNC case 1 achieves
the highest throughput upper bound when ; = 2, where totally 6 bits can be deliv-
ered by 2 slots. The maximum throughput gain compared to BPSK-BPSK PNC is
66.7%.

For 8QAM-BPSK H-PNC case 2, the data exchange ratio between sources A and
B, and that between source A and relay R, is asymmetric. Denote (8, = % with
tap = 2ptpa and firq = 24160, In Fig. 4.13(c), all throughput upper bounds of three
transmission schemes are proportional to (55, and finally converges to 3 bits/slot, i.e.,
the majority bits are transmitted over link L, by 8QAM. When S =1, the maximum
throughput gain compared to BPSK-BPSK PNC is 44%.

4.6.3 Discussion on H-PNC scheme selection.

In this subsection, we discuss the guide of H-PNC selection. In Fig. 4.14, by fixing
SNRy,. = 26 dB and adjusting SNR,, in a large range from 28 dB to 52 dB, the
throughput performance under Rayleigh fading channels by selecting different H-
PNC schemes can be easily compared. We consider that one block contains 256
bits, and a block is successfully received if all bits are correctly received; otherwise,
the block is dropped and bits in the erroneous block are not counted in throughput.
Figs. 4.14(a), 4.14(b), 4.14(c) and 4.14(d) compare the throughput over different flows
given source-relay channels by selecting different H-PNC schemes.

We should select the suitable H-PNC scheme by jointly considering the data ex-

change requirements among sources A and B and source A and relay R, two source-

ONote that, up to 2 bit of S,, can be superimposed, which cause more asymmetric but a higher
throughput gain. For a fair comparison, Fig. 4.13(c) only considers 1 bit of S,., is superimposed.
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relay channel conditions and the BER requirement of each flow. For example, if

sources A and B, and source A and relay R exchange the same amount of data,

QPSK-BPSK H-PNC is suggested and we can observe throughput performance un-
der different two source-relay channel conditions in Fig. 4.14. QPSK-BPSK H-PNC
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Figure 4.14: Throughput under Rayleigh fading channels.

achieves the best data rate for flow from B to A compared to SQAM-BPSK H-PNC
as shown in Fig. 4.14(b), however, it achieves a relatively lower data rate for flow R to
A as shown in Fig. 4.14(d). 8QAM-BPSK H-PNC achieves better BER,, compared
to QPSK-BPSK H-PNC as shown in Fig. 4.14(c), but a relatively lower data rate for
flow from A to B as shown in Fig. 4.14(a). Thus, there is a tradeoff to select and
configure H-PNC.
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Chapter 5

Design of Multi-hop Physical Layer
Network Coding

5.1 Overview

In the last three chapters, we focus on designs where only one relay is required to
forward message between two sources. In this chapter, we investigate multi-hop
PNC, where multiple relays located in a linear topology are scheduled to exchange
the message between two end sources. In multi-hop PNC design, the impact of error
propagation and mutual-interference should be carefully addressed. In this chapter,
we propose two multi-hop PNC design, D-MPNC and S-MPNC, which target for
simple implementation and the optimal end-to-end BER, respectively. The error
propagation impact is carefully controlled and theoretical end-to-end BER is obtained.
Performance evaluations in terms of end-to-end BER and throughput! are further
conducted under both AWGN and Rayleigh fading channels.

5.2 Related Work

Traditional PNC has been extensively studied from theory [3,5,13,37,54, 55] to im-
plementation [56]. [62] generalized the PNC design with a star topology, where the
information exchange of four nodes with help of one relay was considered. [63] further

generalized the star-topology design with an arbitrary number of sources.

!Throughput (symbols/slot) is defined the successfully received symbols per slot by all the des-
tinations.
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The design of multi-hop PNC has received less attention. [34] proposed a direc-
tional multi-hop PNC design. [4] provided specific PNC designs with a given number
of relays. [64-66] generalized design of multi-hop analog network coding (ANC) in a
linear topology with outage probability analysis. The design in [64] can outperform
non-PNC scheme with a small number of relays, while the design in [65] can out-
perform non-PNC scheme with a large number of nodes. [66] further extended [64]
and [65], and its end-to-end throughput upper bound decreases with the increase of
the number of relays. An inspiring generalization of multi-hop PNC was proposed
in [1], which achieved the end-to-end throughput upper bound of one symbol per
symbol duration. However, the error propagation effect is not addressed, which may
result in a serious error propagation problem as discussed in Sec. 5.3.3. Also, the
mutual-interference from other transmitting nodes are not addressed in the existing
multi-hop PNC and ANC designs.

In this chapter, the impact of error propagation and mutual-interference in multi-
hop PNC are addressed. We propose two multi-hop PNC designs targeting on simple-
implementation and the optimal end-to-end BER, respectively. The tradeoff between
these two designs is discussed in Sec. 5.5.4. Both designs can achieve the maximum
end-to-end throughput upper bound of one symbol per symbol duration, which is the

same as that of traditional PNC with a single relay.

5.3 Design Criterion of Multi-hop PNC

5.3.1 System model

Consider a multi-hop TWRC network where sources A and B want to exchange infor-
mation with the help of multiple relays arranged in a linear topology. In this chapter,
each node uses BPSK modulation for transmission. Each node is equipped with one
antenna and works in the half-duplex mode. We assume symbol-level synchronization
at the relays and perfect channel estimation at the receivers.

All the nodes, including the sources and the relays, follow a transmitting-and-
receiving pattern, i.e., to alternate between the transmission mode and receiving
mode, and to stay in each mode for one slot duration. In order to achieve the end-
to-end throughput of one symbol per symbol duration, i.e., the same as that of tra-

ditional PNC with a single relay, there cannot exist any idle slot except the constant
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initialization slots?. We consider that at any slot only one symbol is transmitted from
any node and slot duration equals symbol duration. Depending on how many useful
signals are received at the receiver, transmissions of multi-hop PNC can be divided
into two categories, multiple-access transmission and single-hop transmission. The
multiple-access transmission refers to that two useful signals transmitted from neigh-
boring nodes are superimposed at a relay, and the single-hop transmission refers to
that a relay transmits a signal to a destination. Note that in multi-hop PNC, all the
nodes not only receive useful signals, but also the mutual-interference from all other
transmitting nodes, which is explained in Sec. 5.3.4 and considered in Sec. 5.4 and

Sec. 5.5.

5.3.2 Procedure of the proposed multi-hop PNC

Denote the indexes of time-slot and relay as i and j, respectively, where i€ {1,2,--- },
j€{1,2,--- N} and N is the total number of the relays in the multi-hop PNC. For

multiple-access transmission, the received symbol of the j-th relay in the i-th slot is
Yrj,i = HTj—l,i(]‘ - 287“3'—1}1') + HT]'+1,¢(1 - 287'j+1,i) + Nj? (51)

where H,,_, , and H, are the channel gains of the links between the (j—1)-th and
the j-th node, and that between the j-th and the (j+1)-th node, respectively. N; is the
sum of complex Gaussian noise with variance 202 and the mutual-interference from
and S, ,, €{0,1} are the symbols transmitted

from the (j—1)-th node and the (j+ 1)-th node, respectively. The network-coded
symbol obtained by the j-th relay is

all other transmitting nodes. S,,

~ ~

Sr_xorjyi =5, ®S

Ti—1, ESEY

(5.2)

and S

where S ritLi

o are the estimations of the superimposed symbols from neigh-

boring relays, which can be obtained by

2

(S(ijuv gerrl,i) = argmin |Y

T
srjilji,sTjJrlyie{O,l}

- H""j—l,i(l - 257‘3'71,1') - H”’jJrl,i(]‘ - 287"j+1,i)

(5.3)
Note that for the j-th relay, it may not directly transmit the network-coded symbol

2When the number of the transmission slots goes to infinity, the impact of the constant number
of initialization slots to end-to-end throughput can be neglected.
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S,AJOTJ.J in (5.2) in the following slot, as the received information in the previous slots
may be positively applied and combined with S, .4, .. Similarly, the sources may
not simply transmit X; and Y; at the transmitting slots, where 7 is the index of the
source data, as the received information in the previous slots can also be positively
applied. These issues are discussed in Sec. 5.3 by an example, and in Sec. 5.4 and
Sec. 5.5 in detail.
For the single-hop transmission from the source neighboring relays to the sources,
at the i-th slot, i€{2,4,-- -}, the received signal at source A from the first relay is
Y, = H, (1—2S,,,) + N, (5.4)

(3

where H,, is the channel gain of the link between source A and the first relay and NV, is
the summation of Gaussian noise and mutual-interference from all other transmitting

nodes. The estimation of S, ,

can be obtained by

S, . = argmin |Y,, — H,, (1 — 25, )|*. (5.5)
’ STME{O,l} 1

The detection at source B can be obtained similarly to (5.4) and (5.5). Note that
different from traditional PNC with a single relay, in multi-hop PNC, source A may
not directly obtain target information from 5}1’1., as S’rl,i may be an XOR result of
multiple symbols. How to obtain the target information from S”TU is explained in Sec.
5.3.3 by an example and explained in Sec. 5.4.2 and Sec. 5.5.2 in detail.

The transmission protocol design of multi-hop PNC is challenging. How to ap-
ply the received information in the previous slots at all nodes is a tricky issue, and
improperly applying the previously received information may result in serious error
propagation as shown in Sec. 5.3.3. Also, different strategies of applying these in-
formation will result in different symbol combination patterns at the relays, which
further challenges the sources how to identify the received symbol combinations var-
ied in different slots and how to extract the target information from the symbol

combinations by a generalized decoding algorithm.

5.3.3 Error propagation in multi-hop PNC

Error propagation is an important issue in multi-hop PNC and improper design may

result in serious error propagation. We use the multi-hop PNC with three relays in [1]
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Figure 5.1: Impact of error propagation in multi-hop PNC.

as shown in Fig. 5.1 to explain the impact of error propagation. By the scheduling
introduced in [1], at the i-th slot, i€ {5,7,-- -}, the source A (B) transmits the XOR
result of X (Y#) and the estimated Y%s (X %3) in the last slot. For example,
at the fifth slot, source A transmits XOR result of X3 and Y; obtained in the fourth
slot. The relays transmit XOR results of the two network-coded symbols obtained in
the last slot and the last three slots. For example, at the fifth slot, the second relay
transmits Xo@Y5, which is the XOR result of the network-coded symbol XoBY1BYoBX,
obtained in the fourth slot and that X; ®Y; obtained in the second slot.

The above scheduling may result in infinite end-to-end estimation errors. In
Fig. 5.1, consider the case that the estimation of X,@®Y] is erroneous at the first
relay at the third slot. The transmitted symbol from the first relay at the fourth
slot, i.e., Xo@®Y], is erroneous accordingly. The impact on the following slots are
marked in the figure, where the check and cross mark means the corresponding sym-
bol is correct or in error, respectively. Note that, although at the fifth slot the binary
results of X3@®Y); and Xo@ Y, are both erroneous at the first relay and the second
relay, respectively, the resulting network-coded symbol X3&Y5 at the second relay at
the sixth slot is still erroneous by XOR the previous erroneous network-coded symbol
Xo®Y;. We can easily find that all the end-to-end estimations of Y;, i € {1,2,---}
and X;, i € {2,3,---} at the sources are erroneous. Thus, improperly utilizing re-
ceived information in the previous slots can result in serious error propagation. How
to control and minimize error propagation is an important issue in multi-hop PNC,

which directly determines the end-to-end throughput.
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5.3.4 Mutual-interference in multi-hop PNC

Different from the traditional PNC with a single relay, in multi-hop, the received
signals at any node not only contain useful information from neighboring nodes,
but also possible mutual-interference from all other transmitting nodes depending on
scheduling [106, 107]. For example, consider the multi-hop PNC with three relays
as shown in Fig. 5.1. When the first relay receives two useful signals from source A
and the second relay, it also suffers from mutual-interference from source B. Similar
mutual-interferences exist for other nodes. With the increase of the number of relays,
one receiver may suffer from the mutual-interference from more than one node.

In this chapter, for a fair comparison, the total transmission power at all the nodes
in any two continuous slots are fixed and denoted as 2FE,. The distance between
sources A and B is d (m) and the path-loss exponent is . The end-to-end SNR (dB),

e., SNRyp, is defined as the single-hop SNR considering the direct transmission
without PNC, which can be expressed as

Ebd_

SNRg(dB) = 101logo(— 5~ 9 ) (5.6)

where SNR,;(dB) denotes the direct transmission from the two sources without PNC

with transmission power FEj,. For multi-hop PNC with N relays, the transmission

2E,
N+2> N+1

Different from traditional PNC with a single relay, in multi-hop PNC, due to the
mutual-interference, SINR should be considered for any node instead of SNR. The
SINR (dB) for the k-th node, k € {1,2,--- | N + 2}, is

power for each node is and hop-distance between any two nodes is equally?®.

o (L)‘“

SINR,(dB) = 101og,, =y o f“ Nl permy P
2B, ((2i+1) 2B, ((2/+1)d\ _q
2‘72+Z 5O ) +Z Nas( Jj\7+1 )
(5.7)
where 30 () =0, Z R ]3[5—’]2((2]1\;7—:-11) )~ and Z] 1 e ;ﬁ"z((zjj\;ll)d)_a are the sum

of the interference from the nodes on the left-side and the right-side of the k-th node,
respectively. From (5.6) and (5.7), when the end-to-end SNR,;, (dB) is sufficiently
large, it is easy to find that SINR,(dB) will be upper bounded by 10« log;,(3), where 3
is determined by the distance ratio of the closest interference node, i.e., 3 hop-distance

away, and the neighboring node.

3The impact when the relays are not equally located are studied in Sec. 5.6.3.
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5.3.5 Proposed multi-hop PNC designs

In this chapter, depending on the operations of the sources and the relays, we pro-
pose two multi-hop PNC designs, D-MPNC and S-MPNC. The error propagation
and mutual-interference issues are well addressed in both designs. In D-MPNC, the
operations of relays are the same as that in the traditional PNC with a single relay,
i.e., to demodulate the superimposed symbols from neighboring nodes and directly
broadcast network-coded symbol constructed from demodulation results. In other
words, previously received information are not utilized by the relays in D-MPNC. In
S-MPNC, we target to obtain and generalize multi-hop PNC design in terms of the
optimal end-to-end BER. All of the sources and relays are able to apply the previously
received information in S-MPNC. The key issues in the D-MPNC design include how
the sources identify received symbol combination from neighboring relays and how to
design a generalized decoding algorithm for the sources as received symbol combina-
tion varies with slots. The key issues in the S-MPNC design include how to properly
apply previously received information to minimize the error propagation impact, how
to design the generalized decoding algorithm at the sources, how to minimize end-to-
end BER and maximize end-to-end throughput and how to generalize S-MPNC with
an arbitrary number of relays. We elaborate the designs of D-MPNC and S-MPNC
in Sec. 5.4 and Sec. 5.5, respectively.

5.4 Design of D-MPNC

In this section, we provide the design of D-MPNC. D-MPNC benefits from simple
implementation, as the functions of relays are the same as that of traditional PNC
with a single relay, i.e., to receive superimposed signals and broadcast network-coded
symbol directly. We illustrate the design of D-MPNC and obtain the bound of end-
to-end BER for D-MPNC.

5.4.1 Procedure of D-MPNC

The procedure of D-MPNC with an odd number of relays can be summarized as
follows:

1) The sources and the even-index relays transmit at the i-th slot, i€{1,3,---} and
receive at the (i + 1)-th slot. The odd-index relays transmit at the (i + 1)-th slot and

receive at the i-th slot.



92

(a) D-MPNC with N = 5. (b) D-MPNC with N = 4.

Figure 5.2: Transmission graph of D-MPNC.

2) The source A and B transmit X i1 and Y%, respectively, at the i-th slot, @ €
{1,3,--- L.

3) All the relays directly transmit the network-coded symbol obtained in (5.2) at the
transmitting slots, which is the same as that of traditional PNC with a single relay.

The D-MPNC with even-number N relays can be extrapolated from the D-MPNC
with N+1 relays by letting source B transmit XOR result of Y%- ,1€{2,4,---} and the
last received binary information, where NV is number of the relays. We use Figs. 5.2(a)
and 5.2(b) as two examples to explain the procedure of D-MPNC, which show the
transmission graph of D-MPNC with N =5 and N = 4, respectively. In Fig. 5.2(a),
the first four slots are initializing slots, as the first two target information X; and
Y: have not been delivered to the other source. From the fifth slot, two sources
can exchange two packets end-to-end by every two slots. Thus, when the number
of transmission slots is sufficiently large, the end-to-end throughput upper bound is
one symbol per symbol duration as two packets are delivered in any two slots. In
Fig. 5.2(b), it shows that D-MPNC with N = 4 can be extrapolated from D-MPNC
with N = 5 by letting source B transmit the XOR result of Y%, i€{2,4,---} and the
last received binary information. For example, at the 4-th slot, source B transmits
Yo @Y.

From Fig. 5.2, we can see that with the increase of transmission slots, the transmit-
ting symbol at the relay may be an XOR result of a symbol combination containing
more and more symbols. However, it is unnecessary for the relay to identify any bit
in the symbol combination. For the relay perspective, it simply receives two superim-

posed signals from the neighboring nodes and broadcasts the network-coded symbol
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obtained by (5.2) without knowing the details of symbol combination. Note that the
challenge part is that how the sources identify symbol combination from neighboring
relays in (5.5) and then extract the target information from the other source, which

is discussed in the next subsection.

5.4.2 Design of the decoding algorithm for D-MPNC

The generalized decoding algorithm for D-MPNC is provided in this subsection, which
specifies the iteration algorithm for the sources to extract the target information of
the other source from the obtained symbol combinations. The first step for the source
is to identify the received symbol combination from neighboring relay, which varies
with slots. The second step is to extract the target information from the identified
symbol combination by a generalized algorithm. We use D-MPNC with N =5 in
Fig. 5.2(a) as an example to illustrate, followed by concluding D-MPNC designs with

other numbers of relays.

Identifying the received symbol combination

At the i-slot, i € {2,4,---}, for source A, the target symbol to be estimated from
source B is Yi—NTH, because symbol Yi—NTJrl takes N + 1 slots to be delivered from
source B to source A. The precondition for source A to extract the target information
Yioya is to identify the symbol combination of S, , in (5.5). For D-MPNC, the
sources can identify the received symbol combination of S, ; according to a graph-
based algorithm. Considering D-MPNC with N =5 as shown in Fig. 5.2(a), the
graph-based algorithm is described as follows:
1) Generate a tree with the root of relay R; at the i-th slot, i €{6,8, - }.
2) Visit the two neighboring nodes of all the roots at the (i — 1)-th slot. If any node
is not a source node nor it is visited twice, update it as a new root.
3) Generate edges connecting root R; at the i-th slot with the new root and the
visited source at the (i — 1)-th slot.
4) Repeat steps 2) and 3) until the first slot is considered.
5) The received symbol combination at source A at the i-th slot, i.e., S, ,, is the XOR
combination result of all the symbols at the source nodes visited.

We provide an example to explain the above graph-based algorithm. In Fig. 5.2(a),
the received symbol combination at source A at the sixth slot can be obtained by

selecting the relay R; at the sixth slot as the root in step 1). In step 2), visit source
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A and relay Ry at the fifth slot. Update Ry as a new root as it is only visited once.
In step 3), generate two edges connecting root Ry at the sixth slot with source A and
Ro at the fifth slot, respectively. In step 4), steps 2) and 3) are repeated until the
first slot is visited. In step 5), the symbol combination of S, ; at the sixth slot can be
= X3P X,PY.

By observing the tree generated in the graph presented in the red edges, we can

expressed by XOR all the symbols at the source nodes visited, i.e., Sy,
easily find that the received symbol combination S, ; at source A follows a pattern
of X;0X, 1Y, o®X; 3BY;_4--- until the index is 1.

Generalizing the iteration decoding algorithm

The graph-based algorithm identifies the received symbol combination at the sources
from neighboring relays. We target on generalizing the decoding algorithm for D-
MPNC by the help of the pattern obtained from the graph-based algorithm. We
use D-MPNC with N =5 as an example, where source A (B) can extract the target
information from the received symbol combination by an iteration decoding algorithm
summarized as follows:

1) Maintain two buffers denoted as B; and Bs, which are initialized as B; = 0 and
B, = X; at source A (B).

2) At the i-th slot, 1€ {6, 10,14, - - - }*, obtain S’Tl’i by (5.5). Extract Y; zgﬁyi@Xﬁz@
X;1®By, j=1-2. Update By=X;2®S,, ..

3) At the i-slot, i € {8,12,16,---}, obtain S, , by (5.5). Extract Y; =S, ,®X;1.®
X;11® By, j= £—2. Update Bo=X;,28S5,, .

For example, at the sixth slot, }A/l can be obtained by Yl = S’TLG@X?)@XQ@BI,
where S'TLG = X3€BX269Y1 and B; =0 by step 1), and then Bj is updated to be
X @Yl. At the tenth slot, }73 can be obtained by Yg = ST171069X5®X4@31, where
SYTMO :X5EBX465}A/3@X2@Y1, and then Bj is updated to be Xmﬂ%@)@@ffl. Note
that by the above iteration decoding algorithm, although S, ,, B; and B, are the
XOR combination of multiple symbols, the sources only need to maintain two binary
results in buffers B; and B without identifying any individual symbol in the symbol

combinations.

4The sixth slot is the first slot that the target information Y7 is delivered from source B to source

A.
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5.4.3 Decoding algorithm of D-MPNC with other numbers

of relays

When N =1, D-MPNC deteriorates to the traditional PNC with a single relay. The
traditional PNC decoding algorithm can be directly applied.

When N =3, the received symbol pattern can be obtained according to the graph-
based algorithm described in Sec. 5.4.2, i.e., at the i-th slot, i€ {4, 6, - - - }, the received
symbol combination at source A is Xi®Xi 169Y2 .- Thus, the iteration decoding
algorithm applied at source A is to extract Yz 1 :ST1 @B by maintaining one buffer
initialized with B=X,® X; and updated by B X§EBX%71.

When N = 7, according to the graph-based algorithm, at the ¢-th slot, i €
{8,10, - - - }, the received symbol combination at source A is X%@X%_leBX%EBY%_l.
Thus, the iteration decoding algorithm applied at the source A is to extract Y%- 3=
Sr,;® B by maintaining one buffer initialized with B =X,® X3®X; and updated by
B:X%@X%_l@X%_g).

The design of D-MPNC with even-number N can be extrapolated from D-MPNC
with N+1 relays. To generalize D-MPNC with an arbitrary number of N is challeng-
ing, because the transmission patterns of D-MPNC with different N are dynamic.
For D-MPNC with N > 7, we can first design the case when N is an odd number
and then obtain D-MPNC with (N — 1) by extrapolating from D-MPNC with N. To
design the iteration algorithm for D-MPNC given N, we first need to identify the
received symbol combination at the sources according to the graph-based algorithm
described in Sec. 5.4.2, and then generalize the pattern of received symbol combi-
nation, followed by designing the iteration decoding algorithm with the help of the

symbol combination pattern.

5.4.4 End-to-end BER analysis of D-MPNC

One of the main concern for multi-hop PNC design is the error propagation issue. In
this section, we analyze the end-to-end BER performance of MPNC, which is defined
as

Peoe = (P{X # X} + P{Y £ Y})/2. (5.8)

For the multi-hop path with N relays, the per-hop distance is assumed the same.
The transmission procedure of MPNC includes multi-access and single-hop transmis-

sions, which should be studied separately. We first obtain relay mapping error rate
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(PLor) of the multi-access transmission and single-hop transmission error rates (P,
and Py ) for the traditional PNC with a single relay, and then study the end-to-end
BER for PNC with multiple relays.

Traditional PNC with a single relay

We first provide the end-to-end error performance of traditional PNC with a single
relay. Denote the channel gain over source-relay link between source A and the relay
and between source B and the relay as H, and H,, respectively, where H, and H,
are complex numbers. According to [94, 108], for the AWGN channels, the error

performance of the multiple-access transmission can be estimated by

Pxor = 21:)96(07 ) + 2P0€(%,7r)7 (59)

where Poefo,zy = Ppcqsn oy and Poegzmp = Pyeyy sxy due to the symmetry of the
received constellation map at the relay. Define amplitude ratio and phase shift dif-

ference between H, and H, as v and 0, respectively, where H, = Hy7yexp(j#). Define

1 ¢ L?
Glp, L) = — —)d¢ 5.10
((b? ) 27T A eXp( 20_2 Sin2(6,)) I ( )

we have
— yeos(6), .,

P9€(0 27T 27T/ {G + tan™ ( ’ysm(@) )7Hb) (511)

_ -1, = 005(9) 2

—I-G(2 + tan (—sin(e) ), H;)}de,
T—3 2 T—3 2

Pge(gﬂr) ~ G(7r, Hb) + G(W,Ha). (5.12)

2
Note that (5.11) is valid for the case of ¥ < 1. When v > 1, we need to swap H,
and Hy in (5.11). The error performance of multiple-access transmission P,,,. can be
obtained by substituting (5.11) and (5.12) into (5.9).

The BER of single-hop transmission P;, over link between source i € {a,b} and
the relay can be obtained by
1 [ H?

P, = — i e, 5.13
21, exp(202 sinz(e’)) (5.13)
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Figure 5.3: Theoretical vs simulation.

where i € {a,b}. Thus, end-to-end BER performance can be obtained by

P$ar 2_P(ZT_P r 1_onr Pa’r P r
Pe2e — ( ) b, )+2( )( , + b, ) (514>

The theoretical and simulation comparison is shown in Fig. 5.3, we can see that (5.9)

and (5.14) match the simulation results well.

End-to-end BER bound of D-MPNC

We first study the error propagation impact in D-MPNC, we will show that the
error propagation caused by a single estimation error at the relay can be bounded by
constant bits, and the end-to-end BER can be bounded by the sum of the individual
effect of the multi-access and single-hop transmission errors. We use the case of
D-MPNC with N =5 as shown in Fig. 5.4 to explain.

Consider the case that if and only if the superimposed symbol at R; at the fifth
slot is in error as shown in Fig. 5.4. The received symbol combinations at A in the
sixth and eighth slots are in error, which result in the erroneous estimations of Y; and
Y5, respectively. Similarly, the estimation of X3 in the tenth slot at B is erroneous.
Note that in the seventh slot, the superimposed symbol at R, is erroneous, as it is
superimposed by the correct symbol from A and the erroneous symbol from Rs. In the
tenth slot at A, although the received symbol combination, i.e., Xs®X,PY3PHXoPY7,

is correct, the estimation of Y3 is still erroneous as the previous estimation of Y; is
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Figure 5.4: Bounded error propagation in D-MPNC.

erroneous. After the tenth slot, all the estimations of the following bits are correct
at both A and B. In other words, the error propagation effects are bounded by four
bits in error, i.e., Y7, Y5, Y3, X3, which is briefly proved below.

From Fig. 5.4, we observe that the pattern from slot 12 to slot 15 is the same
as that from slot 8 to slot 11, and repeats in a four-slot period. We first consider
the bits received by source A. In the i-th slot, i € {12,16,-- -}, the received symbol
combination by A, X i b X i _1®Y%- _o - Yo Xy, is erroneous. However, each of them
contains one erroneous estimation on Y5. Thus, all the estimations of Y}, Yy, --- are
correct. In the j-th slot, where j € {14,18,---}, the received symbol combination
X i o X i @Y% o Y3@Xo @Y is correct. Each of them contains two erroneous
estimations Y3 and Y7, which results in a correct XOR result. Thus, the estimations
of Y5,Y7, -+ are correct. For B, at the i-th slot, i€ {12,16, - -- }, the received symbol
combination Y:@Y: ,©Xi_,--- XDV is correct, and each of them contains the correct
information only. Thus, the estimations of X4, Xg, -+ are correct. In the j-th slot,
where j € {14, 18, -- - }, the received symbol combination Y%@Y% _EX i X0Yod X,
is erroneous, and each of them contains one erroneous estimation X3 only. Thus, the
estimations of X5, X7,--- are correct. In summary, the estimations after the tenth
slot are no longer affected by the error at R; in the fifth slot.

In general, if and only if single multi-access estimation error happens at relays Ry,

Rs, R3, Ry and Rj, it will result in 4, 2, 4, 2 and 4 bits end-to-end estimation errors,
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Table 5.1: End-to-end BER bound of D-MPNC

=

End-to-end BER bound

3 1 3
§P$OT7R1 +P1‘07‘7R2 + §Pa,r + §Pb,r

3 3 1 1
§Pxor7R1 +me"7R2 + §Pxor7R3+ §Pa,r + §Pb,r

2onr_R1 _'_P:Eor_Rg + 2Pxor_R3 +Pxor_R4 + Pa,r + 2Pb,r

2Pxor7R1 +Pxor7R2 + 2Pxor7R3 _'_PxOT’iRzl + 2Pxor7R5 + Pa,r + Pb,r

2Pxor7R1 + %PxoriRg + ngoriRg +Pxor7R4 + gpxorilﬁ + %PxoriRg + %Pa,r + 2Pb,7“

222%22

I
~| o o | ol o

2PxorﬁR1 + %PxoriRQ + ngoriRg + P:coriR4 + ngoriR{‘_
%PxoriRg + 2Pxor7R7 + %Pa,r + %Pb,r

respectively. Similarly, if and only if single-hop transmission error from Ry (Rj5) to
source A (B), it will result in two bits in error. Note that when there are more than
one multi-access and single-hop errors, the impact of multiple errors can be partly
canceled. For example, if both of the multi-access errors happen at Ry and Rj at the
fifth slot, it will result in 2 bits in errors, i.e., only X, and Y; are in error, instead of
8 bits in error. Thus, the end-to-end BER can be bounded by summing the impacted
bits of single multi-access and single-hop transmission error. The end-to-end BER
bound of D-MPNC with N =5 can be obtained by

Z?:l wiP:pm‘iRi + 2P(z,r + 2Pb,r

PeQe = 9 )

(5.15)

where P,,, g, denotes multiple-access error probability at relay I; and coefficients
w; = {4,2,4,2,4} denotes numbers of end-to-end bit estimation errors impacted by
error propagation. Different from traditional PNC with a single relay, in multi-hop
PNC, the impact of the mutual-interference should be considered. For each receiver,
SINR should be considered instead of SNR. Thus, in (5.15), to calculate P,or g;, Pas
and Py, the noise spectral density 202 in (5.9)-(5.13) should be updated as

1554 LN+2 o

9 2 5.16
g +ZN+2 N+1 Zl N 1ol N+1 ) (5.16)

from (5.7) by considering the mutual interference.

For D-MPNC with other N, the end-to-end BER bound can be obtained similarly
as the analysis for D-MPNC with N =5. The end-to-end BER bound for D-MPNC
with NV from 2 to 7 are summarized in Table 5.1. Note that when N is even, at source

B, if the received symbol from relay Ry is estimated in error, it will further impact on
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the correctness of transmitted symbol from source B in the next slot. For example,
for D-MPNC with N = 2, we have

wlpmoriRl + w2Pac07“7R2 + Pa,?” + (1 + wQ)Pb,T

PeQe = 9

(5.17)

where w; =3 and wy=2.

5.5 Design of S-SMPNC

In this section, we present the design of S-MPNC, which targets on maximizing the
end-to-end throughput and generalizing design of multi-hop PNC with an arbitrary
number of relays. The received information in the previous slots are properly applied
at the sources and relays in S-MPNC. There is a tradeoff between applications of
D-MPNC and S-MPNC as discussed in Sec. 5.5.4.

5.5.1 Generalization of S-MPNC

D-MPNC benefits from simple implementation as the operations of relays remain
the same as that of traditional PNC with a single relay. However, in D-MPNC, a
single multiple-access error at the relay may result in more than 2-bit end-to-end
estimation errors especially when the number of relays is large. By properly applying
the previously received information at the relays, we propose and generalize S-MPNC
where single multiple-access error at the relay or single-hop transmission error at the
source will only result in 2-bit end-to-end estimation errors.

A straightforward explanatory graph of for the generalization of S-MPNC is shown
in Fig. 5.5. Note the final generalization of S-MPNC needs slight modification as
explained later. In Fig. 5.5, each of the sources and relays maintains a buffer which
stores the last received binary result or the network-coded symbol obtained by (5.2),
respectively. All the sources and relays transmit the XOR result of the target infor-
mation, i.e., the source data for the source and network-coded symbol for the relay,
and the information stored in the buffer, and then update the buffer by newly re-
ceived binary result. For example, in Fig. 5.5(a), at the third slot, source A transmits
Xo® X 18Y1, where X5 is the target information and X;®Y] is the last received binary
result in the second slot and stored in the buffer. At the fourth slot, the relay broad-
casts Xop Yo X1PY7, which is the XOR result of the newly obtained network-coded
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(a) S-MPNC with N=1. (b) S-MPNC with N=2. (¢) SSMPNC with N =3.

Figure 5.5: Generalization of S-MPNC.

symbol Xo®X BY1PYodY 16X, = XodY; in the last slot and the network-coded symbol
X;@Y; obtained at the first slot and stored in the buffer. Comparing Figs. 5.5(a),
5.5(b) and 5.5(c), we can easily observe that the kernel part marked by the red dashed
square is always the same with the increase of relay number. Thus, it can be extended
and generalized for an arbitrary relay number N.

Note that the above explanations help to identify the relations of S-MPNC with
arbitrary number of relays and prove that S-MPNC can be generalized. However,
the final generalization of S-MPNC needs modifications for operations of the sources
and source neighboring relays in order to minimize the impact of error propagation.
Considering the symbol combinations of the relays that are not source neighbors, the
following two operations are equivalent:

1) Operation-1: both sources and their neighboring relays simply transmit the target
information, i.e., the same as that of traditional PNC with a single relay.

2) Operation-2: both sources and their neighboring relays transmit the XOR, result
of the target information and the last binary information or received network-coded
symbol, i.e., as that shown in Fig. 5.5 without erasing the bits marked by the red
dashed lines.

Note that Operation-1 and Operation-2 refers to erasing or without erasing the
bits marked by the red dash lines in Fig. 5.5. Operation-2 is the straightforward
explanation introduced above and Operation-1 will lead to the final generalization of
S-MPNC.

We give an example to compare these two operations. In Fig. 5.5(c), erasing the
bits marked by the red dashed lines, i.e., Operation-1, and remaining these bits, i.e.,

Operation-2, have the same impact to the symbol combination at the 2-th relay. From
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Operation-2, we can easily observe the pattern of the S-MPNC generalization with an
arbitrary number of relay. However, considering the error propagation of the single-
hop transmission from the sources’ neighboring relays to the sources, Operation-1
outperforms Operation-2 in terms of end-to-end BER. Thus, an equivalent transfor-
mation from Operation-2 to Operation-1 referring to the symbol combinations at the
relays is necessary for the final generalization of S-MPNC.

The generalization of S-MPNC with an odd® number of relay N can be summarized
as follows:

1) The sources transmit X; and Y; at the i-th slot, i€{1,3,-- -}, respectively.

2) The j-th relay, j € {2,4,--- ,N—1} transmits at the i-th slot, i € {1,3,---} and
receives at the (i+1)-th slot. The j-th relay, j € {1,3,---, N}, receives at the i-th
slot, 1€{1,3,---} and transmits at the (i + 1)-th slot.

3) The operations of the sources’ neighboring relays are the same as that of the
traditional PNC with a single relay or D-MPNC. The other relays broadcast the XOR
results of the newly received network-coded symbol and the last received network-
coded symbol®.

The transmission graph after erasing the binary bits marked by the red dashed
lines in Fig. 5.5 can be obtained by the above generalization. We use an example to
explain the generalization of S-MPNC. By criteria 1) and 2), S-SMPNC with N =1
deteriorates to the traditional PNC with a single relay as shown in Fig. 5.5(a), where
the binary bits marked by the red dashed lines are erased. Criterion 3) can be
explained in Fig. 5.5(c), where the operations of the two relays neighboring to the
sources are the same as that in traditional PNC with a single relay or D-MPNC.
However, the second relay needs to broadcast the XOR result of the newly obtained
network-coded symbol and the last obtained network-coded symbol.

Note that criterion 3) can be achieved by maintaining and updating a buffer at
each of the relays except the sources’ neighboring relay(s). At each transmitting slot
1 of the relay, the buffer stores the previously obtained network-coded symbol at the
(i—3)-th slot, and then be updated to store the newly obtained network-coded symbol
at the (i—1)-th slot.

5When N is even, source B needs to transmit with one-slot delay compared to source A as shown
in Fig. 5.5(b).
6Tt can be achieved by maintaining a buffer at each of relays.
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5.5.2 Generalizing iteration decoding algorithm of S-MPNC

Similarly to the decoding algorithm design of D-MPNC, in S-MPNC, the sources
first need to identify the pattern of received symbol combinations from neighboring
relays, and then extract the target information from the symbol combinations. We
use source A as an example to introduce the decoding algorithm design at the sources
and decoding algorithm at source B is similar. At the i-th slot, i € {2,4,---}, the

received symbol combination at source A from the first relay can be expressed as

. . i N
Spy = Yinn @ Zm){m =Y DY, (5.18)

n—=

where 211 T = 1Dy Dy defines mod-2 summation and f/] =0if 5 <0. Sm

is estimated binary result from R, and the target estimated symbol from source B is

~ i—N—1 .

Yi-n+1. Note that in (5.18), >, 2 Y, denote the summation of mod-2 addition of
2 .

all previous estimations of Y;, je{1,---, =2},

Source A needs to apply and update a buffer denoted as B, by an iteration de-
coding algorithm. The coding algorithm of S-MPNC at source A can be summarized
as follows:

1) At the i-th slot, i € {N+1, N+3,---}, obtain symbol combination S, by (5.5).

2) Extract target information YH;H from Sm by
f/z-,gﬂ =8, . ®B,®Xy_1, (5.19)

where buffer B, is initialized as X;® X, - - - Xn_o at the (N+1)-th slot.
3) Update buffer B,=S,, .

We use an Fig. 5.5(c) as an example to explain the decoding algorithm of S-
MPNC. In step 1), at the fourth slot, which is the first slot that source A receives the
target information Y] from source B. Source A receives and obtains the estimation of
symbol combination S’Tu by (5.5), which can be expressed as S,.M = X,® X, @Y, by
(5.18). In step 2), source A can extract the target information Y = 5'7«171,@81169)(2,
where buffer B, is initialized as X;. Finally, buffer B, is updated to store the received

binary result S,.. . which will be further applied to detect Y; at the sixth slot.

1,07 :

Note that in (5.18), .2, X,, is always correct as it is known by source A. S’TM
i—N—-1 .

is the estimation of the received symbol combination from Ry and ), Y, is the

summation of all the previous estimations of Y;, j € {1,--- ,Z_NT_I} Thus, both of

them may be erroneous. However, in the next subsection, we will show that the
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error prorogation of the single multiple-access error at the relays or the single-hop
transmission from R; (Ry) to source A (B) will be 2-bit end-to-end estimation errors.
If more than one multiple-access and single-hop errors happen, the end-to-end BER
of S-MPNC will be bounded by considering the summation of the individual impact

of each error events.

5.5.3 End-to-end BER analysis of S-MPNC
S-MPNC can achieve the end-to-end BER bound expressed as

N
Z PmorﬁRi + Pa,r + Pb,m (520)
i=1

where P,,. g, is the error rate of the multiple-access transmission at the i-th relay,

i€{1,2,---,N}, and P,, and Py, are the single-hop transmission error rate from
relay Ry (Ry) to source A (B).

Impact of the error propagation

We first consider the single multiple-access error at any of the relays. For the j-th
relay, at the i-th slot, if and only if the obtained network-coded symbol S,Aj}i is in
error, it will result in 2-bit estimation error at each source, i.e., the estimations of
ffw and X i=i Are erroneous.

Proof: If and only if S,ﬂj,i is in error, the errors will propagate to the neighbor nodes
in the following slots as shown in Fig. 5.6(a). The received or transmitted symbols of
the nodes in shadowed region will be erroneous’. The binary estimation error starts
from S, , and propagates to Ry and Ry in j slots and (N—j) slots, respectively. The

first erroneous symbol combination at source A from R; is

itj itj-N-1
. . s N1
S () S & D (5.21)
. i+ i+j=N-1 .
where S, . . is erroneous and ) > X,, ® ) ,_,> Y, is correct. Thus, end-to-end

estimation Yit;-~11 is erroneous. Similarly, end-to-end estimation Xi-; is erroneous
2 2

at source B.

"The information transmitted from the sources are always correct in S-MPNC as no previously
received information is applied in the transmitted signals.
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(a) Case 1. (b) Case 2. (c) Case 3.

Figure 5.6: End-to-end BER bound analysis of S-MPNC.

However, we will show that all other end-to-end estimations after Vitson+ and
2

X, are correct. The estimation of Yii;-n+s can be obtained by
2 2

. R i+ji+2 itj—N+1
2 2
STLHJ.JFQ = Yi+j—2N+3 D E - X, ® E - Y., (5.22)
R itj—N+1 Sht2 .
where S, ..., and > Y, are erroneous and ), 2, X,, is correct. Thus, end-

to-end estimation Yir;—n-s is correct. For any ?k, k> w, as in (5.22), the term
on the left-side of ‘=’ aild the third term on the right-side of ‘=" are always erroneous,
and the second term on the right-side of ‘=" is correct. Thus, the target information
in the first term on the right-side of ‘=" is correct. We can similarly obtain that all
X, k> ’%ﬂ are correct. Thus, single multiple-access error at any relay will result in
2-bit end-to-end estimation errors.

Second, we study the impact of individual single-hop transmission error from relay
Ry (Ry) to source A (B). If and only if an error happens over the hop from R; (Ry)
to source A (B), which will result in 2-bit end-to-end estimation errors at source A
(B).

Proof: At the i-th slot, i€ {N+1, N+3,-- -}, the received symbol combination at

source A from the first relay is

7 i—N-—1
. . i S
Spyy = Yienn @ Zmlem ® anl Y. (5.23)

The target information Yi—n11 is erroneous as the estimation of symbol combination
2

N

Sy, is erroneous. In the (i 4 2)-th slot, i € {N+3, N+5,---}, the received symbol
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combination is

42 i—N+1
5 A~

sz = Yienas @ Zmlem ® anj Y,,. (5.24)

The target information Yi-n+s is erroneous as the estimation of symbol combination
2
~ i=N¥1 .
Sry .., is correct, but > 7 Y, is erroneous due to the erroneous Yi-ny+1. However,
’ 2
i~N+3
2

it is easy to see that any Yk, k > is correct as the errors in Y# and
Y# cancel. Thus, the single-hop transmission error will result in 2-bit end-to-end
estimation errors.

Third, we study the cases when there are more than one multiple-access and
single-hop transmission errors. When more than one multiple-access and single-hop
errors, the total end-to-end estimation errors are smaller than that of summing each
error probability individually, as the fact that the impact of multiple errors may
cancel each other. We provide two examples as shown in Figs. 5.6(b) and 5.6(c)

to explain. In Fig. 5.6(b), the error regions caused by erroneous estimations §r2,4
and S

s, are canceled, which will result in 2-bit estimation errors, i.e., ¥; and Y5,

instead of 4-bit end-to-end estimation errors. Erroneous Y is caused by the impact
of the erroneous estimation Y;. In Fig. 5.6(c), if two multiple-access transmission
5}274 and single-hop transmission 5'7.1‘6 are erroneous, which will result in 1-bit end-
to-end estimation, i.e., X, is erroneous, instead of 4-bit end-to-end estimation errors.
Thus, When more than one multiple-access and single-hop errors happen, the total
end-to-end estimation errors are smaller than that of summing the bit errors caused
by each of the error event individually. Thus, an end-to-end BER bound in (5.20)
can be achieved by S-MPNC.

Impact of the interference from other transmitting nodes

In multi-hop PNC, for each receiver, the mutual-interference from other transmitting
nodes should be considered. To calculate P, g,, P, and Py, in (5.20), the noise
spectral density 202 in (5.9)-(5.13) should be updated as (5.16). Note that in multi-
hop PNC, the impact of mutual-interference and error propagation are independent.
The impact of error propagation are caused by the properties of network-coded and
multi-hop topology, which can be optimized by properly applying previously received
information and designing the symbol combination pattern. The impact of mutual-
interference are caused by physical channels, which can be optimized by enlarging
the hop-distance of interference nodes. However, end-to-end throughput will also be

negatively affected by enlarging the hop-distance of interference nodes due to the
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reduction of overall transmission efficiency.

5.5.4 Comparison between D-MPNC and S-MPNC

In this chapter, we propose two designs with different design purposes. D-MPNC
benefits from simple-implementation, as the operations of all relays are exactly the
same as that of traditional PNC with a single relay. Also, the sources simply transmit
target symbol when the number of relays are odd, which is the same as that of the
traditional PNC with a single relay. The key issue is the detection of target symbol
from the other sources in the obtained symbol combination as elaborated in Sec. 5.4.2.
Thus, in D-MPNC, all the relays remain the same and simple operations. To upgrade
from traditional PNC with a single relay to D-MPNC, only the detection algorithm
at the sources are required to be upgraded, which can be easily achieved by software
upgradation. S-MPNC targets for the optimal end-to-end BER by taking advantage
of the previously obtained information. The relays except the source neighboring are
equipped with one-buffer to store the previously obtained information and updated
these information in every two-slot. In other words, the source neighboring relays and
other relays have different operations as discussed in Sec. 5.5.1. At the initializing
stage, the sources need signaling to inform the relays whether they are or not the
sources’ neighboring. The end-to-end BER bound of D-MPNC and S-MPNC are
summarized in Table 5.1 and (5.20), respectively, and further compared in Sec. 5.6.1.
From the end-to-end BER perspective, S-MPNC outperforms D-MPNC benefiting
from the better error propagation control. To summary, there is a tradeoff between
D-MPNC and S-MPNC depending on the implementation complexity and throughput

gain.

5.6 Performance Evaluation

In this section, the performance of the proposed multi-hop PNC schemes are evalu-
ated. For any PNC scheme, we let the total transmission power in any two continuous
slots be 2E}, and all the nodes equally share the total transmission power. The nodes
are located in a linear topology. The average received SNR of all links are propor-
tional to d~¢, where d is the transmission distance and « is the path-loss parameter.
We studied the performance of D-MPNC and S-MPNC under both AWGN and Ri-

cian channels with various parameter settings, and the impact of relay locations in
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multi-hop PNC are further studied.

5.6.1 Performance of end-to-end BER under AWGN chan-

nels

The end-to-end BER performance of D-MPNC and S-MPNC under AWGN channels
are shown in Figs. 5.7 and 5.8. The X axis is the end-to-end SNRy;, (dB) by direct
transmission in (5.6). For traditional PNC with a single relay or multi-hop PNC with

i . 2B,
N relay(s), the transmission power for each node is %
d

each hop is %5. Thus, there is a tradeoff between the transmission power and hop-

distance. The path-loss parameter «, which is normally set to be from 2 to 6 [109], has

and transmission distance of

two impact on the performance of multi-hop PNC. Given the end-to-end SNR;, (dB)
in (5.6) and the distance d (m) between the sources, the larger « is, the SINR (dB)
of each hop in (5.7) is larger by shortening the transmission path. Another impact is
that a larger a reduces the impact of the mutual-interference from other transmitting
nodes to the receiver due to a larger path loss. The impact of the path-loss parameter
« are studied in this section.

The end-to-end BER performance of D-MPNC is shown in Fig. 5.7 with differ-
ent . In Fig. 5.7(a), the black curves are the end-to-end BER bound of D-MPNC
obtained in Table 5.1 and the red circle curves are the exact end-to-end BER per-
formance. We can see that when the BER is lower, the bound approaches the exact
end-to-end BER, because when BER is lower, the probability that more than one
multiple-access and single-hop errors happen in the same slot becomes smaller, and
individual multiple-access error or single-hop error dominates the end-to-end error
performance. Comparing Figs. 5.7(a), 5.7(b) and 5.7(c), we can see that « impacts
on the end-to-end BER performance. In Fig. 5.7(a), D-MPNC outperforms the tra-
ditional PNC with a single relay significantly due to a relatively larger SINR between
the neighboring nodes and a relatively smaller interference impact from other trans-
mitting nodes. In Fig. 5.7(c), the traditional PNC with a single relay outperforms
D-MPNC, as a relatively larger mutual-interference from other transmitting nodes
to the receivers and a relatively smaller gain from shortening the transmission dis-
tance. In Figs. 5.7(b) and 5.7(c), with the increase of end-to-end SNR,;, (dB), the
end-to-end BER performance converge with a larger relay number N. Because the
mutual-interference in multi-hop PNC also increases with the increase of SNR,; (dB),

and the SINR of two neighboring node approach to the upper bound. Further in-
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Figure 5.7: End-to-end BER performance of D-MPNC under AWGN channel.

crease SNR,;, (dB) will not help to improve the end-to-end BER, as the SINR of each
hop is upper bounded by 10alog;, 3 (dB) as explained in Sec. 5.3.4.

Fig. 5.8 compares the end-to-end BER performance of D-MPNC and S-MPNC
with different a. S-MPNC outperforms D-MPNC in terms of end-to-end BER, as S-
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Figure 5.8: End-to-end BER performance of S-MPNC under AWGN channel.

MPNC further reduces the error propagation effects by enabling the relays to properly
apply the previously received information. Note that the receiver in S-MPNC is also
impacted by the interference from other transmitting nodes, which is independent

to the impact of the error propagation. However, S-SMPNC always outperforms D-
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Figure 5.9: End-to-end BER performance of S-MPNC under Rician channels with
path-loss parameter o = 3.

MPNC in terms of end-to-end BER under arbitrary channels due to a smaller error
propagation effect. Fig. 5.8 identifies the end-to-end BER performance gap between
D-MPNC and S-MPNC, in the following section, we only present the performance of
S-MPNC, and the performance of D-MPNC can be easily inferred.

5.6.2 Performance of end-to-end BER under Rician channels

In the subsection, we study the end-to-end BER performance of S-MPNC under
Rician channels as shown in Figs. 5.9 and 5.10 with different path-loss parameter o
and Rician parameter K, .ian. Krician is the ratio between the power in the direct
path and the power in other scattered paths. Fig. 5.9 shows the end-to-end BER
performance of S-MPNC with a=3. In Fig. 5.9(a), when the end-to-end SNR,;, is
low, e.g., from -5 dB to 2 dB, S-MPNC outperforms the traditional PNC with a single
relay. However, the traditional PNC outperforms S-MPNC by further increasing
SNR,, (dB) as the increase of the mutual interference. Comparing Figs. 5.9(a) and
5.9(b), we can see that a larger end-to-end SNR,;, (dB) is required to maintain the
same BER level with a larger K. iciqn-

Fig. 5.10 shows the end-to-end BER performance of S-MPNC with a = 4. We can
see that with a larger @ = 4, S-MPNC outperforms the traditional PNC significantly.
In Fig. 5.10(a), for SSMPNC with N = 7, the end-to-end BER begins to converge
at about -8 dB, which implies the end-to-end BER performance will not improve by
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Figure 5.10: End-to-end BER performance of S-MPNC under Rician channel with
path-loss parameter a = 4.

further increasing the number of relays.

5.6.3 Impact of the relay locations

In this subsection, the throughput performance of S-MPNC and the impact of the
relay locations are studied. We let each block contains 256 bits, if any bit in the block
is estimated in error, the block is dropped without retransmission. The throughput
(bits/slot) is defined as the successfully received bits per slot by all the destinations.
The blue dotted curves in Figs. 5.11 and 5.12 show the throughput performance of
S-MPNC and traditional PNC with a single relay with different path-loss parameter
setting, where the relays are equally localized in a linear topology between the sources.
From Figs. 5.11 and 5.12, generally speaking, S-MPNC outperforms the traditional
PNC with a single relay in the lower end-to-end SNR,;, (dB) region, and the larger
the path-loss parameter and the smaller the Rician parameter K,;., is, the more
throughput gain S-MPNC can achieve compared to traditional PNC with a single
relay.

We also studied the impact of relay locations on the throughput performance of
S-MPNC. Note that for the symbol synchronization in the multi-hop PNC, we can
choose one node as the master controller. For example, if the first relay is selected
as the master controller, the signals from source A and the second relay will be

synchronized at the first relay in the symbol-level, and the transmitting time from
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Figure 5.12: Impact of non-perfect relay locations with path-loss parameter o = 4.

the fourth relay will be adjusted to guarantee that the signals from the second relay

and the fourth relay can be synchronized at the third relay. For S-MPNC with N

relays, we let the location of the j-th relay, j € {1,2,---, N}, follow a uniformed
d

_d_ _d_
distribution with mean NLH and standard variance oy = (’\\}%). Note that oy = (]\V/%)

is the largest standard variance to guarantee that two neighboring relays will not
overlap. Thus, the red solid curves in Figs. 5.11 and 5.12 show the lower bound of
the throughput performance of S-MPNC with different maximal standard variance
o, 1€{1,3,5,7}. We can see that the relay locations in multi-hop PNC also affect

the throughput performance due to the impact of the mutual-interference. The worst
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case is that the locations of three neighboring nodes, labelled as node-1, node-2 and
node-3, may be too close. In this case when the left-side node of node-1, labelled as
node-0, is the receiver, the interference from node-3 to node-0 would be larger enough
to impact the useful signals from the node-1. The hop between node-0 and node-1
will be the bottleneck of the multi-hop transmission, which domains the end-to-end

throughput performance of multi-hop PNC.
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Chapter 6

Conclusions and Future Work

6.1 Conclusion

In this dissertation, we have investigated the applications of PNC under the asym-
metric TWRC scenario, and further extended and generalized the single-relay PNC
to multiple-relay PNC.

In Chapter 2, based on the fact that the channel conditions of two source-relay
links in TWRC may not be similar, and the amount of the data exchange between
the sources may not be equal, we proposed the HePNC design. When the sources use
the same signal power to transmit, HePNC is favorable in the asymmetric TWRC
scenario, where the channel conditions of the two source-relay links are asymmetric,
and different modulations are selected by the sources. Note that HePNC can also be
applied in the symmetric TWRC scenario with a proper power control. Thus, the
HePNC design can extend the traditional PNC from the equal data exchange ratio
only to the flexible data exchange ratio determined by the modulation configurations.
The key issue in the HePNC design is to optimize the mapping functions at the
relay, which map the superimposed signals to the network-coded symbols. Under
the symbol-level synchronization, the optimal mapping functions can be obtained
according to the CSI of the two source-relay channels. We obtained and presented
the optimal mapping functions for several HePNC sample designs, and also presented
the guidelines of how to obtain the optimal mapping functions for other higher-order
modulation HePNC. In addition, we studied the end-to-end BER performance under
both AWGN and Rayleigh fading channels, and the performance of HePNC are also

conducted under extensive simulations.
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In Chapter 3, we studied how to integrate the channel error control coding into
the proposed HePNC design with link-to-link coding. The key issue when integrating
channel coding into the PNC-based scheme is the design of decoding algorithm at
the relay. We integrated the repeat accumulate codes into the symbol-level HePNC
proposed in Chapter 2 with link-to-link coding, where the relay tries to decode the
superimposed codewords transmitted from the sources. We proposed a full-state
sum-product decoding algorithm, where the input of the tanner-graph is the full-state
information of the superimposed signals, and the output is the network-coded symbol
optimized by the bit-level mapping. The proposed decoding algorithm outperforms
the existing ones for QPSK-BPSK HePNC in terms of the end-to-end BER.

In Chapter 4, motivated by the fact that under the asymmetric TWRC, the chan-
nel of the better source-relay link is not fully utilized in the BC stage of HePNC,
we proposed the design of hierarchical modulation physical layer network coding
(H-PNC). H-PNC achieves an additional data exchange between the relay and the
source with a relatively better source-relay channel by superimposing the additional
data flow on the PNC transmission. The channel of the better source-relay link can
be fully utilized, and the data exchange ratios between the two data flows are flexible
determined by the hierarchical modulation configurations. The design of H-PNC is
more challenging compared to HePNC, as in the multiple-access stage, part of the
message in the superimposed signals are required to be demodulated explicitly, and
part of them are mapped to the network-coded symbol directly. Under the asym-
metric TWRC, H-PNC outperforms the existing solutions in terms of the system
throughput by fully utilizing the channel of the better source-relay link.

In Chapter 5, we investigated the design and generalization of the multi-hop PNC,
where multiple relays located in a linear topology are scheduled to support the data
exchange between the two end sources. We proposed two multi-hop PNC designs,
the direct multi-hop PNC (D-MPNC) and the stored multi-hop PNC (S-MPNC).
In D-MPNC, the operation of each relay is exactly the same as that of the relay in
the traditional PNC. Thus, D-MPNC benefits from the simple implementation and
can be directly upgraded from the traditional PNC with a single relay. In S-MPNC,
the operations for different relays may not be the same, as part of the relays may
require to store and apply the previously obtained information. However, a better
end-to-end BER can be achieved by S-MPNC compared to D-MPNC by a better error
propagation control. The end-to-end BER bounds of both D-MPNC and S-MPNC
are obtained, and the throughput upper bound of both designs is 1 symbol per symbol
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duration, which is the same as that of the traditional PNC with a single relay. The
theoretical analysis and simulation results demonstrate the performance gain of the

proposed schemes in terms of the end-to-end BER and throughput.

6.2 Future work

For the future work that plans beyond this dissertation, there are still various open
issues of importance.

1. For the topic of channel coded PNC, the existing work mainly focused on the
design of symmetric channel coded PNC, i.e., the same channel codes are applied to
the sources. How to integrate various channel codes into HePNC is an open issue, as
different channel codes applied to the sources will require special decoding algorithm
designs at the relay. Also, when different channel codes are applied to the sources, the
decoding algorithm design at the relay is more challenging. Integrating the channel
coding into H-PNC is also an important research issue, which increases the complexity
compared to channel coded HePNC as the decoding output at the relay contains both
of the target message from source A to the relay and the network-coded symbol. Thus,
how to design the channel coded HePNC and H-PNC schemes with different channel
codes at the relay to provide different reliability priority is still an open issue.

2. For the higher-order modulation pair H-PNC, due to the complexity of the su-
perimposing constellation map at the relay, how to generalize the constellation design
and bit-symbol labeling for the arbitrary higher-order modulation pairs is worthy of
further research. In the multi-user multi-relay PNC scenario, the system groups two
sources and one relay to construct a PNC-group. The H-PNC technique introduced in
Chapter 4 can be applied to each PNC-group. However, different from the pure multi-
user PNC system, the grouping and scheduling algorithm in the multi-user H-PNC
scenario should further consider the data amount exchanged between the relay and
the BS, which is an interesting topic for further research. Opportunistic scheduling
is a link-layer solution, which considers the instantaneous PHY layer channel condi-
tions to schedule users with better channel conditions to transmit, aiming to achieve
multi-user diversity gain. H-PNC is a PHY-layer design, which considers the network
topology and channel conditions of links between three nodes to achieve overall bet-
ter end-to-end performance. These two solutions are orthogonal and can be applied
together in a practical system. How to apply and optimize both is an interesting
issued to be further studied.
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3. For the topic of multi-hop PNC, our proposed multi-hop PNC design is BPSK-
based, i.e., all the nodes use BPSK modulation. Thus, the design of the mapping
function at each relay is unique, i.e., XOR. The design of multi-hop PNC with the
higher-order modulation is quite challenging. First, as we know that for the higher-
order modulation PNC, adaptive mapping function design is necessary. Otherwise,
the impact of SFS will increase the per-hop error rate greatly. Consider the multi-
hop PNC, where all the nodes apply QPSK. The network-coded symbol obtained at
the multiple-access may require a 5-ary constellation instead of QPSK due to the
SEF'S impact. Thus, how to schedule the transmission with a 4-ary constellation in
the multiple-access stage and the 5-ary constellation in the broadcast stage is quite
challenging. Similar situations may happen when other higher-order modulations
are applied. Thus, how to design the multi-hop PNC with higher-order modulation

considering both effectiveness and reliability is an open issue.
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