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Chapter 1 Introduction to low-dimensional materials 
  

1.1 Background 

The field of nanotechnology has witnessed amazing development in the past decade. In 

particular, studies of carbon nanotubes (CNTs), graphene, and other two-dimensional (2D) 

materials have evolved into a vast field with more than ten thousand papers published every 

year.[1] The research focus has shifted from simply exploring the properties of materials 

themselves to applying them in practical applications.[2] However, the fundamental 

understanding of such materials is still far from exhausted.  

 Carbon-based nanomaterials play a major role in low-dimensional materials. Unlike 

many other bulk materials, carbon atoms can be very versatile in their arrangement. As shown in 

Figure 1.1, graphene, a 2D material, can be considered as the building block of other carbon 

allotropes. It can be wrapped into 0D buckyballs, rolled into 1D CNTs, or stacked into 3D 

graphite. In recent years, research on emerging 2D materials beyond graphene has developed 

into a thriving field. These 2D materials share some structural similarities with graphene, but 

possess unique electronic and optoelectronic properties that may enable them to become 

potential building blocks for the Si dominated semiconductor industry. In this chapter, we start 

by introducing CNTs, a 1D material, followed by graphene, a 2D material. The basic structure 

and properties of 2D materials beyond graphene will also be discussed. 

1.1.1 Carbon nanotubes (CNTs) 

A CNT is a honeycomb lattice rolled into a cylinder, which possesses outstanding 
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Figure 1.1 Mother of all graphitic forms. Graphene is a 2D building material for carbon 

materials of all other dimensionalities. It can be wrapped up into 0D buckyballs, rolled into 1D 

nanotubes, or stacked into 3D graphite. Image reproduced from ref. [3] with permission from 

Nature Publication Group. 

 

electrical and thermal conductivities and enormous tensile strength.[4, 5]  Depending on its 

orientation, nanotubes can either behave as semiconductors or metals.[4, 5] Semiconducting 

nanotubes are direct bandgap materials that can be used to both generate and detect light. In fact, 

it is possible to create a CNT device that can operate either as a transistor, a light emitter or a 

light detector simply by changing the applied voltage.[6] 
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The band structure and density of states of a (19, 0) semiconducting CNT is shown in 

Figure 1.2a and b, respectively. Photoexcitation produces high-energy E22 excitons that have 

 

Figure 1.2 Spectroscopy of CNT excitons. a. Valence (bottom) and conduction (top) bands for 

a (19, 0) semiconducting CNT. red: k = ±kmin; blue: k = ±2 kmin; green: k = ±4 kmin. kψ is the 

wave vector along the CNT axis. b. Single-particle density of states. c. Three-dimensional plot of 

exciton photoluminescence from a mixture of surfactant-coated CNTs. Image reproduced from 

ref. [6] with permission from Nature Publication Group. 

 

zero momentum, and can relax by means of phonons to lower-energy E11 states for which the 

momentum is finite.[6, 7] Recombination of the electron and hole in response to incident light 

gives rise to photoluminescence (Figure 1.2c).[8] Photoluminescence generation in CNTs has 

enabled them to become contrast agents for imaging purposed. 
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1.1.2 Graphene 

Graphene is composed of a single layer of carbon atoms arranged in a 2D honeycomb 

lattice. Electrons propagating through the 2D structure of graphene have a linear relation 

between energy and momentum, and thus behave as massless Dirac fermions.[3, 9, 10] 

Therefore, graphene exhibits a variety of transport phenomena that are characteristic of 2D Dirac 

fermions[11, 12]. Figure 1.3 shows the AFM image of graphene, as well as its TEM images. The 

structure of graphene can easily be visualized. Graphene becomes visible in an optical 

microscope if placed on top of a Si wafer with a carefully chosen thickness of SiO2.[3] 

 

Figure 1.3 Structure of graphene. a. Graphene visualized by atomic force microscopy. b. A 

graphene sheet freely suspended on a micrometer-size metallic scaffold. c. TEM image of 

graphene. a, Image reproduced from ref. [13] with permission from United States National 

Academy of Sciences; b, Image reproduced from ref. [3] with permission from Nature 

Publication Group; c, X.Xu. group website, University of Washington. 

 

The electronic structure of single-layer graphene can be described using a tight-binding 

Hamiltonian.[9, 10]  The dispersion relations E± (kx, ky) restricted to first-nearest-neighbor 

interactions only can be described as 

𝐸±(𝑘𝑥, 𝑘𝑦) = ±𝛾0√1 + 4 cos
√3𝑘𝑥𝑎

2
cos

√3𝑘𝑦𝑎

2
+ 4cos2 𝑘𝑦𝑎

2
  (1) 
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where a = √3  acc (with acc = 1.42 Å being the carbon–carbon distance) and γ0 is the transfer 

integral between first-neighbor π-orbitals (typical values for γ0 are 2.9–3.1 eV).[14] Expanding 

equation (1) at K(K′) yields the linear π- and π*-bands for Dirac fermions: 

𝐸±(𝜅) = ±ℏ𝑣𝐹|𝜅| 

Figure 1.4 plots the band structure of graphene. 

 

Figure 1.4 Band structure of graphene. a. The converged ab initio calculation of the graphene 

p and p* electronic bands is shown by the full lines. The dashed lines represent the tight-binding 

dispersion. b. Difference between the ab initio and tight-binding band structures. Image 

reproduced from ref. [15] with permission from American Physical Society. 

 

1.1.3 2D materials beyond graphene 

Although graphene has attracted enormous amount of interest in the research field due to its 

remarkable properties, it has also shown many limitations. For example, graphene has a zero 
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bandgap (Eg), which results in a small current on/off ratio in graphene field-effect transistors 

(FETs).[16] In addition, the fine control of the thickness of graphene sheets over an entire 

substrate remains a major challenge.[17] Although many efforts have been made to improve the 

quality of graphene, such as chemical vapor deposition (CVD),[18, 19] mechanical 

exfoliation,[13] surface segregation,[20] and liquid-phase exfoliation,[21] it is still very difficult 

to achieve the graphene quality required for mass production. 

Since the discovery of the exotic properties of graphene, 2D layered materials such as 

transition metal chalcogenides (TMDCs), transition metal oxides, and hexagonal boron nitride 

(hBN) have gained renewed interest. Because of their distinct properties and high specific 

surface areas, these 2D materials are important in various applications such as optoelectronics, 

spintronics, catalysts, chemical and biological sensors, supercapacitors, solar cells, and lithium 

ion batteries.[22] TMDCs consist of hexagonal layers of metal atoms (M) sandwiched between 

two layers of chalcogen atoms (X) with a MX2 stoichiometry. Depending on the combination of 

chalcogen (typically S, Se, or Te) and transition metal (typically Mo, W, Nb, Re, Ni, or V), [23] 

TMDCs occur in more than 40 different categories. Together with layered transition oxides,[24, 

25] insulator hBN,[26] the common feature of these layered materials is that the bulk 3D crystals 

are stacked structures from individual layers, as shown in Figure 1.5a. An optical image of 

monolayer MoS2 is shown in Figure 1.5b. They involve van der Waals interactions between 

adjacent sheets with strong covalent bonding within each sheet.[1] 

 The 2D exfoliated versions of TMDCs offer properties that are complementary to yet 

distinct from those in graphene. TMDCs typically possess sizable bandgaps around 1–2 eV,[23] 

ideal for new FETs and optoelectronic devices. For MoS2, the bulk indirect bandgap of 1.2 eV 

increases to a direct bandgap of 1.8 eV in single-layer form.[27] The direct bandgap also results 
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in photoluminescence from monolayer MoS2, which opens the possibility of many optoelectronic 

applications. The electronic structure of MoS2 also enables valley polarization, which is not seen 

 

Figure 1.5 Structures of layered 2D materials. a. Three-dimensional schematic representation 

of a typical MX2 TMDC structure, with the chalcogen atoms (X) in yellow and the metal atoms 

(M) in grey. b. Monolayer flake of MoS2 optical microscopy image. a, Image reproduced from 

ref. [28] with permission from Nature Publishing Group; b, Image reproduced from ref. [28] with 

permission from IOP Publishing. 

 

Table 1.1 Summary of TMDC materials and properties 

 
-S2 -Se2 -Te2 

Nb 
Metal; 

Superconducting; 

CDW 

Metal; 

Superconducting; 

CDW 

Metal 

Ta 
Metal; 

Superconducting; 

CDW 

Metal; 

Superconducting; 

CDW 

Metal 

Mo 
Semiconducting 

1L: 1.8 eV 

Bulk: 1.2 eV 

Semiconducting 

1L: 1.5 eV 

Bulk: 1.1 eV 

Semiconducting 

1L: 1.1eV 

Bulk: 1.0 eV 

W 
Semiconducting 

1L: 2.1eV/1.9 eV 

Bulk: 1.4 eV 

Semiconducting 

1L: 1.7 eV 

Bulk: 1.2 eV 

Semiconducting 

1L: 1.1eV 

* The electronic characteristic of each material is listed as metallic, superconducting, semiconducting or 

charge density wave (CDW). For the semiconducting materials, the bandgap energies for monolayer 

(1L) and bulk forms are listed. Table reproduced from ref.[27] with permission from Nature Publishing 

Group. 
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in bilayer MoS2.[29-31] In general, there are many interesting layer-dependent properties in 2D 

materials, including graphene and TMDCs, which differ greatly from the properties of the bulk 

materials. Table 1.1 summarizes the basic properties of TMDCs.  

 

Figure 1.6 Crystal and electronic structure of bulk black phosphorus. a. Atomic structure of 

black phosphorus. b. Band structure of bulk black phosphorus mapped out by ARPES 

measurements. Image reproduced from ref. [32] with permission from Nature Publishing Group. 

 

Black phosphorous (BP) is another emerging 2D material that starts to gain increasing 

interests. Just as in graphene, phosphorene atoms are arranged hexagonally, but in phosphorene 

the surface is slightly puckered. It is, besides graphene, the only elemental 2D material that can 

be mechanically exfoliated.[33] With its bandgap, phosphorene provides high on/off ratio as well 

as a relatively high mobility that is important to electrical engineers.[34] The crystal and 

electronic structure of BP is shown in Figure 1.6. It has been demonstrated that reliable transistor 

performance is achieved at room temperature in black phosphorus samples thinner than 7.5 nm, 

with drain current modulation on the order of 105 and well-developed current saturation in the I–

V characteristics. The charge-carrier mobility is found to be thickness-dependent, with the 

highest values up to ~1,000 cm2 V−1 s−1 obtained for a thickness of ~10 nm.[32] 
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1.2 Electrical properties 

 For electronic applications, we first need to define some figures of merits that play key 

roles in electrical device applications. 

 A transistor performs as a switch for digital applications. In a circuit, a voltage can be 

applied to source, drain, or gate. The maximum voltage can be applied is called supply voltage 

VDD. We define IDS as drain-source current, VDS as drain-source voltage, and VGS as gate-source 

voltage. If VDS = VDD and VGS = 0, the IDS we obtained is called “off” current Ioff. If VDS = VGS = 

VDD, the IDS we obtained is called “on” current Ion. A low Ioff can help reduce power consumption, 

while a high Ion is beneficial to high-speed applications. When a gate voltage larger than the 

threshold voltage VT is applied, the source-drain state will change from open-circuit to short-

circuit. The rate at which IDS increases with gate voltage VGS is characterized by subthreshold 

swing (SS), which is expressed in the unit of mV dec-1, or mV of gate voltage required to change 

IDS by a decade.  

 Device speed and power consumption are important properties of CMOS integrated 

circuits. The time required to switch a logic gate is defined as  = CVDD/ION, and the energy 

consumption per operation is defined by dynamic power indicator DPI = CVDD
2, where C is 

transistor gate capacitance. Therefore, the most efficient way to reduce power consumption is to 

use a low supply voltage. For analog applications, two important figure of merits are cut-off 

frequency fT and maximum oscillation frequency fmax, where the former characterizes current 

gain of the device and the latter characterizes power gain. 

 Mobility  is an intrinsic material property that limits device applications. A high carrier 

mobility not only helps increase ION, but is also favorable to high-speed applications. For silicon, 
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 decreases significantly with doping or thickness reduction.[35] The highest mobility of 

graphene is reported to be 200,000 cm2 V-1 s-1,[36] which favorable in the development of 

semiconductor technology, especially in radio frequency applications where fast switching and 

high Ion is preferred.[16] However, the zero bandgap of graphene significantly limits its on/off 

ratio in graphene transistors. 

 Figure 1.7 shows the mobility versus bandgap for different materials. As mentioned in 

the previous section, 2D materials beyond graphene, such as TMDCs, have bandgaps mostly 

ranging from 1-2 eV, which result in a low IOFF and thus a high on/off ratio. For example, a 

single-layer MoS2 transistor has demonstrated an on/off ratio larger than 104 and an SS smaller 

than 80 mV dec-1.[28] However, as a tradeoff, the mobilities of TMDCs are relatively low, which 

is only comparable to silicon. On the other hand, due to the extreme thinness of 2D materials, 

device scaling is able to bring down the channel length of FETs aggressively. 8 nm channel 

length has been demonstrated in a MoS2 FET with a delay time of 60 fs.[37] In such device 

geometry, µ is hardly an issue since transport in these transistors is considered ballistic.[35] 

 For radio frequency applications, graphene has shown an intrinsic fT comparable to III-V 

transistors thanks to its high mobility and saturation velocity.[38] However, fmax of graphene 

transistors are yet to surpass the performance of III-V and silicon-based devices, which has 

already achieved 1.2 THz.[39] TMDCs provide pronounced current saturation at the cost of low 

mobility,[40] making operations at high frequencies difficult to achieve. 

1.3 Optoelectronic properties 

 The optoelectronic properties of CNTs are highly tunable. CNTs can be semiconductors 

or metals depending on chirality. In this dissertation, we focus on the photoconductivity of CNTs. 
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Figure 1.7 Mobility versus bandgap for different materials. Image reproduced from Ref. [35] 

with permission from Nature Publishing Group. 

 

A semiconducting CNT can act as a nanoscale photodetector that converts light into current or 

voltage. The principle of operation is that, above-bandgap photons generate excitons in the CNT, 

which can decay into free electrons and holes. These electrons and holes are either separated by 

an externally applied bias,[41] by internal fields at the Schottky barriers,[42, 43] at p–n 

junctions[44] or at defects[45, 46]. When an externally applied bias is used, a change in current 

(photoconductivity) can be detected, whereas in the other cases a photovoltage is also generated. 

Focusing and scanning the light along the CNT can identify the active CNT regions generating 

the photovoltage. Under the assumption that the photocurrent is proportional to the local 
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potential gradient, the functional form of the band-bending can be extracted by integrating the 

photocurrent along the length of the CNT.[42, 47, 48] As shown in Figure 1.8, the integrated 

photocurrent plot shows clearly that the defects in this CNT are associated with potential 

maxima.  

 

Figure 1.8 Photocurrent microscopy. Photocurrent image of a CNT (top) with many defects. 

Bottom: band-bending inferred by integrating the photocurrent along the CNT. EF is the Fermi 

energy, EC is the conduction-band energy, EV is the valence-band energy and “gap” indicates the 

bandgap between the two bands. Image reproduced from ref. [46] with permission from 

American Institute of Physics. 

 

 Graphene shows remarkable optoelectronic properties which are different from 

conventional bulk materials. For example, it is optically visible despite being a single layer of 
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atoms.[49] The linear dispersion of Dirac electrons enables ultra-wide band tunability 

possible.[14] It is believed that the true potential of graphene lies in its applications in 

optoelectronics, such as photovoltaic devices,[50, 51] photodetectors,[52, 53] light emitting 

devices,[54, 55] and optical modulators.[56] 

 In contrast to graphene, 2D TMDCs have bandgaps in the near-infrared to visible range. 

Particularly, the single-layer forms of TMDCs possess direct bandgaps, especially suitable for 

optoelectronic applications. Table 1.2 compares the performance of graphene and 2D material 

photodetectors. 2D membranes of TMDCs have also been stacked to form van der Waals 

heterostructures, significantly improving its light absorption.[1, 57] Chapter 2 to Chapter 4 of 

this dissertation will discuss more on the application of 2D materials, such as photodetectors and 

photovoltaic devices.  

 

Table 1.2 Comparison of performances of graphene and 2D TMDC photodetectors. 

 
Device type Responsivity Bandwidth 

Quantum 

efficiency 

Graphene 

 Zero bandgap 

 Broadband 

 High dark current 

Bolometric 

 

Photoconduction 

Heterojunction 

~0.2 mA W−1 (RT) 

~105 V W−1 (LT) 

~0.1 mA W−1 

~10 mA W−1 

~100 mA W−1 

(waveguide) 

>1 GHz 

- 

- 

>40 GHz 

>20 GHz 

- 

- 

- 

~1–10% (E) 

~10–30% (I) 

2D TMDCs 

 Near-infrared to visible 

gap 

 Strong exciton binding 

 Low dark current 

Photoconduction 

  In-plane 

  Out-of-plane 

Heterojunction 

  In-plane 

  Out-of-plane 

 

~1–103 A W−1 

~0.1 A W−1 

 

~1 mA W−1 (zero bias) 

~100 mA W−1 (zero bias) 

 

0.1 Hz to >10 kHz 

≤200 GHz 

 

- 

- 

 

~50% (E) 

- 

 

~2% (I) (zero bias) 

~10–30% (E) (zero 

bias) 

* I and E are internal and external quantum efficiencies, respectively. LT, low temperature; RT, room 

temperature. Table reproduced from Ref. [58] with permission from Nature Publishing Group.  
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Chapter 2 Morphology-induced modifications in graphene 

nanostructures 
 

A large number of theoretical and experimental studies have focused on modifying the 

mechanical structure of pristine graphene to alter its electrical and optical properties.[59-61] 

Molecular dynamics (MD) simulations indicate that twisting a graphene nanoribbon leads to a 

tunable modification of the electrical structure of graphene.[62-65] The ability to change the 

physical properties of graphene simply by varying its morphology is an attractive option that 

makes the move to graphene-based photovoltaic technology more viable. It is therefore desirable 

to investigate the effects of morphology change on graphene properties. Here, we explore the 

optical and thermal properties of curled graphene ribbons (CGRs). 

2.1 Enhanced photocurrent response in CGRs 

The fabrication of CGRs is described as follows. Single-layer graphene was grown on 

copper foil at 950 oC in the presence of 35 sccm of methane and 8 sccm of hydrogen via 

chemical vapor deposition. Then a poly-methyl methacrylate (PMMA) layer was spin-coated on 

top of the graphene film that was grown on the copper foil to hold the graphene film. The copper 

foil was later removed through wet etching in iron chloride solution, and then the PMMA–

graphene film was transferred onto the pre-patterned chip, where 5 mm-wide and 5 mm-deep 

trenches were etched on 170 mm-thick transparent fused silica substrates via an Oxford 80 RIE 

and source and drain electrodes were deposited with 5 nm of Ti and 40 nm of Pt via an e-beam 

evaporator. After the device was dried in air, the sample was heated up to 420 oC within 1 min 

and held for 30 min in a furnace in the presence of 200 sccm argon at one atmosphere, which led 

to a complete evaporation of PMMA.[66] During the evaporation, the non-suspended graphene 
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adhered to the substrate due to the van der Waals interaction with the substrate, while the 

suspended part became wrinkled and crumpled and then shrank and curled into a CGR (Figure 

2.1). The edges of the graphene structure still remain single-layer as denoted by the white 

arrows. We then separated each device by physically scratching between the electrodes with 

sharp needles. 

 

Figure 2.1 Structures of CGRs. SEM image of a CGR device after annealing. Arrows are the 

regions on the edge that is still single layer. Scale bar is 1 μm. 

 

To evaluate the photon-to-electron conversion efficiency of CGRs, we performed 

spatially resolved scanning photocurrent measurements on a suspended CGR via scanning 

photocurrent measurement in comparison with a flat graphene ribbon. Figure 2.2a presents a 

schematic diagram of a CGR device used in this study. When a diffraction-limited continuous-

wave laser spot (1.2 mW, 785 nm) scanned over a CGR transistor suspended on the top of a 170 

mm-thick transparent fused silica substrate, the photocurrent signals were collected via a 

preamplifier and the refection image was recorded through a photodetector. As shown in Figure 

2.2e, the photocurrent generated along a CGR is in the range of tens of nanoampere, about two 
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Figure 2.2 Optoelectronic response comparisons between a CGR and a flat graphene 

ribbon. a. Schematic diagram of the device geometry. Source and drain electrodes are used to 

apply a voltage across the CGR and the third electrode is used as an electrolyte gate. SEM 

images of a suspended single-layer graphene device b and a suspended CGR device c, 

respectively. The laser power measured at the output of the objective was 1.2 mW for both 

images. The corresponding photocurrent images at Vg = 0 V and a zero source–drain bias of the 

suspended single-layer graphene device d and the suspended CGR device e, respectively. The 

scale bars represent 5 µm. Blue and black dashed lines are the edges of the electrodes. Image 

reproduced from Ref. [67] with permission from The Royal Society of Chemistry. 
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orders of magnitude greater than that generated at graphene–metal contacts in a suspended flat 

graphene ribbon transistor (Figure 2.2d) and in non-suspended flat graphene ribbon transistors 

reported previously. 

2.2 Laser-induced emission from CGRs 

Photoexcited electron–hole pair relaxation occurs mainly in two pathways: photocurrent 

and photo-induced emission. We investigated the simultaneous photocurrent response and 

emission of CGRs (Figure 2.3a) and explored their relationships to the incident laser power. As 

shown in the insets of Figure 2.3b and 2.3c CGR has not only an enhanced photocurrent 

response, but also strong infrared emission. When the laser power increases from 0.8 mW to 1.9 

mW, the photocurrent intensities of a CGR show a linear relationship with the incident laser 

power (Figure 2.3b). A higher incident laser power generates more hot carriers; the photocurrent 

intensity is thus proportional to the laser power until saturation. 

 
 

Figure 2.3 Photocurrent and infrared emission intensities of a CGR. a. Schematic diagram of 

scanning photocurrent and photo- luminescence microscopy (SPPM). b. Photocurrent intensities 

increase linearly with incident laser power. Inset: the photocurrent image of a p-doped CGR. c. 

Infrared emission intensities show a non-linear relationship with incident laser power. Inset: the 

emission image of the corresponding CGR. White dashed lines correspond to the edges of the 

trench. The scale bars represent 2 μm. Image reproduced from Ref. [67] with permission from 

The Royal Society of Chemistry. 
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Figure 2.3c shows that the infrared emission intensity increases nonlinearly when the 

incident power rises, which is likely due to thermal radiation. When hot carriers relax in CGRs, 

electronic energy is transformed into Joule heat. Since the CGRs are suspended above the trench, 

a small fraction of heat can dissipate into the substrate.[68] Therefore, the majority of the heat 

either dissipates into the metal contacts[69, 70] or radiates into free space as a grey body[71, 72]. 

At an elevated laser power, Umklapp scattering reduces the thermal conductivity of CGRs and 

decreases the heat transfer to metal contacts.[73] Thus, the thermal emission into free space plays 

an important role in heat dissipation of the CGRs. The total amount of infrared emission is 

modeled by the Stefan–Boltzmann law I ~ Tn+1, where T is the temperature and n is the 

dimension of the material. Fitting of the power dependence reveals that the emission intensity I is 

proportional to PL
5.1, where PL is the incident laser power (Figure 2.3c). On the other hand, T ~ 

PL
2.1 for suspended graphene membranes in air as shown in the previous literature.[74] We find 

that n is about 1.4, which indicates that CGRs are quasi-1D materials. 

 We further look into the emission spectrum from the CGRs. Figure 2.4a shows the 

corrected infrared spectra of the stacked graphene structure, which further confirms that the 

detected emission is thermal radiation. The thermal radiation spectra can be fitted to Planck’s 

law for grey body to extract the temperature, 

𝑢(𝜈, 𝑇) = 𝜀
8𝜋

ℎ2𝑐3

(ℎ𝜈)3

𝑒𝑥𝑝(ℎ𝜈/𝑘𝐵𝑇 − 1)
 

In this equation, u is the spectrum energy density, h is Plank’s constant, c is the speed of light in 

vacuum, and T is the temperature. Assuming the emissivity of graphene ε is a constant over the 

studied energy range, the corresponding temperatures are calculated as shown in Figure 2.4c 
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(blue squares). A temperature as high as ~800 K is achieved before the graphene structure break 

down. This calculation is based on the energy distribution of charge carriers. In other words, the 

temperature we obtained here from thermal emission is the electron temperature. 

Raman spectroscopy was also applied to extract the local temperature of freestanding 

stacked graphene. Compared to Raman G-mode, 2D-mode shows weaker gate voltage 

dependence near the Dirac point as well as a larger first-order temperature coefficient. [75] 

Therefore, we scale the Raman 2D-mode downshift with temperature. Since the stacked 

graphene is not a uniform structure, we first determine on a specific region the Raman 2D peak 

shift with temperature. We picked a part of the structure that displays the highest thermal 

emission intensity. The stacked graphene was then placed in a microscopy cryostat (Janis) 

operating above room temperature with the sample temperature controlled by a heating stage. At 

moderate temperatures, the temperature dependence of the optical excitation can be 

approximated as a linear function. We obtain the Raman 2D-mode temperature-scaling 

coefficient of -0.066 cm-1 K-1 for the specific region in stacked graphene (Figure 2.4c inset). In 

our experiment, the temperature of the whole structure was raised in a vacuum chamber. Raman 

measurements thus indicate the temperature of phonons to which 2D mode anharmonically 

couples.[68] A series of Raman 2D peaks were then obtained at the same region as the stacked 

graphene structure at different excitation laser powers as shown in Figure 2.4b. At low laser 

powers, thermal emission from the structure was too weak to be detected. At higher laser powers 

(above 1.785 mW), thermal emission and Raman 2D modes were obtained in the same spectrum. 

Based on the Raman-temperature scaling coefficient, the phonon temperatures of stacked 

graphene under various laser excitation powers were obtained (Figure 2.4c red triangles). We 

noticed that the electron temperature from thermal emission was higher than the phonon 
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temperature. Previous reports suggest that no significant non-equilibrium exist between electrons 

and phonons in electrically heated single-layer graphene[68, 71]. However, in the case of stacked 

graphene structure, electrons are not fully equilibrated with phonons modes. We recently 

reported that such stacked graphene structure exhibits a two-order magnitude enhancement in 

photocurrent response[67]. Compared to flat graphene ribbon, the much larger amount of charge 

carriers generated in the stacked graphene structure may slow down the electron-lattice 

relaxation, resulting in a higher temperature. 

 

Figure 2.4 Electron and phonon temperatures of CGRs. a. Near-infrared emission spectra of 

stacked graphene ribbons under different laser. Solid lines are fits of grey body radiation. b. 

Raman 2D peaks of stacked graphene ribbons under different laser powers. The experimental 

data is fitted by Lorentzian function. c. Comparison of stacked graphene temperatures. Blue dots 

are temperatures extracted from thermal emission. Red dots are temperatures extracted from 

Raman 2D peak shift. Inset: temperature dependence of Raman 2D peak for stacked graphene. 

The solid lines are linear fittings of the data. Image reproduced from Ref. [76] with permission 

from American Institute of Physics.  
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Chapter 3 Light-matter interactions at metal-semiconductor 

interface 
 

3.1 Metal-semiconductor interface 

 We first briefly review the interface between metal and semiconductor. 

 The junction between metal and semiconductor can be either Schottky battier or ohmic 

contact, depending on the characteristics of the interface. Figure 3.1 shows a band diagram of 

metal-semiconductor junction after it comes to equilibrium. For this n-type semiconductor, a 

Schottky barrier is formed at the junction, the barrier height is defined as 

𝜙𝐵 = Φ𝑀 − 𝜒 

 where Φ𝑀 is the work function of the metal and 𝜒 is the electron affinity. Table 3.1 summaries 

the work function and measured Schottky barrier of different metals. 

 

 

Figure 3.1 Band diagram of metal-semiconductor interface in thermal equilibrium. For this 

n-type semiconductor, a Schottky barrier is formed. Image reproduced from Ref.[77] . 
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Table 3.1 Measured Schottky barrier heights for electrons on N-type silicon (φBn) and for 

holes on P-type silicon (φBp) 

Metal Mg Ti Cr W Mo Pd Au Pt 

φBn (V) 0.4 0.5 0.61 0.67 0.68 0.77 0.8 0.9 

φBp (V)  0.61 0.50  0.42  0.3  

Work function 

ψM (V) 

3.7 4.3 4.5 4.6 4.6 5.1 5.1 5.7 

* Table reproduced from Ref. [78]. 

 

 If the contact resistance between metal and semiconductor is small, an ohmic contact is 

formed. Quantum mechanical tunneling plays an important role in the operation of ohmic 

contact. As shown in Figure 3.2, electron with energy E encounters an energy barrier VH. If VH 

>E, the electron wave becomes a decaying function. Part of the electron wave can go through the 

barrier with reduced amplitude. We define RC as specific contact resistance,[79] 

𝑅𝑐 ∝ 𝑒𝑥𝑝(𝐻𝜑𝐵𝑛/√𝑁𝑑) 

where 𝐻 =
4𝜋

ℎ
√𝜀𝑠𝑚𝑛/𝑞. Therefore, the semiconductor needs to be heavily doped and 𝜑𝐵𝑛 needs 

to be small to obtain a small contact resistance. 

 

 

Figure 3.2 Quantum mechanical tunneling. Image reproduced from Ref. [79]. 
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3.2 Polarized photocurrent response in black phosphorous FETs 

2D layered crystals have become one of the most attractive materials for future 

electronics and optoelectronics due to their unique properties. Graphene has a zero bandgap and 

ultrafast recombination of the photoexcited electron–hole pairs which limit graphene's potential 

in FET applications and photovoltaic generation.[79, 80] In contrast, FETs made from 2D 

transition metal dichalcogenides (TMDCs) show very high on/off current ratios and sizeable 

bandgaps (>1 eV), but their relatively low carrier mobility limit their applications in both 

electronics and optoelectronics.[28, 81-83] Recently, few-layer black phosphorus (BP) has 

shown excellent performances for transistors.[32-34, 84] Their drain current modulation is 

comparable to TMDC FETs and the carrier mobility of BP is typically higher than that of 

TMDCs. While the bandgap of bulk BP is 0.3 eV, its few-layer structures have a thickness-

dependent direct bandgap ranging from 0.3 eV to 2 eV, opening up new opportunities for 

optoelectronic applications. More interestingly, the electrical and optical conductivities of BP are 

anisotropic, which is different from other 2D materials that have isotropic in-plane properties. 

We fabricated few-layer BP transistors and characterized their electrical transport 

properties. Ultrathin BP crystals were obtained by repeatedly exfoliating of a bulk BP crystal. 

This few-layer BP flake was subsequently transferred to a degenerately doped Si substrate with a 

290 nm SiO2 layer. The electrodes were defined by e-beam lithography and evaporated with 5 

nm Ti and 50 nm Au. All the experiments were performed in a vacuum condition to avoid 

surface oxidation of BP. The inset of Figure 3.3 shows an optical image of the BP transistor. The 

scale bar is 10 µm. The thickness of BP is 8 nm as determined by AFM. Four electrodes were 

defined to measure the conductance of the BP flake. At room temperature, the BP flake shows a 
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predominantly p-type behavior with an on/off ratio of 104 at Vds = −50 mV (Figure 3.3). The 

field-effect mobility of the BP flake is estimated by 

𝜇 =
𝐿

𝑊

𝑑𝐼𝑑𝑠

𝑑𝑉𝑏𝑔

1

𝐶𝑏𝑔𝑉𝑑𝑠
 

where L=17.3 µm is the channel length, W=5.9 µm is the channel width, Cbg=1.2×10-8 F cm-2 is 

the capacitance of the Si back gate. From the slope of the gate-dependent conductivity 

measurement, we estimate the mobility of the BP is 52 cm-2 V-1 s-1. This value is lower than the 

mobility of bulk BP due to the ultra-thinness of the BP flake. 

 

Figure 3.3 Electrical transport properties of BP FET. The conductivity is measured by four-

terminal method. Inset: optical image of the BP FET. Image reproduced from Ref. [85] with 

permission from The Royal Society of Chemistry. 

 

To explore the anisotropic nature of BP FETs, we performed spatially resolved 

polarization-dependent scanning photocurrent measurements on the BP in a Janis ST-500 

Microscopy Cryostat under high vacuum (~1×10-6 Torr).  A diffraction-limited laser spot (λ = 

785 nm, 1.58eV) was scanned over the BP FET by a two-axis scanning mirror with nanometer 
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spatial resolution and photocurrent signals were recorded as a function of position, resulting in a 

spatially resolved photocurrent map of the device. The reflection of the incident laser beam was 

simultaneously recorded by a Si photodetector to locate the position of the sample. Figure 3.4a 

shows a series of photocurrent images recorded at different laser polarizations, where the 

polarization angle θ = 0o is indicated in the reflection image in Figure 3.4b. In the reflection 

image, four gold electrodes are shown as light gray areas. The corresponding photocurrent 

images were recorded at a zero drain-source bias and Vbg = ‒10 V, where red/blue color 

corresponds to positive/negative current. The majority of photocurrent responses are observed in 

the four electrode regions where gold electrodes and the BP sample contact. At a zero drain-  

 

Figure 3.4 Polarized photoresponse of BP. a. Photocurrent image of the BP FET at different 

laser polarizations. b. Corresponding gray-scale reflection image showing laser polarization 

direction at θ = 0o. The polarization dependence of strongest positive (red)/negative (blue) 

photocurrent response at the drain/source contact region is shown in c and d, respectively. Image 

reproduced from Ref. [85] with permission from The Royal Society of Chemistry. 
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source bias, the strongest positive/negative photocurrent responses in the drain/source contact 

region for each map are shown in the polar plots in Figure 3.4c and 3.4d, respectively. The BP 

device shows a polarization-dependent photocurrent response, with the maximum signal 

intensity observed at θ around 90o/270o or along the x-axis, and the minimum intensity at θ 

around 0o/180o or along the y-axis.  

To further investigate the photocurrent generation mechanisms in BP FETs, we 

performed gate-dependent scanning photocurrent measurements on BP transistors at 77 K, where 

the hysteresis behavior in the transfer characteristics is negligible as the charge trapping is 

suppressed at low temperatures.[86, 87] Figure 3.5a and 3.5b display the reflection and 

photocurrent images of a BP FET at a zero drain-source bias with a gate voltage Vg = ‒30 V, 

respectively. Only the middle two electrodes were connected. By sweeping the gate voltage from 

‒60 V to 60 V while recording the photocurrent along the channel direction of the BP FET 

(dashed line in Figure 3.5a), we obtained the gate-dependent scanning photocurrent map (Figure 

3.5c).   

 

Figure 3.5 Gate-dependent photocurrent measurements of BP transistors. a. Reflection and 

b. photocurrent images of a BP FET at Vbg = ‒30 V and a zero drain-source bias, respectively. c. 

The gate-dependent scanning photocurrent images at a zero drain-source bias as Vbg varying 

from -60 V to 60 V. The laser scanning position is indicated by the white dotted line in a. Image 

reproduced from Ref. [85] with permission from The Royal Society of Chemistry. 
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 From the scanning photocurrent map, we are able to extract the gate-dependency of 

photocurrent at the two electrodes. Figure 3.6a plots the gate dependency of the photocurrent 

intensities at the two electrodes along with the electrical transport properties of the BP flake 

measured between the two electrodes. The electrical transport measurements suggest that the BP 

is turned to “off” state when the applied gate voltage is between ‒12 V to 52 V, where the Fermi 

level lies inside the bandgap of BP. At Vg =14 V, photocurrent signals on both electrodes were 

zero, indicating a flat band situation (Figure 3.6b middle) where the band structure at BP-metal 

junction is flat and no built-in electrical field will separate the electron-hole pairs generated by 

the laser. The gate-dependent band structure modulation can be modeled by 

ΔEb=eαVg 

where Eb is the energy from the Fermi level to the nearest of the conduction and valence bands, 

and α is a numerical constant that measure how efficiently the gate modulates the band energies. 

The bandgap of BP is 0.3 eV from previous literature.[88] Thus, α is calculated α=0.0047. The 

Schottky barrier height is obtained to be ΦB = ΦM – χ = 0.2 V. 

 

Figure 3.6 Estimating BP-metal Schottky barrier height. a. Gate-dependent photocurrent and 

electrical transport measurement of BP FET. b. Band structure of BP at different gate bias. Image 

reproduced from Ref. [85] with permission from The Royal Society of Chemistry. 
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The photocurrent signal exhibits monotonic gate voltage dependence in the off-state (Vbg 

between ‒12 V and 52 V), indicating that the photovoltaic effect (PVE) plays an important role 

in its photocurrent generation. Interestingly, the photocurrent signals show strong non-monotonic 

gate dependence when Vbg is lower than ‒10 V, which contradicts the prediction of the 

photovoltaic mechanisms. Therefore, photothermoelectric effect (PTE) may be the main 

photocurrent generation mechanism in this region. The photovoltage due to PTE, VPTE, can be 

expressed as 

𝑉𝑃𝑇𝐸 = (𝑆1 − 𝑆2)Δ𝑇 

 

 

Figure 3.7 Photovoltage signals and calculated Seebeck coefficient at different Vbg. 

Photovoltage is defined as 𝑉𝑝𝑐 = 𝐼𝑝𝑐𝑅 (red and blue curves), and Seebeck coefficient is the black 

curve. Image reproduced from Ref. [85] with permission from The Royal Society of Chemistry. 

 

 



29 

 

The Seebeck coefficient, S, can be derived from the Mott relation,[89-91]  

𝑆 = −
𝜋2𝑘𝑏

2𝑇
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𝐺

𝑑𝐺
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where kb is the Boltzmann constant, e is the electron charge, and EF is the Fermi energy. The 

calculated Seebeck coefficient of BP S1 is shown in Figure 3.7, along with the photovoltage 

(𝑉𝑝𝑐 = 𝐼𝑝𝑐𝑅, where 𝐼𝑝𝑐   is the photocurrent intensity and 𝑅 is the resistance) generated in the 

junction area. The photovoltage signals have similar gate dependence to the calculated 

thermoelectric power (S1). Thus, PTE is also likely to have contributed to the photocurrent 

generation at BP-electrode junctions. 

 Finally, we estimate the electrostatic potential along the BP flake by bias-dependent 

photocurrent microscopy. First, a series of photocurrent images were recorded at different Vds as 

shown in Figure 3.8b. The bias applied are from 0.2 V to ‒0.2 V in 0.1 V steps. Note that little 

photocurrent features are observed in the middle of the BP flake, and strong photocurrent were 

observed in the metal-BP contact region. We plot photocurrent cuts along the BP flake at 

different biases in Figure 3.8a. When strong positive bias was applies, the photocurrent signals in 

the drain contact regions were enhanced. Similarly, when negative biases are applied, 

photocurrent signals at source electrodes become stronger.  

 The local electrical field is roughly proportional to the local photocurrent signals in the 

BP flake. Therefore, we are able to deduct the electrostatic potential along the BP FET by 

integrating the photocurrent signals. Figure 3.8c shows the calculated electrostatic potential at 

different biases. The large potential drop along the BP-electrode interface indicates relatively 

large contact resistance due to Schottky barrier. 



30 

 

 

Figure 3.8 Bias-dependent photocurrent of BP FET. a. Photocurrent signals along the BP 

flake in b, where photocurrent images are recorded in different Vds as marked. c. Electrostatic 

potential calculated from bias-dependent photocurrent microscopy. Image reproduced from Ref. 

[85] with permission from The Royal Society of Chemistry. 

 

3.3 Photocurrent response at MoS2-metal junction 

 We further investigate the photocurrent generation mechanisms at few-layer MoS2-metal 

junction. Few-layer MoS2 crystals (6 nm - 10 nm) were produced by repeated splitting of bulk 

crystals using a mechanical cleavage method, and subsequently transferred to a degenerately 

doped Si substrate with 290 nm SiO2. MoS2 field effect transistors (FETs) were subsequently 

fabricated using standard electron beam lithography and electron beam deposition of 5 nm Ti and 

40 nm Au, where the Si substrate is used as the back gate. The inset of Figure 3.9a shows an 

AFM image of a typical MoS2 device. The length of metal electrodes is 10 μm and the widths of 
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the wide and narrow electrodes are 2 μm and 200 nm, respectively. We measure the properties of 

the devices using  a Keithley 4200 semiconductor parameter analyzer in a Lakeshore cryogenic 

probe station under high vacuum (1×10-6 Torr). Figure 3.9 shows the electrical characteristics of 

a 9 nm thick MoS2 FET (as determined by AFM). When the gate voltage was swept from 0 to 60 

V, the Ids-Vds curves are close to linear, exhibiting ohmic characteristics (Figure 3.9a). This result 

is in agreement with a previous report that a negligible Schottky barrier between the Au 

electrodes and MoS2 (∼50 meV) is formed.[92] The device displays a predominately n-type 

behavior, with the estimated room-temperature field-effect mobility μ ∼ 50 cm2 V-1 s-1 as 

extracted from the gate dependence of four-terminal conductivity σ (Figure 3.9b).[93] As 

temperature decreases, the mobility increases following a μ ∼ T-2.0 dependence, consistent with 

the recent results on high quality MoS2 encapsulated by boron nitride (Figure 3.9b inset).[94] 

 

Figure 3.9 Electrical transport characterization of a MoS2 FET. a. Ids as a function of Vds at 

different gate biases. Inset: an AFM image of the MoS2 transistor. b. Gate-dependent 

conductivity measurement of the MoS2 transistor at different temperatures. Inset: Mobility as a 

function of temperature. Image reproduced from Ref. [95] with permission from American 

Chemical Society. 
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Similar to BP FET, we performed spatially resolved scanning photocurrent microscopy 

on the same setup (Figure 3.10a) to investigate the local photoresponse at MoS2-metal junctions 

in high vacuum (1×10-6 Torr). Figure 3.10b shows a scanning photocurrent image of a MoS2 

device at zero bias, and Figure 3.10c shows its corresponding reflection image that was recorded 

simultaneously. The outer two electrodes of the MoS2 FET were used as source and drain and the 

middle two electrodes were floating during the measurement. We compare the photocurrent 

signals ΔIpc = Ids,illumination ‒ Ids,dark under laser illumination of different wavelengths (532, 785, 

and 1550 nm). Here, the source-drain bias is10 mV. Under 532 nm (2.33 eV) illumination, the 

photocurrent response is much stronger than under 785 nm (1.58 eV) and 1550 nm (0.8 eV) 

illumination of the same power (Figure 3.10d). The difference in photocurrent intensity can be 

explained by considering the bandgap structure of few-layer MoS2. Under 532 nm laser 

illumination, electrons that are efficiently excited through a direct bandgap close to 1.9 eV at K(-

K) points (Figure 3.10e), which cannot happen for 785 nm laser illumination that has a smaller 

energy than the direct bandgap. The indirect bandgap optical transition between Brillouin zone Γ 

point and K point in few-layer MoS2 (1.2 eV) requires a phonon to preserve the momentum, 

Therefore, the quantum efficiency is relatively low, resulting in a significant reduction of PVE-

induced photocurrent response for 785 nm laser. Upon 1550 nm (0.8 eV) illumination, a non-

negligible photocurrent response was observed despite the laser energy cannot excite and 

electrons from the valence band to the conduction band. Therefore, PTE or other new 

mechanisms are required to explain the photocurrent generation when the photon energies below 

the direct bandgap of MoS2. 
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Figure 3.10 Photocurrent responses at MoS2-metal junction. a. Schematic illustration of the 

MoS2 device and the optical setup. b. Scanning photocurrent image and c reflection image of the 

MoS2 device illuminated by 785nm laser. The scale bars are 2 μm. d. Photocurrent response of 

the MoS2 FET as a function of gate voltage with illumination of 532 nm (green curve), 785 nm 

(red curve), and 1550 nm (blue curve) laser, respectively. The lasers were defocused to form a 

spot large enough to cover the entire MoS2 flake. e. Band structure of few-layer MoS2, an 

indirect bandgap semiconductor with a direct bandgap at K (-K) points. The valence band 

splitting is not shown. Image reproduced from Ref. [95] with permission from American 

Chemical Society. 
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Figure 3.11 Different photocurrent generation mechanisms at MoS2-metal junction. a. 

Scanning photocurrent image of MoS2 FET by 532 nm laser, b. 785 nm laser, and c. 1550 nm 

laser. d. Line profiles of the photocurrent response along the dashed green lines in a-c. e. 

Schematic illustration of PVE and f. PTE mechanisms. Image reproduced from Ref. [95] with 

permission from American Chemical Society. 

 

We further look into the spatially resolved scanning photocurrent images of the MoS2 

FET illuminated by 532, 785, and 1550 nm laser to investigate the photocurrent generation 

mechanisms. As shown in Figure 3.11, the edges of the metal electrodes are marked by black 

dashed lines, and the edges of the MoS2 are marked by blue dashed lines. We extract a line 

profile of photocurrent intensities in each image along the green dashed line and present them in 
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Figure 3.11d. The photocurrent intensities were normalized for clarity. Gaussian fittings of the 

photocurrent are also presented at the junction region by solid curves. The strongest photocurrent 

responses are observed at the MoS2-metal junction for all illumination wavelengths, indicating 

PVE contributes to the photocurrent generation. Potential barriers formed at MoS2-metal 

junctions due to Fermi level alignment results in a built-in electric field. When incident photon 

energies are larger than the bandgap of MoS2, this electric field will separate the photoexcited 

charge carriers. 

When photon energy is below the bandgap, PVE induced photocurrent response is absent 

due to the lack of interband transitions. By comparing the photocurrent profiles and the Gaussian 

fittings, we notice strong photocurrent “tails” in the metal region (pointed by the black arrows), 

indicating the contribution of PTE (Figure 3.11f). A temperature difference (ΔT) between MoS2 

and metal electrodes leads to a photothermal voltage (VPTE) across the junction, similar to the 

case in BP FET. We estimated the Seebeck coefficient of our MoS2 device at different Fermi 

levels and obtained S ∼ 40 μV/K at Vg = 0 V. 

Polarization dependent photocurrent measurements were further performed to 

differentiate the relative contributions of different photocurrent generation mechanisms. As 

defined in Figure 3.10c, 0o denotes the polarization direction along metal-MoS2 contact edge. 

Laser wavelengths from 500 nm (2.48 eV) to 1050 nm (1.18 eV) were applied to investigate the 

photocurrent response systematically. As shown in Figure 3.12, the maximum photocurrent 

response was observed at 90o light polarization when lasers with photon energies below the 

direct bandgap of MoS2 (with wavelength of 750 nm or longer). Meanwhile, for excitation 

photon energy is above the direct bandgap of MoS2 (with laser wavelength of 650 nm or shorter), 

maximum photocurrent is generated by photons polarized at around 0o. 
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Figure 3.12 Polarization-dependent photocurrent responses at MoS2-metal junction. Image 

reproduced from Ref. [95] with permission from American Chemical Society. 

 

When the laser energy is above the direct bandgap of MoS2, the polarization dependency 

is similar to the case in graphene. The built-in electrical field at MoS2-metal junction separate 

electron-hole pairs generated in this region due to PVE. Previous reports of photocurrent 

measurements at graphene-metal junction suggested that the electrons in 2D material valence 

band preferably absorb photons with the polarization direction perpendicular to the momentum 

of electrons.[96] Therefore, at 0o polarization direction, the photocurrent intensity is maximized 

due to increased number of charge carriers compared to 90o laser polarization. 
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When the laser energy is below the direct bandgap of MoS2, PVE is no longer a 

dominating factor, and PTE is independent of laser polarization. A new mechanism is needed to 

explain the photocurrent generation. As we mentioned before, the Schottky barrier between Au 

electrodes and few-layer MoS2 is very small (∼50 meV, Figure 3.9a). This barrier is well below 

the excitation photon energies in our experiments. Photoexcited hot electrons in metal electrodes 

can cross over the Schottky barrier and be injected into the conduction band of semiconductors 

(Figure 3.13a). The injection yield of hot electrons Y follows the Fowler equation, 

𝑌~
1

8𝐸𝐹

(ℏ𝜔−𝜑𝐵)

ℏ𝜔
 (3) 

where 𝜑𝐵 is the Schottky barrier, and 𝐸𝐹 is the Fermi energy. We take a look at the anisotropy 

ratio of the photocurrent under illumination of different wavelength (Figure 3.13b). When the 

illumination wavelength is close to 850 nm, the anisotropic ratio of the photocurrent response 

(𝐼𝑃𝐶
90𝑜

/𝐼𝑃𝐶
0𝑜

) achieves its maximum (∼8). This ratio is significantly reduced when the metal 

electrode increase from 200 nm to 2 μm, indicating the photocurrent generation is related to 

electrode metal absorption Iab, 

𝐼𝑝𝑐~𝐼𝑎𝑏~〈𝑆〉𝑡𝑖𝑚𝑒~|𝐸|2 

where S is the time averaging Poynting vector. |𝐸|2  is calculated by finite difference time 

domain (FDTD) simulations (Figure 3.13c), showing a peak at ~850 nm. This peak is in good 

agreement with experimental data. Also, the electrode of 200 nm width shows higher resonance 

intensity compared to the 2 μm width electrode, consistent with the observations. Both PVE (650 

nm) and surface plasmon (850 nm) induced photocurrent signals have a linear dependence with 

incident power (Figure 3.13d). 
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Figure 3.13 Hot electron injection. a. Schematic of hot electron injection from a metal 

electrode to MoS2. b. The wavelength dependence of measured photocurrent response at MoS2-

metal junctions. c. FDTD simulation of absorption by metal electrodes. d. Photocurrent power 

dependence with 650 nm (1.91 eV, black triangles) and 850 nm (1.46 eV, green squares) laser 

polarized in 0o (solid) and 90o (hollow). Image reproduced from Ref. [95] with permission from 

American Chemical Society. 
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Chapter 4 Van der Waals heterostructures 
 

4.1 Introduction to van der Waals heterostructures 

 With the rapid development of research on 2D materials, researchers have been paying 

more attention to van der Waals heterostructures. This structure is obtained by stacking 2D 

materials on top of each other in an arbitrary order, just like building with Lego. As shown in 

Figure 4.1, the result is an artificial material that follows a chosen order. In the 2D material 

plane, the stability is preserved by strong covalent bonds, whereas the interlayer force is van-der-

Waals like and relatively weak. 

 

Figure 4.1 Structure of van der Waals heterostructures. Image reproduced from Ref. [1] with 

permission from Nature Publishing Group. 

 

The heterostructures built by 2D materials is fundamentally different from conventional 

covalently bonded materials. The surface of 2D material lacks dangling bonds, allowing the 

creation of heterointerface with high quality. [97] Moreover, the strong light-matter interactions 
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and unique optoelectronic properties of TMDCs enable many new possibilities in the 

heterostructure optoelectronic devices, such as photodetectors, light-emitting diodes, and 

photovoltaics.[98-101] A series of 2D materials, with different bandgaps and work functions, 

provide numerous opportunities to design functional van der Waals heterostructures by 

engineering band  alignment and electrostatically tune the charge carrier densities.[57] Table 4.1 

summaries the common 2D materials that might be used to construct van der Waals 

heterostructures. 

Table 4.1 2D Material Library 

 

* Monolayers stable in air at room temperature are shaded blue. Those likely to be stable in air are shaded 

green. Those unstable in air but stable in inert atmosphere are shaded pink. Those shaded gray are 

available in monolayer form, but need further investigation. Table reproduced from Ref. [1] with 

permission from Nature Publishing Group. 

 

4.2 Electrical properties of BP-MoS2 p-n heterojunction 

 Black phosphorous (BP), as mentioned in the previous chapter, is an emerging candidate 

for novel electronic and optoelectronic applications. With a bandgap of  0.3 eV in bulk form and  

a thickness dependent direct bandgap ranging from 0.3 eV to 2 eV,[102] BP is especially suitable 
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for near-infrared applications. By stacking few-layered BP and MoS2, a vertical p–n junction can 

be built to achieve a maximum photocurrent response of 418 mA W−1,[98] much larger than the 

photoresponsivity of photodetectors based on only BP or MoS2.[103, 104] 

 We first fabricate BP-MoS2 heterostructures. Both MoS2 thin flakes and BP flakes were 

mechanically exfoliated from the bulk material. MoS2 crystal was first exfoliated onto a 

degenerately doped 290 nm SiO2/Si substrate, while BP crystal was exfoliated onto a PDMS 

stamp. Next, a selected BP thin flake on the PDMS stamp was placed on top of a selected MoS2 

flake on the SiO2/Si substrate, forming a BP–MoS2 heterojunction. Finally, the metal electrodes 

were defined by electron beam lithography and the subsequent deposition of 5 nm Ti and 40 nm 

Au. Figure 4.2a shows the schematic illustration of a BP–MoS2 junction device and its optical 

image in the inset. The thickness of the MoS2 and BP layers are 4.8 nm and 10.0 nm, 

respectively, as determined by atomic force microscopy. The structure of MoS2 and puckered BP 

layers are shown in Figure 4.2b. We measure the electrical properties of the heterojunction in 

high vacuum (∼10−6 Torr). A gate voltage Vg was applied to the Si substrate to electrostatically 

adjust the carrier concentration in both materials. Figure 4.2c presents the gate-dependent 

transport characteristics of the MoS2 and BP layer, respectively. The semilog plot is presented in 

the inset. MoS2 and BP flakes display n-type and p-type characteristics at zero gate bias, creating 

a p–n junction in the overlap region.  The mobility of MoS2 and BP are estimated to be ∼43 cm2 

V−1 s−1 and ∼38 cm2 V−1 s−1, respectively. Figure 4.2d displays the I–V characteristics of the 

BP–MoS2 junction measured between electrodes E2 and E3. The unintentional doping at zero 

gate bias allows for strong rectification of drain current, consistent with the gate-tunable 

transport curves. When the carrier concentrations in the junction region are electrostatically 

modified by applying a gate voltage, this rectification ratio reduces. The electronic tunability of 
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vertical p–n heterostructures is likely to be attributed to tunneling-assisted interlayer 

recombination due to the absence of a depletion region.[57] 

 

Figure 4.2 Electrical property of BP-MoS2 p-n heterojunction. a. Schematic of BP-MoS2 p-n 

heterojunction with its optical image in the inset. b. Structure of the heterojunction area. c. Gate-

dependent transport characteristics for BP (red curve, measured between E3 and E4) and MoS2 

(blue curve, measured between E1 and E2). d. I–V curves at various gate voltages measured 

between E2 and E3. Image reproduced from Ref. [101] with permission from The Royal Society 

of Chemistry. 

 

4.3 Optoelectronic properties of BP-MoS2 p-n heterojunction 

 To evaluate the performance of the BP-MoS2 p-n heterojunction as a photodetector, a 

diffraction-limited 532 nm (2.33 eV) laser spot was focused onto the p–n junction area under a 

drain bias. The size of the laser spot is around 1 μm, much smaller than the BP–MoS2 junction. 
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The photon energy of the 532 nm laser is above the direct bandgap of both few-layered MoS2 

(∼1.9 eV) and BP (0.3 eV), which can offer high efficiency of photocurrent generation.[95, 105] 

Figure 4.3a shows the I–V characteristics of the p–n junction in the dark state (black curve) and 

under various laser illumination powers in the reverse bias region at Vg = 0 V. The photocurrent 

Ipc is defined as Iillumination − Idark. The photocurrent at the p–n junction strongly depends on both 

drain bias and incident laser power. The highest photoresponsivity is ∼170 mA W−1 at Vds = −2 

V and 30 μW incident laser power, comparable to the photoresponsivity in a previous report at a 

BP–MoS2 p–n junction using monolayer MoS2.[98] This photoresponsivity is nearly 40 times 

higher than the reported BP phototransistors.[106] At a reverse drain bias, Ipc has a superlinear 

relationship with increasing laser power, possibly due to the nonequilibrium occupancy of 

intragap recombination centers at low laser powers.[107] 

 

 

Figure 4.3 Performance of BP-MoS2 p-n heterojunction as a photodetector. a. I–V 

characteristics of the BP–MoS2 p–n junction in the dark state and under 532 nm laser 

illumination. b. Power dependence of photocurrent intensities in the junction region. Image 

reproduced from Ref. [101] with permission from The Royal Society of Chemistry. 
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To investigate the photocurrent generation mechanism, scanning photocurrent 

microscopy was applied to obtain spatially-resolved photocurrent mapping of the BP–MoS2 

device. As shown in the reflection image (Figure 4.4a), the edges of the electrodes are marked by 

grey dashed lines while the BP and MoS2 crystals are marked by blue and purple dashed lines. At 

zero gate bias, a p–n junction is formed at the BP–MoS2 heterostructure, leading to strong 

electron–hole pair separation and remarkable photocurrent at the junction (Figure 4.4b). This 

strong photocurrent can be suppressed by modulating the electrostatic gating in either the 

positive or negative direction (Figure 4.4c). When gate voltage is applied, the interlayer 

recombination rate will increase due to the accumulation of one type of majority carriers,[108] 

resulting in a reduction of photocurrent signals. Also, electrostatic gating can modulate the built-

in electric field at the MoS2–BP interface, thus changing the photocurrent intensities. 

 

Figure 4.4 Scanning photocurrent microscopy of the BP–MoS2 heterostructure. a. 

Reflection image and b photocurrent image. c. Photocurrent intensity as a function of gate 

voltage. Image reproduced from Ref. [101] with permission from The Royal Society of 

Chemistry. 

  

 The relative contributions of different photocurrent generation mechanisms are further 

investigated by polarization-dependent photocurrent measurements at the BP–MoS2 p–n 
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junction. We used linearly-polarized laser with different wavelengths. The polarization direction 

of the laser is defined as shown in Figure 4.5a, where 0° and 90° denote the directions parallel to 

the edge of metal electrodes at the MoS2 and BP sides, respectively. Figure 4.5b shows the 

photocurrent polarization dependence of BP–MoS2 p–n heterojunction when excited by 532 nm 

laser. The maximum photocurrent signals are obtained when the laser polarization direction is 

perpendicular to the MoS2 channel or nearly along the edge of electrodes on the MoS2 side 

(−30°). Compared to the photocurrent signals at the junction region, the photocurrent response at 

the metal contacts can hardly be identified. In contrast, with 1550 nm laser illumination, the 

photocurrent response shows an altered signature. The photocurrent signals maximize when the 

laser polarization direction is perpendicular to the electrode edges on the MoS2 side (90°) or 

parallel to the electrode edges on the BP side (Figure 4.5c and d). We perform Raman 

spectroscopy to determine the intrinsic orientation of the BP flake.[109] The x direction of the 

BP flake is at about 30°, suggesting that the anisotropy of BP flake absorption is not a 

dominating factor to the polarization-dependent photocurrent generation at the junction. 

We attribute the photocurrent response at the junction upon 532nm and 1550 nm laser 

illumination to different photocurrent generation mechanisms. Figure 4.5g illustrates the band 

diagram of the BP–MoS2 junction when excited by a 532 nm (2.33 eV) laser. The electrons in 

the valence bands of both MoS2 and BP are excited to their conduction bands, respectively. Due 

to Fermi level alignment, a type-II heterostructure is formed [57] where the valence band 

maximum of MoS2 much lower than that of BP.  The valence band offset between BP and MoS2 

is much larger than the conduction band offset at Vg = 0. Both photogenerated electron–hole pair 

dissociation and tunneling mediated interlayer recombination between majority carriers at the 

bottom (top) of the conduction (valence) band of MoS2 (BP) are expected to contribute to the 
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photocurrent generation at the BP–MoS2 junction. We realize that the recombination induced 

photocurrent response has an opposite photocurrent polarity in the junction region compared to 

the measured photocurrent signals. Therefore, photogenerated electron–hole pair dissociation is 

dominant. Photogenerated electron–hole pair can be separated by two pathways at the BP–MoS2 

junction: (1) photogenerated holes in MoS2 drift to BP because the valence band maximum of 

MoS2 is much lower than that of BP, and (2) photogenerated electrons flow either from BP to 

MoS2 or from MoS2 to BP depending on the structure of the conduction band offset.  

 

 

Figure 4.5 Polarization-dependent photocurrent microscopy of the BP–MoS2 

heterostructure. a. Photocurrent images at the junction illuminated by 532 nm laser and c 1550 

nm laser. The directions of 0° and 90° are defined as marked in the image. b. Normalized 

photocurrent intensities in the BP–MoS2 p–n junction area when illuminated with linearly-

polarized 532 nm and d 1550 nm laser. e. Photocurrent image and f normalized photocurrent 

intensity at the BP–metal junction. g. Schematic diagrams show photocurrent generation 

mechanisms when the junction is excited by 532 nm laser and h. 1550 nm laser, respectively. 

The scale bars are 4 μm. Image reproduced from Ref. [101] with permission from The Royal 

Society of Chemistry. 
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The photocurrent generation at the junction area is a competitive effect between these 

two pathways. In this particular device, the first pathway is dominant under the illumination of 

532 nm laser. Photogenerated holes in MoS2 valence band can flow into BP due to a large band 

offset across the sharp vertical interface, resulting in a strong photocurrent response. This 

expectation is confirmed by the polarization-dependent photocurrent measurements, where the 

photocurrent response at the MoS2–BP junction is polarized to the direction perpendicular to the 

MoS2 channel, which is similar to the photocurrent response at MoS2–metal junctions as we 

discussed in the previous chapter. The maximum photocurrent signals were observed when light 

is polarized perpendicularly to the MoS2 channel at 532 nm illumination due to the photovoltaic 

effect.[95] 

When illuminated by 1550 nm (0.8 eV) laser, the photon energy is insufficient to excite 

electrons in MoS2 from its valence band to conduction band. Therefore, photocurrent signals 

primarily result from the direct bandgap transitions in BP. Thus, the second pathway becomes 

important (Figure 4.5h). The maximum photocurrent response occurs when the incident light is 

polarized along the direction of electrode edges at the BP side (90°). This result follows the 

polarization dependence of photocurrent response at the BP–metal junctions (Figure 4.5e and f), 

further confirming that the photocurrent response at the BP–MoS2 junction primarily results from 

the photogenerated electrons in BP. All the devices we tested display the same polarization 

dependency in the junction area under 1550 nm illumination. Note that photothermoelectric 

effect may also contribute to the photocurrent generation, but is only expected to play a 

negligible role.[57] The direction-dependent absorption of BP is another issue to consider.[109] 

However, in our experiments, the polarization directions that generate the maximum 

photocurrent signals in the junction region are different under 532 nm and 1550 nm illumination, 
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whereas the BP crystal axis orientation remains the same, suggesting the intrinsic absorption of 

BP is not likely a dominant factor that determines the photocurrent polarization dependence at 

the MoS2–BP heterojunction. 
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Chapter 5 CNTs for image-guided drug delivery 
 

 In the first half of this dissertation, we discussed the optoelectronic properties and 

applications of low-dimensional materials. In the second half, we will discuss the bioelectronics 

of these materials. 

 Various nanomaterials have been demonstrated to effectively delivery bioactive drugs or 

cargo into living systems for diagnosis or therapy.[110, 111] Among them, CNTs have attracted 

particular attention due to its unique physical, chemical, electrical, and optical properties[4, 5] as 

well as its high efficiency in transporting a wide range of molecules across membranes into 

living cells.[112, 113] CNTs not only serve as drug delivery vehicles, but also as contrast agents 

for a variety of imaging methods. CNTs have been successfully applied in MRI, a medical 

imaging technique that provides great spatial resolution anatomical images with the ability to 

extract additional functional information, both in vitro and in vivo.[114-116] Due to its intrinsic 

near-infrared fluorescence (NIRF),[8, 117-120] CNTs themselves can be utilized for 

fluorescence imaging. In addition, CNTs can absorb near infrared light, which make them idea 

candidates for OCT, an optical imaging technique that provides structural information at high 

resolution (∼1-10 μm) with deep optical image penetration (1–3 mm). [121] It is, therefore, 

desirable to develop a CNT based drug delivery system, whose treatment effect can be 

simultaneously monitored by various types of medical imaging tools. 

5.1 Functionalization of CNTs 

CNTs are hydrophobic materials. For biomedical applications, it is necessary to 

functionalize CNTs so that they can be suspended in an aqueous media. Various ionic surfactants 
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and nonionic polymers were used to suspend as-grown CNTs via a method adapted from a 

previous report.[122] The various surfactants and polymers used for functionalization can be 

sorted into two categories. The first is ionic small molecules, such as sodium cholate, sodium 

dodecylbenzenesulfonate (SDBS), and sodium dodecyl sulfate (SDS), which cover CNTs with a 

micelle structure that prevents nanotube aggregation by charge repulsion (Figure 5.1a top).[123] 

The second is nonionic polymers, including PL-PEG, PEG-PPG-PEG Pluronic F-108 (PF108), 

and PEG-PPG-PEG Pluronic F-68 (PF68), which suspend nanotubes by stacking and wrapping 

around CNT sidewalls (Figure 5.1a bottom).  

 

Figure 5.1 T2-weighed MRI of CNTs. a. Schematic diagram of CNTs functionalized by ionic 

surfactants (top), which form a micelle structure, and by nonionic polymers (bottom), which 

wrap around nanotubes to form a suspension. b. MRI T2 map and c. T2 relaxivity fitting for 

CNTs functionalized by different surfactants or polymers with various CNT concentrations. 

Image reproduced from Ref. [124] with permission from American Chemical Society. 

 

Surface functionalization can affect the efficiency of CNTs as imaging contrast agents. It 

is well known that CNTs functionalized by ionic surfactants display stronger NIRF than those 

functionalized by nonionic polymers.[123] However, the effect of CNT surface functionalization 

on their MRI efficiency has not been reported. Here, we investigate the influence of CNT surface 

functionalization on their performance in T2-weighted MRI. In this experiment, each CNT 
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sample was prepared with series dilution and imaged in NMR tubes (Figure 5.1b). T2 relaxivity 

is related to the spin−spin relaxation efficiency of an MRI contrast agents. Image contrast 

increases with increasing T2 relaxivity due to better interactions between contrast agents and 

nearby water protons. T2 relaxivity, and the slopes of their linear fitting versus CNT 

concentration, or r2, were also calculated (Figure 5.1c). The r2 for micelle-encased CNTs was 

around 0.05− 0.06 s-1 (mg/L)-1; polymer-suspended nanotubes exhibited r2 higher than 0.10 s-1 

(mg/L)-1 with PF68 yielding the highest r2 at 0.16 s-1 (mg/L)-1. 

As reported in previous literature, T2-shortening properties of CNTs are mainly attributed 

to iron catalysts attached to the ends of nanotubes. [114-116]. It is clear that the distinct r2 of 

nanotubes functionalized by the two types of suspension agents are not caused by different iron 

concentrations. The r2 difference is likely due to varying amounts of water protons with access to 

the iron nanoparticles attached to the nanotubes; this would thus impact proton spin dephasing. 

For micelle-encased CNTs, small ionic surfactants thoroughly cover the nanotubes, including the 

two ends where iron catalysts are attached; therefore, water molecules have limited access to the 

iron catalysts.[122] In contrast, polymers suspend CNTs by helical wrapping via π−π stacking 

and hydrophobic forces,[125] allowing more space for water to directly approach the nanotube 

and hence shorten the spin dephasing time. It is thus clear that r2 of the CNT suspension is 

influenced by not only the amount of iron catalysts present but also the interactions between the 

iron catalysts and the water environment, which varies for different surface functionalization. 

Ionic surfactants and nonionic polymers display very distinct effects on the optical and 

magnetic properties of CNTs in aqueous media. Ionic surfactants suspended CNTs have bright 

NIRF, whereas nonionic polymer functionalized CNTs exhibit higher r2 for MRI. It is therefore 

critical to address how functional groups competitively interact with CNTs and affect their 
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performance in dual-modality imaging. Here, CNTs were initially functionalized by ionic 

surfactants to achieve high NIRF quantum yield and nonionic polymers were gradually 

introduced to enhance their T2 relaxation efficiency. This process was performed by adding 1 

mg/mL PL-PEG into a sodium cholate-functionalized CNT suspension, which was then dialyzed 

to remove sodium cholate in the suspension. In our experiment, the CNT suspension was 

removed after 8 h, 1 day, 2 days, and 4 days of dialysis and immediately centrifuged to remove 

extra bundles that formed during dialysis. Absorption spectra of the samples were obtained and 

investigated. Two of the sharp E11 absorption peaks at a wavelength of about 1000 nm were 

measured and plotted in Figure 5.2a. Remarkable differences were observed among different  

 

Figure 5.2 Competitive surface functionalization between surfactants and polymers. a. 

Absorption spectra of selected peaks showing intensity and position change during 

surfactant/polymer dialysis. b. NIRF intensity change in thin films. After 4 days of dialysis, the 

fluorescence intensity is close to PL-PEG-CNTs. c. T2 relaxivity (R2) of CNT samples. The red 

line and blue line are the linear fitting of sodium cholate and PL-PEG-CNTs, respectively. Image 

reproduced from Ref. [124] with permission from American Chemical Society. 
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samples. The original sharp absorption peaks seen in the cholate suspended CNTs became 

broadened and red-shifted toward the peak of PL-PEG functionalized CNTs (PL-PEG-CNTs). 

The broadened and red-shifted peaks indicate that PL-PEG polymer molecules gradually 

wrapped around the CNTs while small bundles were forming. 

NIRF of CNTs after dialysis was measured in the 1150-1700 nm range on a liquid-

nitrogen cooled InGaAs camera. A step-by-step change in emission was clearly observed during 

the dialysis process (Figure 5.2b). The emission became weaker with increased dialysis time, 

corresponding to a NIRF quantum yield drop for the nanotubes. Nevertheless, the CNT 

suspensions still had a reasonable fluorescence quantum yield. 

After the 4 day dialysis, the NIRF signal of two-step functionalized CNTs became close 

to that of PL-PEG-CNTs. Despite the gradual change in NIRF during dialysis, the r2 of each 

sample unexpectedly showed almost identical values (Figure 5.2c). Linear fitting revealed that 

after dialysis, the r2 of CNTs was almost identical to that of micelle-encased nanotubes and was 

distinct from that of PL-PEG-CNTs. This may indicate that nanotube surfaces were still 

thoroughly covered by micelle structures of ionic molecules, shielding the iron catalysts from 

water protons. The binding force between ionic surfactants and nanotubes is stronger than that 

between nonionic polymers and nanotubes. Therefore, PL-PEGs may only wrap around the 

sodium cholate coating rather than replacing it. The reduction of NIRF quantum yield of two-

step functionalized CNTs may largely result from the formation of nanotube bundles, which is 

typical for PL-PEG-CNTs. 
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5.2 Multi-modality imaging of CNTs 

Proper surface functionalization of CNTs is critical for their biomedical applications. 

Therefore, PL-PEG was chosen to functionalize CNTs since it not only provides descent 

fluorescence and MRI imaging contrast, but also displays high biocompatibility. We further 

investigate the ability of CNTs for multi-modality image. After functionalization, the optical 

extinction spectrum of the CNT sample was acquired with a spectrophotometer (Cary 5000) 

from 400 to 1350 nm, as shown in Figure 5.3a. Spectrophotometry indicated broadband visible 

and NIR attenuation with sharp localized peaks, indicating CNTs were well dispersed and not 

aggregated in solution.[122] 

 

Figure 5.3 CNT characterization for OCT. a. Visible–NIR attenuation spectrum of CNTs. b. 

OCT magnitude image of three-dimensional agarose phantom; note a lack of contrast or any 

visual confirmation of the presence of CNTs. CNT (+) (∼84 nM) and CNT (-) regions are 

highlighted. c. Photothermal OCT of the same field of view, revealing the cylindrical CNT gel 

inclusion. Photothermal signal is in arbitrary units. Image reproduced from Ref. [121]. 

 

For photothermal imaging, a commercial OCT system (Bioptigen, Inc.) was altered. The 

imaging system contained an 860 nm center wavelength, 51 nm bandwidth, superluminescent 

diode source (axial resolution ∼6.4 μm in air), with 8.5 μm lateral resolution and 100 μs 

integration time. A titanium sapphire laser served as the photo- thermal beam, which was fiber 
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coupled and integrated with the OCT system via a 50∕50 fiber coupler. The photothermal beam 

was tuned to 750 nm and amplitude modulated with a 50% duty cycle square wave at 100 Hz 

with a mechanical chopper, with 10 mW of power on the sample. OCT and photothermal spot 

sizes were roughly equal. One thousand consecutive temporal scans were acquired for each A-

scan during photothermal beam amplitude modulation. 2D images of solid phantoms were 

acquired. Low gelling temperature agarose was mixed with either water as a negative control or 

CNTs to create 2% agarose gels with either 0 or 84 nM nanotube concentrations. The phantom 

was imaged with photothermal OCT using the system. Phantom images (Figure 5.3b and c) 

confirmed both the capabilities and limitations of each imaging modality. Photothermal imaging 

was able to discriminate the agarose/CNT cylinder from the scattering agarose background, 

while the OCT magnitude image could not. 

NIRF and MRI of CNTs in live cells are also demonstrated in primary cultures from 

rodent brains. Mammalian brain cells, mainly neurons and glial cells, were prepared as described 

in previous literature.[126] For MRI, PL-PEG-CNTs were added into the culture medium at a 

concentration of 3.56 mg/L and incubated for 24 h. We did not observe any morphology change 

in the cells treated with PL-PEG-CNTs. Equivalent amount of solvent without CNTs was used as 

a sham control. The cells treated with or without the CNTs were then washed with phosphate 

buffered saline and mixed with agarose gel to form a semisolid cell solution. The cell-containing 

solution was transferred to a 96-well plate and imaged using a 4.7 T MRI scanner as described 

before. The final T2 map is shown in Figure 5.4a, and a region of interest was manually drawn to 

calculate the relaxivity of each sample. The T2 relaxivity of cells treated with CNTs was 5.06 s-1, 

higher than that of the sham control (4.76 s-1). 
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Figure 5.4 Live cell imaging of CNTs. a. MRI T2 map of brain cells with or without the PL-

PEG-CNT treatment. b. NIRF image and c. Optical image of brain cells incubated with a PL-

PEG-CNT added culture medium for 72 h. The NIRF image of cells was coded with false color 

and the scale bar is 30 μm. Image reproduced from Ref. [124] with permission from American 

Chemical Society. 

 

For NIRF imaging, cells were incubated with the PL-PEG-CNTs added culture medium 

for 72 h and fixed by 4% paraformaldehyde. The CNT fluorescence was measured on the 

InGaAs camera setup. Several images along the z-axis were overlapped to decrease noise levels 

and to reveal a more comprehensive CNT uptake profile (Figure 5.4b). Many fluorescent puncta 

residing in the brain cells can be observed. The sizes of those puncta are limited by the resolution 

of the detector (1 μm, much bigger than CNTs). Moreover, CNT fluorescence ranging from 1150 

to 1700 nm is not absorbed by biomolecules and is easily distinguished from the 

autofluorescence of biological samples, making it ideal for deep tissue or even whole animal 

imaging.[127-129] The NIRF of CNTs may therefore be employed to investigate CNT uptake or 

labeling in intact brain. 

5.3 CNTs for drug delivery 

After demonstrating the ability of CNTs for OCT, MRI, and NIRF imaging, we further 

apply CNTs for medical applications both in vitro and in vivo. We demonstrate that CNT-

mediated siRNA (CNT-siRNA) delivery system significantly silences our target of interest, 

gastrin-releasing peptide receptor (GRP-R), in neuroblastoma. CNT-siGRP-R resulted in a 50% 
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silencing efficiency and a sustained efficacy of 9 days for one-time siRNA treatment, whereas 

siRNA delivered by the commercial transfection reagent couldn’t knockdown GRP-R 

expression. 

 

 
 

Figure 5.5 CNT-mediated GRP-R silencing in neuroblastoma in vitro and in vivo. a. BE(2)-

C cells were treated with LIPO-siRNA, CNT-siRNA, and naked-siRNA for 2 and 9 days, 

respectively. Protein expression was detected by Western blotting. GRP-R expression was 

significantly silenced by CNT-siGRP-R, when compared to commercial transfection reagent 

LIPO and naked-siRNA. Relative levels of GRP-R were calculated by densitometry and listed 

below each band. b-Actin was used as a loading control. b. c. CNT-siRNA was injected locally 

into BE(2)-C subcutaneous xenografts. Bioluminescence images were taken for mice treated 

with CNT-siCON or CNT-siGRP-R; CNT-siGRP-R significantly reduced the tumor size and 

inhibited the tumor growth. d. e. Representative immunohistochemical staining of GRP-R in 

tumors treated with CNT-siCON or CNT-siGRP-R. The expression of target GRP-R (brown 

staining) was significantly decreased in CNT-siGRP-R treated tumor sections. f. g. 

Representative H&E-stained tumor sections from mice treated with CNT-siCON or CNT-siGRP-

R. h. i. Paraffin embedded sections were stained with anti-human phospho-Histone H3 (Ser10) 

antibody followed by Alexa Fluor 568 Dye (Red). DAPI (49,6-diamidino-2-phenylindole, 

dihydrochloride, blue) was used for staining nuclei. Image reproduced from Ref. [130] with 

permission from American Chemical Society. 
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We also examined the drug delivery efficiency of CNT-siRNA in human neuroblastoma 

BE(2)-C cells. We transfected BE(2)-C cells with LIPO-mediated siCON (LIPO-siCON), LIPO-

siGRP-R, CNT-siCON, CNT-siGRP- R, naked-siCON and naked-siGRP-R, respectively. As 

shown in Figure 5.5a, CNT-siGRP-R significantly down-regulated GRP-R expression 2 days 

after transfection, whereas both naked-siGRP-R and commercial transfection reagent LIPO-

siGRP-R did not knock- down GRP-R expression. Moreover, the GRP-R silencing efficiency 

mediated by CNT-siRNA was persistently high at 9 days post-transfection, when most siRNA 

delivery systems cannot silence target genes for that duration due to the instability of siRNA. 

To evaluate the efficacy of GRP-R silencing mediated by CNT-siRNA in vivo, we 

performed CNT-siRNA delivery locally into subcutaneous tumors. Mice were imaged before, 5 

and 27 days after a single administration of CNT-siRNA. Injection of these two siRNA drugs 

produced significant effects on the tumor sizes in vivo (Figure 5.5b, c).  

CNT-siGRP-R efficiently decreased the tumor size 5 days post-injection and significantly 

inhibited the tumor growth 27 days post-injection as compared to controls treated with CNT-

siCON. To validate whether the GRP-R expression was affected in the tumors by CNT-siGRP-R 

treatment, immunohistochemistry (IHC) was performed. The expression of target GRP-R protein 

levels was significantly decreased in CNT-siGRP-R treated tumors (Figure 5.5e) compared to 

CNT-siCON controls (Figure 5.5d), which was consistent with our in vitro results. Moreover, we 

found that cells in CNT- siGRP-R treated tumors appeared to lose cell–cell adhesion, and were 

more differentiated on morphological observation (Figure 5.5g). As shown in Figure 5.5h and 

5.5i, there was 70% less mitotic cells in the CNT- siGRP-R treated tumors than in the CNT-

siCON treated one. It is obvious that CNT-siGRP-R treatments significantly reduced tumor cell 

proliferation and thus inhibited tumor growth.  
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Chapter 6 Carbon nanotube bioelectronics 
 

 Understanding the biological world at the single-molecule level is an essential part for us 

to understand our mother nature. However, the current single-molecule technologies are mostly 

complicated and time-consuming. For example, the sequencing of DNA requires polymerase 

chain reaction (PCR), a complicated process that involves purifying and amplifying the samples, 

labeling them with fluorescent dyes, and obtaining signals from large amount of samples. 

Moreover, the sizes of many biomolecules are very small. For example, the diameter of a DNA 

molecule is 2 nm, and proteins are typically 10 nm in size. Traditional methods (generally optical 

technique) are not able to process these small molecules with high precision and efficiency. 

 Carbon nanotubes, on the other hand, are promising candidates for bioelectronics. First, 

they are small in size. Single-walled carbon nanotubes (SWNT) have a typical diameter of 1-2 

nm, comparable to that of the diameter of a DNA. Second, they have remarkable electronic and 

optoelectronic properties. They can be either metallic or semiconducting depending on chirality, 

and their bandgaps are dependent on their diameter. Also, the properties of CNTs are very 

sensitive to their environment [131-134], making them an ideal choice for biosensors. 

 In this chapter, we first introduce the basics of DNA. Then, optical tweezers, an optical 

setup that can manipulate single molecules, are discussed. Finally, we present our work on a 

CNT biosensor for single DNA manipulation and decode the interaction between a CNT and a 

DNA at the single-molecule level by mechanical, electrical, and optoelectronic methods. 
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6.1 Introduction to DNA 

6.1.1 Structure 

 DNA, or deoxyribonucleic acid, is a molecule that carries genetic information. Most 

DNA molecules consist of two strands, and they are called double-stranded DNA (dsDNA). 

Each strand is composed of nucleotides, which are essentially nitrogen-containing nucleobase 

with deoxyribose and a phosphate group. The primary nucleobase are cytosine (C), guanine (G), 

adenine (A), and thymine (T). The width of dsDNA is 2 nm, and the pitch between two base 

pairs is 0.34 nm. At room temperature, DNA molecule in solution is a coiled ball due to their 

flexible structure.  

 The best model so far to characterize the elastic behavior of a dsDNA is to treat it as a 

worm-like chain. A DNA molecule with length L and persistence length lp, which is the length 

over which a polymer is roughly straight, is shown in Figure 6.1. 𝑁 = 1/𝑙𝑝 is the steps of the 

piece, or steps of a Random walk. The end-to-end distance of DNA is RRMS, 

𝑅𝑅𝑀𝑆 = 𝑙𝑝√2𝑁 [1 −
1

𝑁
((1 − 𝑒−𝑁)] 

 

Figure 6.1 Worm-like chain model of DNA. Image reproduced from Ref. [135]. 
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 There are three common forms of dsDNA, B-Form, A-Form, and Z-Form. B-DNA is the 

dominant form, where two strands of DNA, each in a right-hand helix, wound around the same 

axis. A-DNA and Z-DNA also have helical structures, but they have significantly different 

geometry and dimensions. Figure 6.2 summarizes the different characteristics of these three 

DNA forms. 

 

Figure 6.2 Different forms of DNA. Image reproduced from Ref. [136]. 

 

6.1.2 DNA overstretching 

 DNA response to mechanical force is the cornerstone to understanding DNA mechanics, 

which plays an important role in many genomic processes, such as DNA repair and 

replication.[137-139] Torsionally unconstrained dsDNA undergoes a structural transition under a 

tensile force of ~65 pN, where DNA can gain ~70% in contour length over a narrow force 

range.[140, 141] This process is called overstretching of DNA. Figure 6.3 shows the DNA 

overstretching process. 
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Figure 6.3 Overstretching a DNA molecule in 0.1x PBS. 

 

 Details of DNA overstretching are crucial to the understanding of DNA interaction with 

other molecules. Three mechanisms were proposed to explain the force change during 

overstretching: strand unpeeling, localized base-pair breaking, and formation of S-DNA.[142-

145] It has been demonstrated that all these three structures can exist depending on DNA 

topology and local DNA stability.[146] As shown in Figure 6.4, when applying a force, a λ-DNA 

can either form melting bubbles (Figure 6.4a and its corresponding fluorescence image 6.4c) or 

peeled from a nick (Figure 7.4b and its corresponding fluorescence image 6.4d). Overstretching 

DNA can be a simple method to partially create single-stranded (ssDNA), which will be 

discussed later. 
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Figure 6.4 Different DNA overstretching mechanisms. a. Melting bubbles are formed due to 

overstretching, as confirmed by the fluorescence image in c. b. Nicks in DNA molecule 

backbone serve as nucleation site for strand unpeeling. Its corresponding fluorescence image is 

shown in d. Image reproduced from Ref. [146]. 

 

6.2 CNT transistors in electrolyte 

6.2.1 Electrolyte solutions 

 Electrolyte is basically conductive solutions. In this dissertation, we are only concerned 

about aqueous electrolyte. When dissolved in water, salts such as NaCl crystals separates into 

Na+ and Cl- ions. These ions increase the conductivity of water, similar to the free electrons 

making metal conductive. The most important electrical property of electrolyte is its resistivity, ρ. 

For a variety of electrolytes, the equivalent conductivity, Λ, is established, where 

𝜎 = Λ ∙ 𝑐0 
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where c0 is the bulk salt concentration. For most salt, Λ has very similar values, Λ ~ 100×10-4 m2 

/ Ω · mol. [147] Therefore, we can estimate the resistivity using 

𝜌~
100

𝑐0 [mM]
Ω ∙ 𝑚 

 Charged surface in solution will form an electrical field that attract oppositely charged 

ions in the solution to its surface, forming an electrical double layer. Several models have been 

proposed to characterize this double layer. In Helmholtz model, a single layer of counterions are 

absorbed to the charged surface and neutralize its charge, as shown in Figure 6.5a. The 

capacitance per area CH for a typical cation radius of 2 Å is 3.5 F/m2 in theory, although the 

experimental observation is an order of magnitude smaller.[148] 

 In Gouy-Chapman model, Poisson-Boltzmann equation is considered, and the potential 

near the charged surface is modeled as an exponentially fall rather than a sharp linear drop. In 

this model, the capacitance across the double layer at room temperature is[148] 

CGC [F/m2] = 2.3√𝑐0[M] cosh(19.5 Φ0[V]) 

However, this model ignores the finite size of ions. Other models of the electrical double layer 

include Stern model (Figure 6.5c) and Grahame model (Figure 6.5d), both of which combine 

Helmholtz model and Gouy-Chapman model and consider both the ion size and thermal energy. 

The understanding of electrical double layer is further improved by Bockris, who proposed a 

more detailed model taking the orientation of water molecule into consideration. This model 

returns the correct capacitance range of 0.1-0.4 F/m2.[149] 
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Figure 6.5 Models of electrical double layer. a. Helmholtz model. b. Gouy-Chapman model. c. 

Stern model. d. Grahame model. e. Bockris model. Image reproduced from Ref. [150]. 

 

 The electrostatic potential near a small charged surface, such as a CNT, is an important 

parameter. From the Poisson-Boltzmann equation, 

∇2𝜙(𝑥⃗) =
𝑐0𝑒

𝜖𝜖0
(𝑒𝑒𝜙(𝑥⃗)/𝑘𝐵𝑇 − 𝑒−𝑒𝜙(𝑥⃗)/𝑘𝐵𝑇) −

𝜌𝑓𝑖𝑥𝑒𝑑(𝑥⃗)

𝜖𝜖0
 

we obtain 
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∇2𝜙(𝑥⃗) =
2𝑐0𝑒2

𝜖𝜖0𝑘𝐵𝑇
𝜙(𝑥⃗) −

𝜌𝑓𝑖𝑥𝑒𝑑(𝑥⃗)

𝜖𝜖0
 

We define Debye length λD as 

𝜆𝐷 = √
𝜖𝜖0𝑘𝐵𝑇

2𝑐0𝑒2
 

In this Debye-Hückel model, potential will decay as 𝑒−𝑟/𝜆𝐷 , and Debye length characterize the 

distance over which ions accumulate. At room temperature in water, the Debye length is 

approximated to 

𝜆𝐷 =
0.3 nm

√𝐼 [M]
 

For example, in 0.1x PBS, the ion concentration is ~ 15 mM, and λD ~ 2.5 nm. 

6.2.2 CNT transistors in electrolyte 

 When a CNT transistor is placed in electrolyte, an electrical double layer forms on its 

surface as discussed in the previous section. Due to the change of environment, the noise level of 

CNT transistor will also be different. Here, we focus on the charge noise of CNT transistors, 

which is a critical parameter to the bioelectronic interface characterization. 

 For an ultraclean suspended CNT transistors, Sharf et. al. performed electrical 

measurements at different gate voltages.[151] Figure 6.6a displays the device schematics and 

gate dependent electrical measurement. The CNT shows a p-type characteristic under gate bias. 

Figure 6.6b is the power spectral of the device. The charge noise is obviously larger in 5 mM 

phosphate buffer (PB, Figure 6.6c right) than in air (Figure 6.6c left). 
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The charge noise in the CNT transistor follows the Tersoff model, where environment 

noise is dominant in the subthreshold regime.[152] The liquid gate fluctuation δV results in the 

fluctuation in current δIsd (t) 

𝛿𝐼𝑠𝑑(𝑡) =
𝑑𝐼𝑠𝑑

𝑑𝑉𝑙𝑔
𝛿𝑉(𝑡) 

and the power spectrum is  

𝑆𝐼(𝑓) = 𝑆𝑖𝑛𝑝𝑢𝑡(𝑓) (
𝑑𝐼𝑠𝑑

𝑑𝑉𝑙𝑔
)

2

 

where 𝑆𝑖𝑛𝑝𝑢𝑡(𝑓)  is the power spectral density of 𝛿𝑉(𝑡) . The power of the charge noise is 

inversely scaled with the CNT channel length, but barely influenced by the ionic concentration 

of the electrolyte solution.[153] 

 

Figure 6.6 Charge noise of a CNT transistor. a. Schematic of a suspended CNT transistor and 

its gate-dependent electrical measurement. b. Power spectrum of the CNT transistor under 

different gate bias. c. Comparison of the current noise with (left) and without (right) the 

electrolyte environment. Image reproduced from Ref. [151] with permission from American 

Chemical Society. 
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 Defects in CNTs significantly influence their electronic properties. By utilizing these 

defects, a CNT transistor can act as a single-molecule biosensor with ultrahigh sensitivity 

because a tethered molecule to these defects can directly affect the conducting channel of the 

device.[154] The defects in CNTs can be selectively created by point functionalization via 

electrochemical process.[155, 156] In this approach, atoms from carbon lattice are removed, 

resulting in reduced conductance. It is realized by etching the CNT in sulfuric acid with a 

reference voltage below the threshold voltage. When the conductance of CNT decreases with an 

abrupt jump, the applied voltage is removed. Then, a functional group is created at the defect site 

by exposing the CNT to potassium permanganate. Figure 6.7 shows the scanning gate 

microscopy image of CNT before and after functionalization. 

 

Figure 6.7 A CNT before and after functionalization. The scale bar is 500 nm. Image 

reproduced from Ref. [157] with permission from Nature Publishing Group. 

 

Another way to functionalize CNT is to stack another molecule, such as pyrene, to the 

surface of CNT transistor through pi-pi stacking.[158, 159] The tight noncovalent bond formed 

by pyrene provides an electronic scattering site that can probe molecule activities.[154] 
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6.3 Optical tweezers 

 Optical Tweezers are devices that use light to manipulate microscopic objects. A focused 

laser creates radiation pressure from beam that can trap small particles. They can apply forces in 

the piconewton range and manipulate objects ranging in size from 10 nm to over 100 mm. 

 Figure 6.8 illustrates the basic operation principle of optical tweezers. When a laser beam 

is focused by a microscope objective to a diffraction-limited spot, this spot creates an optical trap 

which can hold a small object, such as a bead, in its center. The forces exerted on this bead 

consist of the light scattering and gradient forces. The gradient force pushes the bead to the 

center of the laser where the intensity is the highest due to the momentum imparted on the bead. 

Optical tweezers can measure displacements and forces with high precision and accuracy. 

 Typically, the size of the trapped bead is much smaller than the wavelength of the laser. 

The scattering force is[160] 

𝐹𝑠𝑐𝑎𝑡𝑡 =
𝐼0𝜎𝑛𝑚

𝑐
 

𝜎 =
128𝜋2𝑎6

3𝜆4
(

𝑚2 − 1

𝑚2 + 2
)

2

 

where I0 is the laser intensity, σ is the scattering cross section of the bead, nm is the index of 

refraction of the medium, and m is the ratio of the index of refraction of the particle to the 

medium. The gradient force is[160] 

𝐹𝑔𝑟𝑎𝑑 =
2𝜋𝛼

𝑐𝑛𝑚
2

∇𝐼0 
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𝛼 = 𝑛𝑚
2 𝑎3 (

𝑚2 − 1

𝑚2 + 2
) 

For stable trapping, the axial gradient component must exceed the scattering component that 

pushing the bead away. Therefore, a steep light gradient is required. 

 

Figure 6.8 Operation principles of optical tweezers. Image reproduced from Ref. [161] with 

permission with from Springer Science+Business Media. 

 

The position of the bead is detected by a position sensitive detector (PSD), which can 

record the position of the laser intensity in two dimensions.[162] Lateral displacements of a bead 

near the focus of a laser cause rotations in the laser propagation direction. These rotations occur 

in the image plane, which is the back aperture of the condenser and inaccessible in a microscope. 

Therefore, a lens is used to image a photodetector into a plane conjugate to the back-focal 

plane.[163] Axial position of the trapped bead can also be detected using an optical trap. Axial 

displacements will change the collimation of the laser, so the total amount of light collected by 

the photodetector changes. 
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The stiffness of the bead is determined by its Brownian motion. For a bead in harmonic 

potential with stiffness α,[160] 

1

2
𝑘𝐵𝑇 =

1

2
𝛼〈𝑥2〉 

A straightforward way to obtain stiffness is to measure the frequency spectrum of the bead by 

PSD. The mass of the bead is very small, so its motion can be modeled by a massless, damped 

oscillator driven by Brownian motion, 

𝛽𝑥(𝑡) + 𝛼𝑥(𝑡) = 𝐹(𝑡)̇  

where β is the drag coefficient of the bead. We obtain the power spectrum, 

|𝑥̃(𝑓)|2 =
𝑘𝐵𝑇

𝜋2𝛽 [(
𝛼

2𝜋𝛽
)

2

+ 𝑓2]

 

The corner frequency fc=α/2πβ. Therefore the stiffness of the trap is given by α = 2πβ fc. After 

the stiffness α is determined, we can obtain the force by Hooke’s Law F = -αx, where x is the 

displacement. 

6.4 CNT and DNA interaction at single molecular level 

The interface between carbon nanomaterials and DNA has been an intriguing 

complication with significant importance. Decoding their interactions helps to interpret the 

fundamental mechanisms in biomedical applications of carbon nanomaterials. For example, 

DNA is known to separate CNT bundles into individual CNTs due to the binding between DNA 

bases to the CNT sidewalls.[164-166] Quantifying the strength of their binding could assist the 

design of novel CNT sorting paradigm that leads to the precise production of chirality specific 
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CNTs. Another example is CNT-assisted drug delivery, which is demonstrated to be highly 

efficient and versatile.[167] One of the common media CNTs carrier for delivery is small 

interfering RNA, a RNA that can interfere with specific gene expression and thus treat 

disease.[130] By examining the binding strength of CNT surface and drug it carriers, we may be 

able to design new drug binding/releasing methods that further boost the efficiency of CNT-

assisted drug delivery. Also, the binding between CNT and DNA exemplifies the binding 

between two individual π-electron interfaces, which is ubiquitous in nature. This binding 

interface can shed light on the development of other emerging materials that rely on the π 

stacking between layers, such as transition metal dichalcogenides (TMDCs). Investigating the 

CNT-DNA interface will potentially bridges the boundary between biological interfaces and 

nanotechnology. Here, we combine a suspended CNT transistor with dual-trap optical tweezers 

to investigate the π coupling interactions between an individual CNT and DNA. 

6.4.1 The nature of CNT-DNA interactions 

 Numerous reports suggest DNA bind to the surface of CNT spontaneously.[165, 168-

170] However, the behaviors of single-stranded DNA (ssDNA) and double-stranded DNA 

(dsDNA) are significantly different in terms of the binding strength. Heller et al. reported that 

poly-(dGdT) can wrap around individual CNTs,[171] but the hydrophilic backbone of dsDNA 

does not readily adsorb to the uncharged CNT surface in aqueous media.[170] For ssDNA, the 

hydrophobic part of ssDNA is attracted to the surface of CNT, both outside [165] and 

inside.[172, 173] Simulation results suggest that the free energy of ssDNA-CNT is minimized if 

additional DNA bases bind to CNT sidewalls.[168] Ming et al. also reported that this CNT-DNA 

binding force is strong enough to separate CNT bundles into individual CNTs.[165] 
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The binding strength between CNT and ssDNA also depend on other factors. For 

example, the interaction energy for different types of DNA bases, adenine (A), cytosine (C), 

guanine (G), and thymine (T), are different according to both molecular dynamics and ab initio 

simulations.[168, 169, 174, 175] In most of these studies, the binding strength is generally 

G>A>T>C, with binding energy values of around 10 kcal mol-1. In addition, the chirality of 

CNT, or the relative angle that DNA bases bind to the CNT, may also influence the CNT-DNA 

binding strength.[176, 177] 

6.4.2 Experimental configuration 

 We first fabricate transistors on a fused silica substrate. The detailed information is 

presented in Appendix I. Briefly, this is a three-layer device. In each device, there are thirty 

transistors with electrode pads of 44 µm in length. The drain electrodes of all the transistors are 

interconnected, whereas the source electrodes are individually separated. In each transistor, the 

distance between two electrodes are 7 µm, and a trench of 5 µm in width and 4 µm in depth lies 

between the electrodes so that the CNTs will be suspended after growth. We first define the 

electrodes of 5 nm Ti/40 n Pt, followed by deposition of 3 Å of Fe catalyst. Since this layer is 

extremely thin, the Fe atoms will not form a single uniform layer. Instead, islands of Fe atoms 

will scatter on the electrodes. Finally, the trench is etched by reactive ion etching (RIE). This 

dry-etching method maintains a good vertical trench profile. An optical image of the final device 

is shown in Figure 6.9a. After device fabrication, suspended CNTs were grown in the presence 

of 0.8 sccm CH4, 0.2 sccm of H2, and at 950 oC by chemical vapor depositon. Figure 6.9b 

displays an SEM image of a suspended CNT across the trench. We characterize the diameter of 

the CNTs. Figure 6.10a shows a typical atomic force microscopy image of the as-grown CNTs. 

Figure 6.10b shows the histogram of CNT diameters. The CNTs we grew have an average 
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diameter of 1.1 nm. However, the diameter of CNTs cannot be precisely controlled, neither can 

the chirality of the CNTs.  

 

Figure 6.9 Suspended CNT transistor a. Optical image of the transistor. b. SEM image of a 

suspended CNT after synthesis. Scale bar: 2 µm. 

 

 

Figure 6.10 Diameter characterization of CNTs a. Atomic force microscopy image of CNTs. 

b. Histogram of CNT diameters. 

 

The CNT transistor is sealed in a home-made microfluidic chamber after growth. The 

chamber has three channels, where the CNTs are in sealed in the middle channel while the top 
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and bottom channels contain beads linked with bio-active linkers. Scanning photocurrent 

microscopy was applied to identify the positions of the CNTs and confirm their electrical 

connection to the electrodes. Figure 6.11 presents the reflection image and corresponding 

photocurrent image of a typical suspended CNT in 1x PBS. Similar to its photocurrent response 

in air, a serial of positive and negative current dots scatter long the CNT, possibly due to 

defects.[46] 

 

Figure 6.11 Scanning reflection and photocurrent image of a suspended CNT in PBS. 

 

 Figure 6.12 shows the experimental setup. The coordinate is defined as shown in the 

image. Here, we implement a dual-trap optical tweezers setup with 1064 nm laser. The 

displacement of the trapped beads can be detected by two PSDs. The dsDNA (pUC N9, ~7.5 k 

bps) is first end-labeled with biotin on one end and digoxigenin on the other end (see Appendix 

III for details). The bead in one optical trap is coated with streptavidin, and the other with anti-

digoxigenin. Typical diameter of the beads is ~ 2 µm. Therefore, two beads and a single DNA 

molecule are linked by strong biotin- streptavidin or digoxigenin-anti-digoxigenin bonds. 
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Figure 6.12 Experimental setup for CNT-DNA interaction. The coordinates are defined as 

marked in the bottom right corner. 

 

6.4.3 CNT interaction with dsDNA 

 We first investigate the interaction between dsDNA and CNTs. A dsDNA molecule is 

linked to the two beads and we move the dsDNA on the top of the CNT. The DNA lies in the 

perpendicular direction of the CNT, and the CNT lies beneath the center part of the DNA. 

Therefore, the extra force generated on the beads are symmetric. 
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 The elastic behavior of dsDNA requires us to put the dsDNA under tension during the 

whole experimental process. When pulling the dsDNA, the force remains relatively small until it 

increase as predicted by the worm-like chain model. This force goes up to around 65 pN and then 

remain relatively constant when even further stretching the dsDNA. At this point, the DNA goes 

through an overstretching phase.[140, 178, 179] In our experiment, we stretch the DNA to 

around 10 pN before push it down to bind to the CNT surface. At this force, the DNA shows 

elastic behavior. 

We look into the force change in this process. We use two methods to obtain force. The 

first method is to use PSD as described in Section 6.3. However, the transmitted laser collected 

by PSD is not sensitive to the bead displacement in the axial direction, and thus cannot provide 

sufficient information on CNT-DNA binding force. Therefore, we used the second method, 

video image analysis (VIA), to subtract force information on CNT-DNA interaction in both 

lateral and axial directions. A well-established image processing algorithm was adapted to 

calculate the x, y, and z displacement of the beads, as shown in Figure 6.13.[180, 181] This 

method first use a band filter to reduce noise due to uneven illumination. Then, a convolution 

kernel was used to find the rough center position of the beads. Subsequently, the accurate 

positions of the beads are calculated, as well as the bead intensities. We also fixed a bead on the 

substrate and move it to a known distance by a piezo stage to obtain a bead image intensity-axial 

location calibration table. By comparing this table to the bead intensities obtained from the video 

images, the axial shift of the bead can be calculated. Compared with using PSD for bead location 

measurements, VIA not only provide more accurate information in the z direction, but also less 

influenced by the trench which can scatter transmitting laser beam. On the downside, VIA 

temporal resolution is limited to the video recording speed, which is typically much slower than 



78 

 

using PSDs. After bead displacement is determined, we can calculate the force in axial and 

lateral directions using stiffness values obtained from PSDs for each bead, respectively. The 

stiffness in the z direction was taken to be 1/5.9 of the stiffness in the lateral direction, as 

predicted by previous literature.[178, 182] 

 

Figure 6.13 Illustration of bead displacement relative to the optical traps and definition of 

forces applied on the beads. 

 

Using VIA, we explore the interactions between dsDNA and a CNT. Figure 6.14a is the 

stage z position, indicating the distance between optical trap centers and the electrodes (or the 

CNT since it is roughly on the same plane of electrodes). Figure 6.14b is a typical axial force 

change on the bead when push the dsDNA molecule down to attach the suspended CNT and then 

pull the DNA up. Initially, the dsDNA is pulled to around 10 pN. When moving the dsDNA 

down in the z direction, the force on the beads, or the two ends of dsDNA, remains generally a 

constant. At z ~ 0 µm, F started to increase, indicating the attachment of CNT and DNA. After 

DNA and CNT attached, if the beads were further pushed down, DNA would stretch in the 

lateral direction, and thus an increased force is detected. 
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After attachment, we start to pull the DNA up (at around 32 sec). The force recorded 

show a similar trend in the reverse direction. The axial force decrease to around zero, and 

remained constant. We did not observe any abrupt force change, which is consistent with 

previous literature that dsDNA and CNT binding force is very weak and is below our detection 

limit. 

 

Figure 6.14 Interaction between dsDNA and CNT. a. Z position as a function of time, 

indicating the distance between optical trap centers and electrodes. b. Force in the z direction on 

the bead. 

 

6.4.4 CNT interaction with ssDNA-dsDNA hybrid 

 We have experimentally confirmed that the binding strength between dsDNA and CNT is 

very weak. Next, we investigate the interactions between ssDNA and CNTs. Here, we used 
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ssDNA-dsDNA hybrid. This hybrid structure avoids the floppiness and secondary structure of 

ssDNA while maintains the rigidity of dsDNA. 

 We create ssDNA-dsDNA hybrid by overstretching a dsDNA molecule. As shown in 

Figure 6.15, a dsDNA molecule was first overstretched to around 65 pN (blue curve) and hold 

for several seconds. In some cases, when we relax this dsDNA, its elastic behavior changed 

(Figure 6.15 green curve). This change happened more frequently in low ion concentration 

solutions, and this change could be permanent. We attribute this elastic behavior change to the 

creation of ssDNA segments in the dsDNA. Presumably, if multiple nicks exist on the same 

strand of dsDNA, a segment of DNA may be peeled off starting from the nicks during 

overstretching. When the DNA was relaxed, the missing segment leads to partial ssDNA on the 

dsDNA, or the creation of an ssDNA-dsDNA hybrid. 

 

Figure 6.15 Overstretching dsDNA to obtain ssDNA-dsDNA hybrid. After overstretching, 

the DNA elastic behaviors changed. 
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 After ssDNA-dsDNA hybrid was created, we repeat similar experiment as dsDNA-CNT 

interaction using this hybrid. As shown in Figure 6.16, the DNA was first pushed down toward 

the CNT. The green curve is the Z position obtain from the piezo stage, indicating the distance 

between the electrode plane (and the CNT) and the optical trap centers. The blue curve and red 

curve are the force change exerted on one bead calculated from VIA. Initially, both ΔFX and ΔFZ 

remained constant when we push the DNA down toward the CNT because CNT and DNA were 

not attached. At around 20 sec, both ΔFX and ΔFZ started to change, indicating the attachment of 

DNA and CNT. Subsequently, when we pulled up the DNA (indicated by the increase of ΔZ) 

both ΔFX and ΔFZ start to increase. Because of the binding between the ssDNA segment and the 

CNT, the DNA was still attached to the CNT after the optical trap centers were above the 

electrode. Therefore, we observed that ΔFZ increased to above its initial value. Finally, the force 

underwent an abrupt drop, and both ΔFX and ΔFZ returned to their original values as before the 

DNA attached to the CNT. The force drop in the Z direction (both left and right beads combined) 

is the binding force between the CNT and ssDNA. When we create ssDNA-dsDNA hybrid by 

overstretching dsDNA, the location of this ssDNA segment on the dsDNA chain cannot be 

precisely controlled. Therefore, only in a small percentage of our experiments can we observe 

relative strong binding between ssDNA and CNTs. 

 We repeat this experiment of hybrid DNA-CNT interactions, and plot the histogram of 

their binding force. Figure 6.17 show the histogram of the binding force between ssDNA-dsDNA 

hybrids and CNTs. Interestingly, they were separated into three groups. The majority of the 

binding forces lies in the first group, or 1.3 ± 0.4 pN. The measured binding forces for the second 
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Figure 6.16 Interaction between ssDNA-dsDNA hybrid and CNT. The green curve in the top 

panel shows Z positions. The red curve in the bottom panel shows force in the x direction, and 

the blue curve shows force in the z direction. Both red and blue curves are forces changes on one 

bead. Optical images of the bead and illustrations are shown in the inset. 

 

and third group are 3.2 ± 0.3 pN and 4.6 ± 0.1 pN, respectively. These three groups show a linear 

relationship in values. Considering the diameter of our CNTs (1.2 nm) and the distance between 

DNA bases (0.3-0.4 nm when stretched to 10 pN), we propose that the different force groups are 

the result of different number of DNA bases attached to CNT surfaces. Therefore, the binding 

force between a single DNA base and CNT sidewall is 1.3 ± 0.4 pN. 
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Figure 6.17 Histogram of the binding force between ssDNA-dsDNA hybrid and CNTs. 

 

6.4.5 CNT morphology change 

 When DNA is attached to CNT, a force increase of a few piconewton is applied to not 

only the trapped beads, but the CNT as well. Therefore, the morphology of CNT will also change. 

We observe this change by 3D scanning photocurrent measurements. 3D scanning photocurrent 

measurement is realized by stacking a series of photocurrent images of different z positions 

together. The z position change is accomplished by controlled lens movement of the 

photocurrent setup. Here, we are more interested in the yz cut of the photocurrent images 

because they can show the CNT bending curves. Figure 6.18 displays the CNT photocurrent in 

yz plane with and without DNA attached. Initially, the CNT bends a little to the upward direction. 

After DNA attachment, the shape of the CNT shows a dramatic change, bending toward the 

inside of the trench. When we pull the DNA gradually upward, the shape of CNT alters in the 

other direction, indicating that DNA and CNT are still attached. Finally, the CNT shape no 

longer change with different DNA positions, suggesting they are detached during the movement. 
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Figure 6.18 CNT photocurrent profile in yz plane. White solid line marks the shape of CNT. 

 

 The electrical signals Ids of CNT transistors with DNA attached can be unstable. Figure 

6.19 shows the current change ΔIds of a CNT transistor with a DNA molecule attached, where 

some scattered negative current spikes were observed. However, we only observe these current 

spikes in some CNT transistors with high “on” current. The underlying mechanisms of this 

process still requires further investigation. 

 

Figure 6.19 CNT current fluctuation with DNA attached. Some negative current spikes are 

observed. 



85 

 

Chapter 7 Summary and outlook 
 

Compared to a few thousand years of development of traditional materials, low-

dimensional materials only have a history of a few decades. Yet the basic physical and chemical 

properties of these materials have already been extensively investigated. The research focus has 

shifted from learning the fundamental properties of these low-dimensional materials to use them 

in real life. In this dissertation, we cover only a small portion of their fascinating properties, but 

these possessions of low-dimensional materials reflect some of their most exciting potential in 

future applications. 

The optoelectronic properties of low-dimensional materials are quite unique. In the first 

chapter, we covered the physical and electronic band structure of low-dimensional materials, 

which are the cornerstone of their optoelectronic properties. Fluorescence and photocurrent 

microscopy are the key tools for their applications. Polarization-dependent photocurrent 

microscopy, for example, provides information on the relative contribution of different 

photocurrent generation mechanisms, an important factor to consider when designing 

photodetectors and photovoltaic devices. In addition, we discussed the applications of low-

dimensional materials in the biological field, such as for image-guided drug delivery. 

Low-dimensional materials are also potential candidates for bioelectronics. From 

graphene nanopores for DNA sequencing to MoS2 label free biosensors,[183-185] they have 

proven to be efficient tools with high sensitivity. CNTs hold a special niche in biosensors. 

Because they are essentially a one-dimensional material, their small diameter (1-2 nm for single-

walled CNTs) is comparable to many biomolecules, such as the diameter of DNA. This small 

size, along with their exceptional optical and electrical properties, allows for investigation of bio-
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nano interface at single molecular level. Here, we explored the CNT-DNA interactions with the 

help of dual-trap optical tweezers. An increased DNA tension was observed when it is attached 

to the CNT, and the binding force between a single DNA base and CNT sidewall was measured. 

Meanwhile, the morphology of CNT significantly changes due to the DNA attachment. 

Challenges still exist for CNT bioelectronics. Previous reports on dsDNA interaction with 

low-dimensional materials focus mostly on nanopores by electrical measurements. It is predicted 

that ssDNA will exhibit much stronger interactions with CNTs and graphene nanoribbons if no 

defect is introduced. The peeling force between CNT and ssDNA is reported to be 60-85 pN 

measured by atomic force microscopy.[186] Also, the electrical signals of a graphene nanoribbon 

can change significantly when ssDNA is attached.[187] However, we used ssDNA-dsDNA 

hybrid structures for our measurement, and it is difficult to control an ssDNA segment on the 

hybrid structure. One possible solution for future experiments is to synthesize ssDNA segments 

on a dsDNA chain instead of randomly creating ssDNA. 

The future of low-dimensional materials is promising, yet they are still many steps away 

from real-life applications. With the development of synthesis techniques and improvement of 

their device structures, low-dimensional materials will hold on to be strong candidates for 

electronic and bioelectronic applications.  
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APPENDIX I Fabrication recipe for suspended CNT devices 
 

This recipe is for use in Center for Nanophase Materials Sciences at Oak Ridge National 

Laboratory. 

1. Layer 1 - Electrode 

(1) Spin coat P20 (4k rpm, 45 sec). Wait for 20 sec before spinning (or until all the bubbles 

are gone). 

(2) Spin coat LOR 1A (2k rpm, 45 sec). 

(3) Bake the wafer at 180 oC for 20 min. 

(4) Spin coat SPR955-0.7 (3k rpm, 45 sec). 

(5) Soft-bake 90 oC for 90 sec. 

(6) Expose the wafer in contact aligner. Exposure time 6 sec, and use Program 6. 

(7) Post-bake 115 oC for 90 sec. 

(8) Develop the wafer (MIF-CD-26 for 1 min and rinse with DI water). Check the patterns 

under microscope. 

(9) Evaporate 5 nm Ti and 40 nm Pt. Evaporate speed between 0.5 and 2 Å/sec. 

(10) Lift-off in acetone (sonicate for 1 min) followed by IPA (sonicate for 1 min). 

(11) Lift-off in 1165 for 4 hours to remove the residue. Hot 1165 preferred. 

(12) Check the patterns under microscope. 

2. Layer 2 - Catalyst 

(1) Spin coat P20 (4k rpm, 45 sec). Wait for 20 sec before spinning (or until all the bubbles 

are gone). 

(2) Spin coat SPR955-0.7 (3k rpm, 45 sec). 
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(3) Soft-bake 90 oC for 90 sec. 

(4) Expose the wafer in contact aligner. Exposure time 6 sec, and use Program 6. 

(5) Post-bake 115 oC for 90 sec. 

(6) Develop the wafer (MIF-CD-26 for 1 min and rinse with DI water). Check the patterns 

under microscope. 

(7) Evaporate 10 nm Al2O3 and 3 Å Fe. Evaporate speed between 0.5 - 2 Å/sec for Al2O3 and 

0.1 - 0.3 Å/sec for Fe. Use a higher power to heat up Fe for at least 5 min (Fe will show a 

red glow) before actual evaporation. A test run preferred. 

(8) Lift-off in acetone (sonicate for 1 min) followed by IPA (sonicate for 1 min). 

(9) Lift-off in 1165 for 4 hours to remove the residue. Hot 1165 preferred. 

(10) Check the patterns under microscope. 

3. Layer 3 - Trench 

(1) Spin coat P20 (4k rpm, 45 sec). Wait for 20 sec before spinning (or until all the bubbles 

are gone). 

(2) Spin coat SPR220-4.5 (2k rpm, 45 sec). 

(3) Wipe out the photoresist on the edge of the wafer using acetone. 

(4) Soft-bake 115 oC for 90 sec. 

(5) Expose the wafer in contact aligner. Exposure time 14 sec, and use Program 6. 

(6) Optional: wait for at least 30 min, and post-bake 115 oC for 90 sec. 

(7) Develop the wafer (MIF-CD-26 for 1 min and DI water). Check the patterns under 

microscope. 

(8) Check the photoresist thickness using P6 (should be ~5.5 um). 

(9) Dice the wafer into small transistor pieces. Photoresist side up when dicing. 
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(10) Stick the small transistor pieces onto a carrier wafer using the thermal conductive oil 

provided. 

(11) Clean the Oxford 100 metal etcher chamber using OPT chamber cleaning program for 10 

min. 

(12) Etch the wafer using program IVAN SiO2 (50 sccm CHF3, 2 sccm O2, 2 sccm Ar) for 15 

min. 

(13) Clean the Oxford 100 chamber using ICP cleaning program for 30 min. 

(14) Wipe the transistor backside with a wiper. Strip the photoresist using 1165 overnight. 

(15) Check the patterns under microscope. 
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APPENDIX II Growth recipe of suspended CNT devices 
 

1. Assemble the quartz tube. Slide the quartz boat to the middle of the furnace and mark the 

position of the boat. 

2. Slide the quartz boat out. Put in a transistor and leave the boat in the quartz tube entirely 

outside the furnace. 

3. Check the water bubbler is connected correctly and the bubbler valves are turned off. 

 

4. Turn Ar on. Ar = 0.8 SLM. 

5. Connect the right end of the glass tube to the exhaust system. 

 

6. Turn on the furnace and set the temperature to 600 C. Wait for ~10 min until the 

temperature is stable. 
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7. At 600 C, turn on H2O vapor (Ar through water bubbler) = 200 SCCM (catalyst 

oxidation). Leave Ar = 0.8 SLM on. Slide the boat to the marked position as quickly as 

possible (to avoid aggregation). Treat the sample for 10 min. 

8. Turn off H2O vapor and turn on H2 = 200 SCCM (thermal annealing). Leave Ar = 0.8 SLM 

on. Treat the sample for 10 min. 

9. Slide the boat outside the furnace. 

10. Turn off H2 and leave Ar = 0.8 SLM on. 

11. Raise the furnace temperature, typically to 850-900 C depending on catalyst condition. 

Wait for ~15 min until the temperature is stable. 

12. Turn on CH4 = 0.8 SLM, H2 = 200 SCCM, and then turn off Ar = 0.8 SLM. Slide the boat 

to the marked position and leave it there for 20 min for CNT growth. 

13. Slide the boat outside the furnace. 

14. Turn on Ar = 0.8 SLM, turn off all other gases. Turn off the furnace and prop the lid open. 

Leave the sample in Ar for 5 min. 

15. Disconnect the exhaust system. Turn off Ar. Take out the sample. 
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APPENDIX III Recipe for duplicating pUC-N9 DNA 
 

1. Plasmid (pUC-N9) transformation to competent cell (DH5a). 

2. Incubate Cell on LB plate (antibiotics: ampicillin), 37 °C, overnight. 

3. Pick up a single colon from the LB-plate (antibiotics: ampicillin) an inoculate in liquid 

large scale LB media, 37 °C, overnight, shaking at 220 rmp. 

4. Plasmid purification using QiaGen Maxi Plasmid purification kit. 

5. Styl Digestion, overnight, 37 °C. 

6. 1% Agarose Gel to test the cutting of DNA with controls. 

7. Digoxigenin and Biotin labeling, 2 hr or overnight, 37 °C.  

8. PCR purification using QiaGen Kit. 
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