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It is the pursuit of knowledge that liberates… all else are merely trivial skills. 

-ancient Sanskrit saying.  

(Origin: Mahapurana, ca. 400 BCE, estimated) 

  

    sā vidyā yā vimuktaye … vidya’nyā śilpanaipuṇam. 
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THESIS SYNOPSIS 

 

 To quote famous physicist and Nobel laureate, Dr. Richard Feynman, “…everything that 

living things do can be understood in terms of the jigglings and wigglings of atoms.” It is these 

jigglings and wigglings of atoms that form the focus of my dissertation, which studies the structural 

dynamics of two different allosteric proteins through computational simulations. Protein allostery 

is a field that has been investigated widely. But the structural details of how signals initiating at 

one site transmit through the network of residues in different proteins and result in the alteration 

of their functional states, still remains largely unresolved. Here, we independently study the 

kinesin motor protein and the neuromuscular acetylcholine receptor (nAChR) – both of which play 

crucial roles in cellular signaling. Kinesins are intracellular porters, carrying organelles, molecules 

and other cargo within the cell, while nAChRs are transmembrane receptors that aid in intercellular 

communication at nerve-to-muscle synapses. These two protein families are structurally and 

functionally very different, but both are allosteric in nature, with interesting protein dynamics that 

efficiently convert chemical energy to mechanical motions in order to perform their cellular 

functions.  

 The total timescale of an entire allosteric transition is currently too long for complete all-

atom molecular dynamics simulations. Thus, in this dissertation, for both the projects, we begin at 

different equilibrium states of the proteins and carry out comparative analyses of conformation 

and dynamics at those states, which aids in elucidating the structural and functional correlates for 

these systems.   
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 For the kinesin-microtubule (KIN-MT) system, we have built atomistic structure models 

for the key nucleotide-binding states of the kinesin-MT complex from lower resolution cryo-EM 

maps, by suitably modifying the MD potential with the EM map force. We have also studied 

ligand-protein (ADP/ATP-kinesin) interactions and predicted the sequence of structural changes 

in kinesin-MT complex during its conformational transitions between important biochemical states 

and pinpointed key contributing residues.  

 Simultaneously, we have also characterized the transmitter binding sites of neuromuscular 

acetylcholine receptors and analyzed the energy asymmetries between the fetal and adult endplate 

receptors. Through large-scale simulations of the fetal and adult binding sites, we have come 

across compelling evidence of the structural causes that explain these asymmetries and were 

successful in identifying the minimum construct that is both necessary and sufficient to exchange 

the function between adult and fetal binding sites in AChRs. Our in silico models and predictions 

act as important tools to further guide mutational and functional experiments. 

. 
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Chapter 1: INTRODUCTION 

 

 Proteins are not the static objects we are generally used to seeing in pictures. They are 

instead dynamic entities, whose movements play fundamental roles in their functions. In fact, the 

dynamic nature of each protein imparts a ‘personality’ [1] and versatility to it, which is essential 

towards function. These dynamics vary in magnitude, from side chain rotations, fluctuations of 

loops and motifs, to large-scale domain motions, and span a wide spectrum of timescales, from 

picoseconds to milliseconds and even hours (Table 1.1). Since proteins are central to cellular 

function and perform crucial tasks in almost all biological processes, it is of utmost importance to 

try and determine their detailed structure and dynamics, in order to completely understand these 

processes.  

 Most proteins can exist in more than one geometric conformation, despite having the same 

atomic content. The modern generalization of Anfinsen’s dogma [2] is that, a protein adopts an 

ensemble of structures, determined by its amino acid sequence and cellular environment. 

The average of this large ensemble of conformations at equilibrium forms a static picture of the 

protein. These average static pictures are now known for a large number of proteins, thanks to the 

revolutionizing modern techniques of X-ray crystallography, nuclear magnetic resonance (NMR) 

spectroscopy, small-angle X-ray scattering and cryo-electron microscopy, which provide atomic 

and near-atomic level resolutions. However, these techniques do not always correctly mimic the 

cellular environment or provide answers about the dynamic and temporal behaviors of the protein.  

 The dynamic picture of a protein is determined by the variance within the equilibrium 

population of different conformers (thermodynamics) and the transitions over energy barriers 
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between these conformers (kinetics) (Figure 1.1). Conditions in the cellular environment that may 

affect these two factors include temperature, pH, voltage, ionic concentration, binding of a ligand, 

etc. These conformers may be iso-energetic, in which case the protein usually exists as an ensemble 

of states that are in equilibrium with each other through thermal motions. Or, the conformers can 

be separated by energy barriers of different heights (Figure 1.1), thus having different probabilities 

of shifting between states. In that case, some external environmental change may provide the 

energy necessary to overcome the barrier. For many proteins, this external perturbation is in the 

form of an effector molecule binding.  

 

Table 1.1: Hierarchy of protein dynamics (Gerstein et. al., 1994; Palmer, 2004; Bu Callaway, 2011) 

Scale of motion Function Timescale Amplitude 

Local: 
Atomic fluctuation 
Side-chain motion 

Ligand docking flexibility 
Thermal diffusion 

fs to ps 
10-15 – 1012 s 

 
< 1 Å 

Medium-scale: 
Loop motion 
Helix motion 

Active site conformation  
adaption 

Hinge-bending 

ns to s 
10-9 – 10-6 s 

 
1 – 5 Å 

Large-scale: 
Domain motion 
Subunit motion 

Ligand binding 
Allosteric transitions 

s to ms 
10-6– 10-3 s 

 
5 – 10 Å 

Transition motion: 
Helix-coil 
Dissociation/Association 
Folding-unfolding 

Ligand binding 
Protein-protein 
interaction 

ms to hours 
10-3– 104 s 

 
> 10 Å 

 

 To understand proteins in action, one must study the time-dependent change in the atomic 

coordinates, including both equilibrium fluctuations and non-equilibrium transitions.  Various 

experimental techniques and assays like fluorescence microscopy, FRET spectroscopy, 

electrophysiology, optical tweezers, quantum dots, etc. are used to study the effects of various 

perturbations (light, voltage, mutations, etc.) on the observable protein functions, and hence 
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deduce reasonable conclusions about their dynamics. But the ultimate goal would be to ‘watch’ 

proteins in real time at femtosecond and angstrom resolution. 

     Computational studies of proteins can do this, by (i) using reasonably modeled static 

coordinates as a starting point, (ii) completely defining the potential energy and forces felt by each 

constituent domain and (iii) studying the precise positions of each domain as a response to the 

defined potential field and time. The domain size can vary from individual atoms to larger coarse-

grained units, depending on the computational abilities and the phenomenon under study. Thus, 

in-silico analyses act as a third pillar to in-vivo and in-vitro measurements to understand protein 

dynamics, by making rational hypotheses as to how and why things move, and giving outlines to 

guide further experimental inquiries.  

 

 

 

 

   

 

  

Figure 1.1: Representative energy landscape comparing the different orders of protein dynamics and 

energy barriers (Adapted from Kern et. al. 2007 [1] ). The barriers ΔG‡ determine the rate of 

interconversion between states. An external perturbation (like ligand binding) can be large enough 

to alter the landscape (from dark blue to light blue). 
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 This dissertation deals with two independent projects, targeting two very important classes 

of proteins, using all-atom computational molecular dynamics simulations. The first project 

involves the study and characterization of kinesin (KIN) motor proteins, which are molecular 

nanomachines involved in many important cellular functions including cell division, transport of 

organelles, vesicles and other cellular cargo.  In the second project, we have characterized the 

transmitter binding sites of neuromuscular nicotinic acetylcholine receptors (nAChRs) which are 

ligand gated ion channels that play an important role in nerve to muscle signaling. Both the systems 

are structurally and functionally very different, but both are allosteric in nature, with interesting 

protein dynamics that efficiently convert chemical energy to mechanical motions in order to 

perform their cellular functions.  

 

1.1 - Objectives of this study 

This dissertation has been able to address the following issues and objectives: 

 

(1) Understanding the structural basis of kinesin-microtubule (MT) interactions by –  

i. Building atomistic structure models for the key binding states of the kinesin-MT 

complex from lower resolution cryo-EM maps using MD simulations, by suitably 

modifying the MD potential with the EM map force. 

ii. Predicting the sequence of structural changes in the KIN-MT complex during its 

conformational transitions between important biochemical states. 

iii. Pin-pointing key residues that contribute to the KIN-MT and KIN-nucleotide binding. 
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(2) Analyzing the energy asymmetries between fetal and nAChRs by –  

i. Building homology models of these ligand-binding interfaces from known AChBP 

structures, docking different agonists to the binding sites, and corroborating the in silico 

results by in vitro kinetic analysis.  

ii. Studying the structural causes that explain the differences in ligand binding between these 

interfaces. 

iii. Identifying the key contributing residues, their relative positions and orientations around 

the ligand and their correlations with the binding energies. 

iv. Using simulations to get the minimum construct that is both necessary and sufficient to 

exchange the function between adult and fetal binding sites in AChRs 

v. Identifying key structural factors that determine interactions between binding-site core 

residues and the surrounding residues not in direct contact with the ligand. 

(3) Studying correlated harmonic motions between the M1 helix and the pore-lining M2 helix in 

the AChR transmembrane domain using a coarse grained elastic network model.  
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Chapter 2: LONG DISTANCE COMMUNICATION AND 

PROTEIN ALLOSTERY 

 

 When the perturbation by an effector molecule at one structural site leads to a functional 

change at a topographically distinct second site, it is called allosteric modulation. Allosteric 

regulation is an important mechanism of long distance communication in proteins and is very 

efficient in controlling various protein activities [3-5] including metabolic pathways, gene 

regulation and cellular signaling. It is an effective instrument by which the environment can affect 

function [6], equipping living organisms to adapt to changing conditions. Monod recognized the 

importance of this regulatory process [7] and described allostery as ‘the second secret of life’, the 

first of course, being the genetic code[8]. The term “allosteric” was initially coined to explain the 

mechanism of feedback inhibition in bacterial regulatory enzymes by ligands [9] – in contrast to 

direct or “steric” interaction. But it has now been extended to motor proteins, neurotransmitter 

receptors, and a large number of other proteins involved in communication within and in between 

cells. 

  According to the classical view, allosteric interactions, mediated by the binding of an 

effector molecule, leads to a series of discrete changes that alter protein structure and hence, 

function [10-12]. Quantifiable representations of allostery are given by the classic concerted 

Monod-Wyman-Changeux (MWC) model [13] and the sequential Koshland-Némethy-Filmer 

(KNF) model [14]. In contrast to the ‘induced fit’ theory of KNF model, where the fit occurs “only 

after a change in shape of the enzyme molecule had been induced by the substrate” [15], the MWC 

model proposed that, the conformational transition is established as an already existing equilibrium 
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between the states, with the ligand  selectively shifting the equilibrium towards one side. In the 

absence of ligand, the two states, R and R*, are conjectured to spontaneously transition between 

each other, which can be defined by an intrinsic equilibrium constant, E0, called the allosteric 

constant. 

 

2.1 – Theory of MWC model 

 

Figure 2.1: Thermodynamic cycle of two-state MWC model 

 

 The closed thermodynamic cycle of a simple two-state MWC model is shown in Figure 

2.1. The four binding constants in Figure 2.1 are related, because the change in free energy during 

the R to AR* conversion must be the same, whether A binds to R, or R* activation happens first 

[16]. The difference between the free energy of activation of R  R* in the presence versus 

absence of A, is a measure of allostery. 

𝐸0 =
[𝑅∗]

[𝑅]
;         𝐸1 =

[𝐴𝑅∗]

[𝐴𝑅]
; 
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𝐾𝐴 =
[𝐴𝑅]

[𝐴][𝑅]
;        𝐽𝐴 =

[𝐴𝑅∗]

[𝐴][𝑅∗]
; 

∴  
 

                                                                              ………………………. Eq. 2.1 
𝐽𝐴
𝐾𝐴

=
[𝐴𝑅∗]. [𝑅]

[𝐴𝑅]. [𝑅∗]
=

𝐸1

𝐸0
=   

                                                                                               ………………………. Eq. 2.2 



, which is the ratio of activation of R  R* in the presence versus absence of A is called the 

allosteric coupling constant. If  > 1, the effector causes increased probability of activation. If 

< 1, the effector causes decreased probability of activation. If  = 1, A and R are not allosterically 

coupled.  

 If the biological response of the system is a measurable observable, all the parameters 

defining the MWC cycle can be calculated from the equations above. Going by the conjecture that 

the biological response, 𝑓𝑅
∗ is proportional to the fraction of receptors in the activated state, we can 

write [17]: 

𝑓𝑅
∗ =

[𝑅∗] + [𝐴𝑅∗]

[𝑅] + [𝐴𝑅] + [𝑅∗] + [𝐴𝑅∗]
 

………………………. Eq. 2.3 
 

Using equations 2.1 and 2.2 in equation 2.3, 

𝑓𝑅
∗ =

𝐸0[𝑅] + 𝐸1𝐾𝐴[𝐴][𝑅]

𝐸0[𝑅] + 𝐸1𝐾𝐴[𝐴][𝑅] + [𝑅] + 𝐾𝐴[𝐴][𝑅]
 

Cancelling [R] and rearranging, we get response, 𝑓𝑅
∗, in terms of agonist concentration [A], as: 

𝑓𝑅
∗ =

𝐸0 + 𝐸1𝐾𝐴[𝐴]

1 + 𝐸0 + 𝐾𝐴[𝐴] + 𝐸1𝐾𝐴[𝐴]
 

………………………. Eq. 2.4 
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Equation 2.4 gives the typical sigmoidal dose-response of observable biological response as a 

function of the logarithm of agonist concentration, as shown in Figure 2.2. This sigmoidal curve 

has three points of interest. The basal activity at [A]0, where equation 2.4 is reduced to: 

 

𝑓𝑅
∗(𝑏𝑎𝑠𝑎𝑙) =

𝐸0

1 + 𝐸0
 

………………………. Eq. 2.5a 
 

If E0 is smaller than the experimentally measurable resolution limit, 𝑓𝑅
∗(𝑏𝑎𝑠𝑎𝑙) effectively reduces 

to zero. The maximum activity at [A], gives the efficacy of the agonist. 

𝑓𝑅
∗(𝑚𝑎𝑥𝑖𝑚𝑎𝑙) =

𝐸1

1 + 𝐸1
 

………………………. Eq. 2.5b 

The efficacy is equal to 
𝐸n

1+𝐸n
 for a (n+1)-state system.  

At midpoint, where activity is half-maximal, 𝑓𝑅
∗(ℎ𝑎𝑙𝑓 𝑚𝑎𝑥) =

1

2
[𝑓𝑅

∗(𝑏𝑎𝑠𝑎𝑙) + 𝑓𝑅
∗(𝑚𝑎𝑥𝑖𝑚𝑎𝑙)]. 

This point is determined by the agonist concentration, EC50. 

[𝐴]𝑚𝑖𝑑𝑝𝑜𝑖𝑛𝑡 =
(1 + 𝐸0)

𝐾𝐴(1 + 𝐸1)
 

………………………. Eq. 2.5c 

Keeping in mind equation 2.2, E0 and E1 can be expressed in terms of each other in these series of 

equations, since they are related by the coupling constant. These equations and the concept of the 

coupling constant will be recalled again when we discuss nAChRs (page 35). It must be noted here 

that as a corollary of the MWC model, the spontaneous RR* equilibrium can be shifted 

not just by ligands, but by mutations too. 
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Figure 2.2: Typical dose response curve of an allosteric system (inspired from Tsai et. al., 2014 [17]). 

 

  Allostery being fundamentally thermodynamic in nature, long-range information 

propagation may be mediated not only from a change in the protein conformation and bonding 

interactions (enthalpic contribution) but also from a change in the dynamic fluctuations about the 

mean position (entropic contribution) [18-20]. In fact, experimental evidence backs the idea that 

allostery can even be solely entropy-driven by changes in protein dynamics [21]. Therefore, 

summarizing the modern view of allostery, (i) the native state is an ensemble of conformations 

instead of a structure; (ii) the allosteric perturbation can not only be brought about by the binding 

of a molecule, but also by other changes in the environment like pH, temperature, voltage, ionic 

concentration, covalent modifications like glycosylation, phosphorylation, tethering, etc; (iii) 

spatially separated sites can be energetically coupled; and (iv) the strain energy from the 

perturbation event can be relayed to the functional site by enthalpy, entropy or a combination of 

both.  
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 This long distance communication is brought about by transfer of energy through  

quaternary (large-scale collective), tertiary (residue-wise interactions) and backbone network of  

motions [22]. Modulating these responses hold promise for drug design. But details of how signals 

arising due to a perturbation can transmit through the structural network still remains elusive. As 

shown in Table 1.1, the total timescale of an entire allosteric transition is too long for complete 

all-atom molecular dynamics simulations (with standard computational power). Thus, in this 

dissertation, for both the kinesin-MT system and the nAChR ligand binding, we begin at different 

equilibrium states and carry out comparative analyses of conformation and dynamics at those 

states, which sheds light in the structural and functional correlates for these systems.   
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Chapter 3: KINESIN MOTOR PROTEINS 

 

 Motor proteins are enzyme-based molecular nanomachines that power most of the 

movements by living organisms. A common feature that they share is that they can convert the 

chemical energy of ATP (or GTP) hydrolysis (Figure 3.1) to mechanical work, and result in 

producing coordinated, directed (oftentimes macroscopic) motions. These motor proteins are some 

of the most efficient known energy transducers and have been well studied, though the exact 

structural details of how they work still remains an outstanding mystery. 

 

 

Figure 3.1: ATP to ADP hydrolysis reaction leads to release of 30.5 kJ M-1 of energy, which is utilized to perform 

mechanical work by motor proteins.  

 

 Dozens of different kinds of motor protein coexist in every eukaryotic cell and are usually 

associated with the cellular cytoskeletal filaments - actin or microtubules.  The myosin-

superfamily [23] of motor proteins are actin-associated, and are crucial for bringing about muscle 

contraction. Their study dates back to 1864 [24] and have served as model systems to study 

motility for decades. Kinesins [25] and dyneins [26] are the microtubule associated motor proteins, 

participating in cargo transport. The motor protein system is critical for the cellular organization 
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and function, breakdown of which leads to diseases like Alzheimer’s, and also acts as tools for 

developing powerful anticancer agents. 

 

3.1 - Microtubules  

 

Figure 3.2: Microtubule assembly on proto-filament. -tubulin is at plus end and -tubulin at minus end. 

Cartoon protein structure of tubulin heterodimer is from bovine microtubule (PDB ID: 1JFF). Blue spheres 

represent the vdW radii of nucleotide atoms in each tubulin. It cycles between GTP and GDP to sustain MT 

growth. 

 

 Microtubules are filamentous tubular structures that are an essential part of the 

cytoskeleton. These filaments are ~23 nm in diameter and built from 13 parallel protofilaments, 

each composed of alternating -tubulin and -tubulin proteins, tightly bound together by non-



16 

 

covalent bonds [27] (Figure 3.2). Each of the subunits in the protofilament point in the same 

direction, rendering a distinct structural polarity to microtubule, with -tubulins exposed at the 

‘minus’-end (center of the cell) and -tubulins exposed at the ‘plus’-end (periphery of the cell) 

[28]. The microtubule network radiates outwards from the central nucelus, acting as tracks for a 

molecular-scale “railway” network [29] , on which kinesins and dyneins haul their cargoes.  

 

3.2 - Kinesins 

 The kinesin superfamily was first identified in the giant axon of squid in 1985 [30] using 

in vitro motility assays, laying aside a long-standing misconception that  transport of material 

within the cell cytoplasm is simply diffusion-driven. Functionally, kinesins are responsible for a 

wide variety of tasks [31] – intracellular transport of cargo including vesicles and organelles, 

cytoskeletal reorganization, mitotic and meiotic spindle formation and chromosome segregation. 

In contrast to  dyneins that move to the microtubules’ minus end, kinesins mostly show 

‘anterograde transport’, moving towards the plus end and transporting material from inside the cell 

to outside [31]. The kinesin superfamily is large, with at least 14 distinct families and hundreds of 

subtypes. As an illustration to the types of kinesin proteins, the yeast Saccharomyces cerevisiae 

has 6 distinct kinesins, the nematode Caenorhabditis elegans has 16 kinesins and the human 

genome has about 45 distinct kinesin genes [32]. Of these, kinesin-1, also called KIF5 or the 

conventional kinesin, is the best studied, and is known to work against a load of up to ~7 pN [33]. 

There are a lot of variations from the general properties, within this large super-family. Some 

kinesins like Drosophila NCD, budding yeast KAR3, etc. have the motor domains at the C-

terminus and walks in the opposite direction (plus to minus end).  Some kinesins lack a coiled-coil 
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region and function as monomers. Some others are heterodimers. However, the conventional 

kinesin (kinesin-1) can be considered as a good prototype, and was our target system. 

 

3.2.1 - Kinesin structure:  

 Almost all kinesin proteins have a similar core structure, common also to the myosin core, 

and have comparable conformation change strategy, indicating a common evolutionary origin [34]. 

The conventional kinesin exists as a dimer (Figure 3.3), with each monomer consisting of a head 

group or catalytic core domain which binds to the microtubule and exhibits ATPase activity [35], 

a neck linker functioning as a mechanical amplifier [36], a coiled-coil stalk domain for 

dimerization, and a tail domain for cargo binding. There are two kinesin-light- chains (KLC) 

associated with this heavy chain dimer that they act as adapter molecules for the cargo [37].  

 The conventional kinesin dimer ‘walks’ stepwise on the microtubule tracks in a ‘hand-

over-hand’ manner [38], and is highly processive [39], having the ability to take several hundred 

steps before detaching. Each step size utilizes 1 ATP molecule hydrolysis and is about 8 nm [40], 

which is the exact distance between two neighboring tubulin dimers. The speed varies widely 

between different kinesin proteins, ranging from 0.02 to 2 m/s, with conventional kinesin-1 

known to have an average in vitro velocity of ~800 nm/s [41], indicating it can take 100 steps each 

second (~10ms/step). This leads to the required rapid transport of the kinesin cargo – mitochondria, 

secretory vesicles, various synaptic components, over long distances down the microtubule. The 

different domains of the kinesin-1 core is given in Figure 3.4, along with the residue numbers. 
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Figure 3.3: Diagrammatic representation of conventional kinesin model. Details of each structural 

domain and their geometric dimensions shown here [42] have been determined by X-ray diffraction, 

optical trap and other single-molecule experimental techniques.  

 

  Switch I, switch II and P-loop are involved in nucleotide binding. The switches also 

act as gates and sensors for nucleotide entry, release and hydrolysis. The 4 helix, loops 7, 8, 11, 

12 are involved with microtubule association. The 6 helix attaches to the neck linker which can 

become structured (docked along the central beta-sheet) or unstructured (undocked) as the kinesin 
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cycles through its various nucleotide-bound states. The highly conserved relay or 4 helix was 

found to have different orientations and conformations in the crystal structures of kinesin (without 

MT) and may have a role in the communication between the nucleotide and MT binding sites. 

 

 

Figure 3.4: Structural details of human kinesin-1 catalytic core domain. (A). Dimer structure of kinesin head 

(PDB ID 2Y65). ADP molecules shown by grey spheres. (B, C, D). Views of a monomeric kinesin head (PDB ID 

4HNA) from 3 different orientations as shown in the schematic. B – Side view with MT heterodimer (grey) at 

the bottom of the panel. C – view from the back of the kinesin head looking towards the direction of motion. D 

– Bottom view, looking at the MT-binding interface of kinesin. The colors used here will be maintained in the 

rest of the thesis unless otherwise mentioned. Green: P-loop (res. 85-92); red: Switch I (res. 190-204); dark 

blue: Switch II (res. 231-236); purple: loop-7 (res. 138-142); tan: loop-8 (res. 155-165); yellow: loop-11 (res. 

237-246); tan: 4 helix (res. 247-271); pink: loop-12 (res. 271-281); cyan: 5 helix (res. 282-290 ); orange: 6 

helix (res. 300-325) black: neck linker (res. 236 onward). ADP molecule is shown by sticks. The extended -

sheet domain is highlighted in light blue. 
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 Kinesin activity must be regulated to prevent unnecessary usage of ATP or blocking of 

microtubule tracks. Studies have unraveled that this regulation is through a mechanism of 

‘autoinhibition’ [43-45], where the kinesin tail folds back on itself and binds to the MT binding 

site, undergoing an overall quarternary structural change from an extended active conformation at 

high ionic concentrations to a folded inactive conformation at physiological concentrations.  

 

  3.2.2 – Kinesin biochemical pathway: 

 Numerous studies have finally led to a model of the kinesin walking, by a ‘mechano-

chemical coupling’ mechanism [46]. The primary biochemical pathway is outlined in Figure 3.5, 

which has been obtained through various kinetic studies [47, 48]. Cycling through these 

biochemical states, the kinesin head undergoes a series of conformational changes brought about 

by allosteric coupling between nucleotide and microtubule binding. Of the three main MT-bound 

states, (ATP bound, ADP bound and nucleotide-free APO states), the ATP and APO states have 

strong MT binding, while the binding of MT in the ADP state is very weak. Through extensive 

experimental assays such as radio-labelling, crystallography, NMR, cryo-EM spectroscopy, and 

single-molecule optical trap studies, much has been unraveled about kinesin functioning. It is now 

understood that, the protein cycles through filament binding, conformational change, filament 

release, conformational relaxation, and filament rebinding, that requires a series of highly 

coordinated allosteric steps where nucleotide, kinesin head and microtubule work in close 

partnership. 

I will go over the currently established kinesin-walking model [49, 50] step by step (Figure 3.5): 
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i. In solution, both kinesin heads contain tightly bound ADP (K-ADP state), and moves 

randomly by Brownian motion. 

ii. When one head encounters a microtubule, MT-stimulated ADP release occurs [51] leading 

from M-K-ADP to a strong MT-binding APO state (M-K). 

iii. This is followed by ATP binding (M-K-ATP state) at that MT-bound head. This is believed 

to trigger force generation via docking of neck linker along the catalytic core domain [36, 52]. 

This flings the unbound trailing head forward, on to the next kinesin binding site on the 

microtubule (8 nm away). 

iv. ATP hydrolysis occurs in the first head (which is now the trailing head), forming intermediate 

M-K-ADP-Pi state, and subsequent -phosphate Pi release and neck linker undocking, finally 

leading to the M-K-ADP state again, where MT is weakly bound. Meanwhile, the leading head 

has reached step (ii) and the cycle continues.  

 There are a few important features to note here. The leading head must remain bound to 

MT until the trailing head detaches, ‘zippers’ forward and rebinds to the next MT site in front. 

Also, the two heads are always in different nucleotide states to keep the processive kinetic cycle 

going. The two heads function independently in solution, suggesting MT plays an important role 

in bringing about the coordination. The neck linker and coiled-coil domain seem to coordinate the 

mechano-chemical cycle of the heads and also determine the directionality of motion, through 

docking and undocking (order-disorder transition). The small movements in the switch loops at 

the nucleotide binding site determines the docking and undocking of the neck linker at a distance 

(~20Å). Thus, small conformational changes (angstrom-scale) are amplified through the motor 

head, to bring about neck linker docking and subsequent ‘zippering’ forward of the trailing head 

(nanometer-scale). 
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Figure 3.5: Primary biochemical cycle of kinesin – microtubule complex. The physiologically relevant pathway 

is marked in red.  

 

  In order to fully elucidate the fundamental basis of this long-distance transmission 

and amplification of information, we need to know the structural details of the important 

biochemical states. However, it has been extremely difficult to obtain high resolution structural 

and dynamic information. As outlined in the kinesin-walking algorithm, MT binding is very 

important for key kinesin processes, including MT-simulated ADP release, ATP-induced force 
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generation and active detachment of kinesin from MT. Despite intense efforts by structural 

biologists, kinesin crystal structures have been solved almost always in the absence of MT. Only 

recently have MT-attached structures been obtained for ATP-analog state (PDB ID 4HNA [53] in 

the year 2013) and APO state (PDB ID 4LNU at the beginning of 2015, after the work shown in 

the thesis was already published). Even with these structures there are considerable uncertainties, 

as the crystallization was carried out in the presence of synthetic DARPIN construct, and on single 

tubulin dimer instead of long filaments. The tubulin in these PDB structures seems to be more 

curved than when in a microtubule filament, as shown by cryo-EM maps. 

 

Figure 3.5: Model of conventional kinesin forward-stepping (adapted from Vale & Milligan, Science, 2000 [50]). 

Grey coiled-coil stalk leads up to the tail domain and cargo (not shown in figure). Kinesin catalytic heads (blue) 

bind to MT dimer (green, -subunit; white, -subunit). The two neck-linkers are shown in orange and red. 

Docked neck-linker shown in yellow. (1) Trailing head is ADP-bound. ATP binds to leading head and causes 

neck-linker to dock. (2) Trailing head zippers forward and becomes the leading head. (3) ATP hydrolysis leads 

to K-ADP state which does not bind tightly to MT.  (4) Trailing ADP-bound head unbinds from MT and a 

forward-step is complete. 
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 To solve the enigma of extensive communication and allosteric coupling between 

nucleotide binding site and MT binding site, a synergistic interplay between computational 

simulations and experimental investigations, is required. To this end, we built atomistic structural 

models for key kinesin-MT states, and identified residues and domain motions that drive this 

coupling which can be further tested by experiment. 
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Chapter 4: NEUROMUSCULAR ACETYLCHOLINE RECEPTORS 

 

 Motor proteins mediate transport and communication within a cell. But how about 

communication between cells? To that end, a high speed mechanism has evolved in which the 

transmitting cell releases a chemical signal, which diffuses to the receptor proteins on the target 

cell membrane, eliciting a suitable response. The ligand-gated ion channel (LGIC) superfamily is 

a principal example of such synaptic receptors, mediating intercellular communication, by rapid 

conversion of a chemical signal from a presynaptic cell to an electrical flux in a postsynaptic cell. 

There are broadly three categories of LGICs – the trimeric P2X receptors where ATP is the ligand, 

the tetrameric ionotropic glutamate receptors (iGluR), and the pentameric ‘Cys-loop’ receptors 

[54] comprising of the glutamate-gated chloride channel (GluCl) in invertebrates, the anionic γ-

aminobutyric acid (GABA) and glycine receptors, and the cationic nicotinic acetylcholine 

receptors (nAChR), 5-hydroxytryptamine receptors (5-HT3 R) and the zinc-activated channels 

(ZAC). These are called ‘Cys-loop’ receptors, due to the presence of a signature loop of about 13 

residues in the extracellular domain, flanked by two cysteines that are crosslinked by a disulphide 

bridge. All subunits of the pentameric LGIC superfamily are homologous and bear this canonical 

cys-loop motif, suggesting a common evolutionary ancestor [55].  

 

4.1 – Neuromuscular communication and nAChRs 

 Of all the LGICs, nAChRs have been the best studied with regard to function, and are 

present in a variety of synapses – neurons of the Central Nervous System (CNS), in autonomic 
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ganglia, and the neuromuscular junction. The name ‘nicotinic’ comes from the fact that these 

receptors can bind and be stimulated by the alkaloid nicotine, as opposed to the other ‘muscarinic’ 

type of AChR (a G-protein coupled receptor) that responds to muscarine instead. Though 

acetylcholine released from a nerve terminal acts as the physiological ligand, these ion channels 

can be modulated by a large variety of other small molecules, making it a target for toxins and 

drugs. Of these, the neuromuscular nAChR has been an important case study, and plays a crucial 

role in mediating fast signal transduction from motor neurons to skeletal muscles, ultimately 

working towards bringing about muscle contraction. These receptors are densely packed on the 

skeletal muscle plasma membrane at the neuromuscular junction, at more than 10,000 receptors 

per m2 [56]. To better understand the function of this protein, let me review the cascading 

sequence of events [57] that occur during neuromuscular signal transduction (Figure 4.1). 

1. An action potential reaches the nerve terminal and the plasma membrane is depolarized. 

2. This depolarization triggers opening of voltage gated Ca2+ channels. Influx of Ca2+ ions 

occurs along the concentration gradient from outside to inside the terminal. 

3. Increased Ca2+ ion concentration prompts ~100 vesicles containing ~103 to 104 

neurotransmitter acetylcholine molecules each [58] to fuse with the presynaptic membrane 

and release a pulse of acetylcholine in the synaptic cleft [59].  

4. The released acetylcholine molecules travel across the synaptic cleft (~ 20 to 50 nm) by 

diffusion and bind to AChRs on the post-synaptic muscle membrane. These cation channels 

transiently open, Na+ ions flow in and K+ ions flow out due to respective concentration 

gradients. Since this gradient is higher for Na+ than for K+, there is a net inward flux of 

positive charge, causing a local depolarization.  
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Figure 4.1: Schematic diagram of events at a neuromuscular junction. The numbers given here follow the 

sequence of steps outlined in text. 
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5. If the threshold potential is reached by the depolarization, voltage gated Na+ channels are 

activated. More Na+ ions enter the cell and the membrane is further depolarized. This 

depolarization self-propagates by opening other neighboring Na+ channels, and thus 

spreads across entire muscle membrane. 

6. Voltage gated Ca2+ channels are opened by this surge of depolarization, triggering further 

Ca2+ gated Ca2+ channels on the ER, bringing about the necessary cytoplasmic Ca2+ 

concentration for myofibril contraction. 

7.  Meanwhile, the acetylcholine molecules are removed (in ~ 0.2 ms) from the synaptic cleft 

by diffusion or broken down into ACh hydrolysis products (choline and acetate), and 

reused and recycled by the nerve terminal. 

 

4.2 – Historical importance of neuromuscular AChRs 

After being postulated as a protein (Nachmansohn, 1955) and biochemically characterized by 

Changeux, Kasai & Lee (1970), the neuromuscular AChR has borne titles of many firsts in ion 

channel history. It was the first ion channel whose single open-channel conductance was recorded 

(Neher and Sakmann, 1976), the first ion channel gene to be isolated, cloned and sequenced (Noda 

et. al., 1982), the first to be expressed in foreign cells by mRNA injection (Mishina et. al., 1984), 

and the first to be reconstituted into synthetic lipid bilayer (Montal et. al., 1986). The reasons for 

this rapid progress in its characterization could be due to the ease of obtaining large quantities of 

the protein. The electric organs of the electric eel (Electrophorus) and electric ray (Torpedo) are 

rich sources of this receptor, having a density of ~16,000 per m2 [60]. Moreover, neurotoxins like 

a-bungarotoxin binds with high affinity (Kd=10−8 to 10−12 M) [61] and specificity [62], making it 

easy to extract the protein by chromatography.  
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4.3 – Structure of nAChRs 

 Despite these swift advancements in deducing nAChR properties, a complete atomistic 

structure determination has remained elusive. Its large size, heteropentameric quaternary structure 

and hydrophobic nature of the transmembrane region makes it difficult to obtain well-diffracting 

crystals for X-ray crystallography. Other direct and indirect methods, like freeze-fracture 

micrographs (as far back as 1978) [63], cryo-electron microscopy [64] and extraction with subunit-

specific antibodies [65] have resulted in the overall structure being known, albeit at a low 

resolution, for quite some time. Then, further refinements of the cryo-EM technique has led to a 

4Å resolution structure determination (PDB ID 2BG9) of the Torpedo AChR in 2005 [66]. This 

resolution is good enough to localize the secondary structures, and even though there may be some 

uncertainties in the loops and exact helix locations, it has given an abundance of information 

regarding the structural details. Moreover, high resolution x-ray crystal structures of acetylcholine 

binding proteins (AChBP) which are soluble homologues of the AChR extracellular domain, (PDB 

ID 3WIP from Lymnaea stagnalis [67] and PDB ID 2BYQ from Aplysia californica [68] for 

example) crystal structures of prokaryotic relatives of AChR – the ELIC (PDB ID 2VL0 [69], 

3RQW [70] and GLIC (PDB ID 4HFI [71], 4NPQ [72]) proteins, and more recently, C. elegans 

glutamate-gated chloride channels (GluCl) (PDB ID 3RIF, 3RHW, 4TNW, 4TNV) in various open 

and closed forms [73, 74] among others have shed light on the structural details of nAChRs.  

 It is now known that the receptor is a large 290 kDa cylindrical glycoprotein [75], 

approximately 8 nm in diameter and ~12 nm in length, with a large extracellular domain, a 

transmembrane domain and an intracellular region, all surrounding a central ion permeation 

pathway. As opposed to neuronal AChRs, which can be both homopentamers and 

heteropentamers, the muscle-type AChRs form a heteropentameric system consisting of two  
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subunits, a  subunit, a  subunit, and a  subunit [76]. The  subunit is replaced by a homologous 

 subunit in adult mammalian or amphibian muscle cells [77]. These subunits are assembled in a 

stoichiometric ratio of 2:1:1:1 and share about ~40% sequence identity with each other [78]. The 

arrangement of the subunits is clockwise in the order  (Figure 4.2) around a pseudo 

five-fold symmetry axis [60]. 

 

Figure 4.2: Representation of overall structure of AChRs. 4A resolution Torpedo AChR (PDB ID 2BG9) shown. 

Top view on left and side view on right. The schematic diagram shows the order of the chains and positions of 

transmitter binding sites (blue spheres). The lipid-embedded TMD region location is identified by OPM 

database and denoted by the blue and red boundaries.   

 

 The transmembrane domain consists of 4 hydrophobic helices (M1-M4) joined by short 

hydrophilic loops or ‘linkers’. Of these, the M2-M3 linker at the ECD-TMD interface is suspected 
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to play a role in coupling between agonist binding and gating [79].  The large and variable M3-

M4 linker is more than 100 residues long and is important for efficient subunit assembly [80] and 

the locational distribution of receptors on the cell surface [81]. The M2 helix from each of the 

subunits line the channel lumen [82], which forms a narrow pore in the transmembrane region but 

expands to wider vestibules above and below. Clusters of negatively charged residues in M2 line 

the pore on both ends [83], and help in preventing negative ions from passing through. Orientations 

of the residues also help in forming the size selectivity filter, cutting off ions above 0.65 nm 

diameter [84], thus restricting the physiological traffic to Na+, K+ and Ca2+ ions. The ‘gate’ that 

acts as a physical barrier occluding the pore and preventing ions from passing through in the 

‘closed’ conformation as opposed to the ‘open’ conformation, consists of 3 hydrophobic residues 

in the 9’, 13’ and 17’ positions of M2 (L251, V255 and V259 on mouse alpha AChR)[85]. 

Bordering the M2 helix are the M1 and M3 helices. Here, at the subunit interfaces, secondary 

allosteric binding sites for drugs (propofol in prokaryotic pLGICs [86]; ivermectin in GluCl [74]) 

have been recently identified. At the extreme periphery is the M4 helix, interacting with the lipid 

bilayer [87]and showing the most variance between available structures.  

 

4.4 - nAChR transmitter binding site 

 It has been known from early biochemical experiments [88] that each pentamer has two 

“orthosteric” transmitter binding sites (TBS) on the extracellular domain, ~ 45 Å above the gate. 

Each site is located at the interface of two subunits – the principal  subunit forming the “+” side, 

the complementary  subunit and the  subunit ( subunit in fetal AChRs) forming the “−” side. 

This arrangement was further confirmed by the advent of the crystal structures discussed above, 
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especially the ACh-binding proteins (AChBPs), which are produced and secreted by the glial cells 

of mollusks [68, 89]. As determined from the AChBP structures, the ECD, which is ~200 amino 

acids long, is composed of a twisted beta sandwich-like structure, with 10 rigid -strands, and a 

number of flexible loops at the subunit interfaces [89].  Three loops from the principal side (loops 

A, B, C) and four from the complementary side (loops D, E, F and G) together constitute the ligand 

binding pocket [90]. In AChRs, a tyrosine in loop A, a tryptophan in loop B, two tyrosines in loop 

C, and another tryptophan in the complementary side loop D form an aromatic “cage” [91]. These 

aromatic residues participate in direct cation-pi interactions with the quaternary ammonium group 

of ACh, establishing the main sources of free energy for ligand binding [92]. The ECD from 

AChBP structure is shown in Figure 4.3. 

 

Figure 4.3: Extracellular domain of Lymnaea AChBP (PDB ID 3WIP). Only one - and complementary subunit 

is shown. The 5 residues forming the aromatic cage around the quarternary ammonium of ACh (white) are 

shown. Blue sphere indicates a crystal water that participates in H-bonding with ligand and protein. More 

about this will be discussed in Chapters 7 and 8.
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4.5 - nAChR Gating 

 The nAChRs, like all LGICs ‘gate’: they can switch between ion-permeable (functionally 

open) and ion-impermeable (closed or desensitized) states in a controlled manner. These allosteric 

structural changes between resting and active conformations can occur spontaneously, by random 

samplings of microstates by thermal motions, albeit with very low probability, due to the large 

energy barrier between C (closed) and O (open) states (apo state opening rate in mouse muscle 

AChR is very small at 0.008 s-1; see Figure 4.5). Since the small ACh molecule reaches the binding 

pocket by diffusion, it does not have enough momentum to impart to the protein which would 

allow the receptor to cross this barrier. However, binding of the ligand molecule leads to local 

conformational arrangements that is understood to lower this CO transition barrier [93], 

increasing the gating probability (diliganded opening rate in mouse muscle AChR is 65,000 s-1; 

see Figure 4.5) . In other words, the random sampling motions driven by temperature alone, is now 

sufficient to overcome the lowered energy barrier between C and O states.  

 The gating transition occurs in microsecond to millisecond timescale and is one of the 

fastest occurring conformational changes observed in such large oligomeric proteins [59]. 

Evidence from the crystal structures of ‘closed’ vs ‘open’ LGIC structures, especially the 

prokaryotic GLIC [71, 72] and the eukaryotic GluCl structures [73, 74] suggest that the CO 

gating isomerization involves global quaternary structural reorganizations (Figure 4.4) , including 

a twisting motion of the ECD around the central symmetry axis, and an un-blooming motion of 

the pentamer (“resembling the closure of a blossom”), coupled with the tilting of M2 and M3 

helices that ultimately results in opening the gate. The third stable state, the long-lifetime 

‘desensitized’ or D state is non-conducting and can be entered from the O-state, and has similar 

high affinity for ligand as the O-conformation [94]. This state occurs on a time-scale of 0.1s to  
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Figure 4.4: Model of ‘Closed’ (a, left) and ‘Open’ (b, right) conformations from GluCl crystal structures (PDB IDs 

4TNV and 3RHW). In the CO transition, the twisting and unblooming of ECD is shown. The pore-lining M2 of 

TMD bends out to open the gate at L254 (9’-position) from 1.4Å to 2.4Å, enough for monovalent sodium and 

potassium ions to pass. The current hypothesis for the desensitized ‘D’ state is that the TMD bends further so 

that the pore is occluded at the base even though the gate is ‘open’, as shown by dotted lines at right. (Figure 

modified from Figure 5, Althoff et. al., Nature, 2014 [73]). 

 

several seconds while the open-form is transient for ~ 1ms. This, along with the fact that the D-

state can be reached more easily from O-state than the C-state (by a factor of > 100) [94], seem to 

suggest that the Open conformation is only a short lived intermediate between Closed and 

Desensitized conformations. Desensitization seems to be the evolutionary design to prevent over-

stimulation when the agonist persists for long in the local environment. Though the structural basis 

of the D-state is not known, it is hypothesized that the non-conducting state occurs when the M2 
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helices bend further than in the O-state and occlude the channel at the base [95] as speculated in 

Figure 4.4. Details about the D-state remain unanswered and not many mutations have been 

identified that affect desensitization. 

 

 

4.6 – Applying MWC model to nAChRs 

 That MWC can be a plausible model to explain nAChR gating was recognized by Karlin 

as far back as 1967 [96]. The equilibrium dissociation constant for ACh binding to a C-state site 

(Kd) is ~175M at both  and (adult) and ~8M at the fetal,  site [91]. In comparison, that 

for binding to the O-state site (Jd) is 25 nM in adult AChRs. In the absence of any external source 

of energy, this difference in energy between Kd and Jd is the energy available to modify the phase 

space landscape and stabilize the ‘Open’ structure. When certain mutations are present, unliganded 

AChRs have been known to open with the same ionic conductance as receptors under saturated 

ligand concentrations [97], making this AChR system a successful candidate for the MWC cycle 

of allostery [98] (as discussed in Chapter 2 before). A simplified 2-step MWC cycle of 

neuromuscular AChR is shown in Figure 4.5.  

 When a ligand binds more strongly to the channel in the open state, than in the closed state, 

the presence of ligand molecules shifts the gating equilibrium and increases the open probability 

of the channel. Equation 2.2 in page 10 for the simple two-state model can also be extended to a 

3-state model or more. In case of a system like Figure 4.5, where the ligand binding to the two 

sites are considered as separate incidents, path independence of work done (conservation of 

energy) and Hess’ Law still holds and equation 2.2 can be further extended as: 



36 

 

𝐸1

𝐸0
=

𝐾𝐷

𝐽𝐷
=  ; 

 

      
 𝐸2

𝐸0
= (

𝐾𝐷

𝐽𝐷
)
2

= 2 

………………………. Eq. 4.1 

Here, =KD/JD ratio is referred as the ‘coupling constant’, and E0 is referred as the ‘allosteric 

constant’. These 4 parameters together completely define the kinetics and activity of the channel.  

 

 

Figure 4.5: Simplified two-step MWC cycle for mouse nAChR. The desensitization cycle is not shown. A is the 

agonist AChR, R is the receptor, and R* is the activated receptor (rate-constant numbers and cycle from 

Auerbach, J. Physiol., 2012 [99]). 

   

4.6.1 - Experimental measurement of parameters 

 By electrophysiology measurements, it is relatively easy to estimate E2. In the presence of 

high concentration of agonists, AChRs express single channel currents that occur as clusters of 
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openings arising from multiple binding-gating cycles as shown in a sample current-time plot in 

Figure 4.6. The basal-current epochs in between these clusters shown in the figure are periods of 

desensitization. The intra-cluster current on-off kinetics gives E2.  For wild-type (WT) mouse 

neuromuscular AChRs, E2 ≈ 28 (at -100 mV, 23 C) [100].  

 

 

 

Figure 4.6: Sample current clusters in adult mouse WT AChRs. A. Channels open in short bursts (downward), 

followed by long intervals of desensitization (1mM ACh). B. Close-up of open clusters at different ACh 

concentrations. Channel opening probability decreases with agonist concentrations lower than saturation, 

because mono- and unliganded states are also present with higher probabilities. Experimental conditions are 

23 C, -70 mV, cell-attached patch (adapted from Auerbach, J. Physiol., 2012 [99]).    
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  The ‘allosteric constant’ E0 is more difficult to measure, since the unliganded 

spontaneous openings occur with very low probability and are very brief. Early ion-flux 

measurements in 1982 [101] estimated E0 to be of the order ∼10-7. Interestingly, there are many 

naturally occurring mutations known in humans, causing slow-channel congenital myasthenic 

syndromes (SCCMS) which lead to an increased E0 and spontaneous channel activity [102]. 

Multiple mutations have also been identified that increase E2 by known amounts [103]. When these 

mutations are far from the binding site and do not affect the ratio of the binding constants KD/JD, 

equation 4.1 dictates that E0 should increase by the same amount. Combining a number of such 

mutations which are energetically independent of each other, E0 can be increased sufficiently to 

bring it within experimentally measurable limits. Extrapolating back to zero fold-change, the WT 

value of E0 is ≈ 7.5 × 10-7 in adult and ~ 5.2× 10-8 in fetal AChRs [91].  

 With the identification of mutations like W149M [104] and P121R (123R) [105] 

which knock out the ACh binding ability at the transmitter binding sites, with negligible effect on 

E0, it is now possible to measure the mono-liganded gating constant E1.  When the complimentary 

side P121 mutation is used, that particular site is knocked out. When the W149 mutant is used, 

which is present on the -subunit, the cell is transfected with both WT and mutant -subunit 

varieties, and 4 types of AChRs are expressed – both sites WT, both sites knocked out and each of 

the two sites knocked out separately. The intriguing observation here is that, the single-site knock-

out populations are indistinguishable. Moreover, with the ability of forming receptors with only 

one functional binding site, the measurement of binding energies at each site separately is now 

feasible. For all agonists, the energies obtained from WT receptors are equal to the sum of those 

obtained from each of the two sites. Both these observations suggest that the two sites are 
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mutually independent in function. The gating equilibrium of mono-liganded AChR for 

acetylcholine is: E1  ≈ 4.3 × 10-3 [106]. 

Again, by the conservation of work done in each of the two cycles of Figure 4.5, we obtain 
 

𝐸1

𝐸0
=

𝐸2

𝐸1
 

………………………. Eq. 4.2 

 

This gives us another way to determine E0, by measuring E2 and E1. 

 

4.6.2 - Statistical mechanics of equilibrium constant 

 An equilibrium constant is related to the Gibbs free energy (∆𝐺) of the chemical transition.  

The logarithm of equilibrium constant is proportional to this free energy. The basis of this relation 

derives from the principles of statistical mechanics.  

 The observable macrostate of a system in thermodynamic equilibrium can be defined 

completely by 3 parameters – the total number of particles N, the total volume V and the total 

energy E. But statistically, there can be a number of ways in which total energy E can be distributed 

among N particles within the same volume V. Each of these ways is called a microstate Ω, and 

according to the postulate of “equal a priori probabilities”, at any particular time without any 

external constraints, the system is equally likely to be in any of these microstates.  The total 

entropy, S of the system is a function of all possible microstates Ω, as was first explicitly shown 

by Max Planck: 

𝑆 = 𝑁𝑘𝐵. lnΩ 
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where kB = R/NA is the Boltzmann constant (R  universal gas constant and NA  Avogadro 

number). For a thermodynamic reaction, the change in entropy, 𝛥𝑆 = 𝑘𝐵. ln [
number of final states

number of initial states
]. 

The number of states is inversely proportional to the concentration, for a dilution reaction. 

Therefore, the term within parenthesis becomes equal to  [
 𝑟𝑒𝑎𝑐𝑡𝑎𝑛𝑡 𝑐𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛

𝑝𝑟𝑜𝑑𝑢𝑐𝑡 𝑐𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛
]. The change in 

entropy can hence be written as: 

Δ𝑆 = −𝑁𝑘𝐵. ln [
𝑝𝑟𝑜𝑑𝑢𝑐𝑡 𝑐𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛

𝑟𝑒𝑎𝑐𝑡𝑎𝑛𝑡 𝑐𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛
] = −𝑛𝑅. ln𝑄 

………………………. Eq. 4.3 

Here, Q gives the reaction coefficient, which under equilibrium conditions is the equilibrium 

constant, and 𝑛 is the total number of moles of substance in the system.  

We know the Gibbs free energy change, ∆𝐺, is equal to ∆𝐻 − 𝑇∆𝑆, where ∆𝐻 is the enthalpy 

change, and ∆𝑆 is the entropy change of the system, at temperature 𝑇. 

Taking derivatives of both sides with respect to temperature T, we get: 

𝜕(∆𝐺)

𝜕𝑇
=

𝜕(∆𝐻)

𝜕𝑇
− 𝑇

𝜕(∆𝑆)

𝜕𝑇
− ∆𝑆

𝜕𝑇

𝜕𝑇
 

Now, from thermodynamic definitions, the specific heats at constant volume Cv and at constant 

pressure Cp can be shown to be [107]: 

𝐶𝑣 = 𝑇
𝜕𝑆

𝜕𝑇
|
𝑁,𝑉

;      𝐶𝑝 =
𝜕𝐻

𝜕𝑇
|
𝑁,𝑃

 

For non-compressible systems like ours, 𝐶𝑣 = 𝐶𝑝 and the first two terms in the right hand side of 

our Gibbs energy derivative above cancel each other.  
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𝜕(∆𝐺)

𝜕𝑇
= −∆𝑆 

Integrating, and using our definition of entropy change from equation 4.3, 

∆𝐺 = ∆𝐺0 + 𝑛𝑅𝑇. 𝑙𝑛𝑄 

At equilibrium when ∆𝐺 = 0 and Q is the equilibrium constant Keq, the standard change in Gibbs 

free energy (∆𝑮𝟎) per mole is given by: 

∆𝐺0 = −𝑅𝑇. 𝑙𝑛𝐾𝑒𝑞 

………………………. Eq. 4.4a 

In our case, Keq can be substituted by any of the 4 equilibrium constants of Figure 4.5. With 

R=1.98x10-3 kcal M-1K-1, T the standard temperature 230C and Keq = 1/KD (dissociation constant 

is the inverse of equilibrium constant for ligand binding),  

∆𝐺0 = +0.59. 𝑙𝑛𝐾𝐷   𝑖𝑛 𝑘𝑐𝑎𝑙 𝑀−1 
………………………. Eq. 4.4b 

Being able to calculate free energy of binding from the agonist dissociation constant thus gives us 

the important advantage of being able to compare in silico binding results with experimentally 

obtained data. There are two standard ways of getting dissociation constant 𝐾𝐷 from 

electrophysiology. Equation 2.5c in page 11 demonstrates that the agonist concentration at half 

maximal response of a dose-response curve can be used to obtain 𝐾𝑑 .  

𝐾𝐷 =
(1 + 𝐸1)

(1 + 𝐸0)
[𝐴]ℎ𝑎𝑙𝑓−𝑚𝑎𝑥 

………………………. Eq. 4.5 

For the alternative approach, in which we get a fairly precise approximation of KD, we go back to 

equation 4.1 again. As discussed later in this chapter, the high affinity binding energy measured 
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by the natural log of JD is found to be about double that of the low affinity binding energy measured 

by the natural log of KD [108, 109]. This means JD  (KD)2. Equation 4.1 can therefore be reduced 

to 
𝐸1

𝐸0
≈

𝐾𝐷

(𝐾𝐷)2
 .  

∴        
𝐸0

𝐸1
≈ 𝐾𝐷 

………………………. Eq. 4.6 

This method makes experimental measurement simpler, since it does not involve cross-

concentration fitting. Comparison of 𝐾𝐷 values measured by both these techniques (equations 4.5 

and 4.6) have given similar results (see Chapter 8). 

 ΔG0 and ΔG2 are the unliganded and diliganded gating free energies respectively, 

corresponding to E0 and E2, while ΔGLA and ΔGHA are the low affinity and high affinity binding 

free energies corresponding to Kd and Jd. Again from detailed balance of the cycle, taking natural 

log of equation 4.1 and multiplying both sides by –RT: 

∆𝐺2 − ∆𝐺0 = 2∆𝐺𝐻𝐴 − 2∆𝐺𝐿𝐴 
………………………. Eq. 4.7a 

Defining (∆𝐺𝐻𝐴 − ∆𝐺𝐿𝐴) as ∆𝐺𝐵,  

2∆𝐺𝐵 = ∆𝐺2 − ∆𝐺0 
………………………. Eq. 4.7b 

∆𝐺𝐵 is the net free energy available due to the affinity change of the agonist at the binding site, 

between O and C structures, and is equal to –RTlnλ. Equation 4.7b shows that this available energy 

ultimately leads to increased stability of the diliganded gating compared to unliganded gating 

[110]. This energy has been measured to be -10.4 kcal M-1 when there are agonists present at both 

binding sites. Single site knock-outs show that each site individually contributes ~5.2 kcal M-1 
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further reinforcing the observation that the two sites function independent of each other [111]. 

Choline, on the other hand, which is a low efficacy partial agonist, provides ~3.3 kcal M-1 per 

binding site [111]. 

 Experimentally, the single channel or multi-channel currents are measured by an 

electrophysiological technique called patch clamp. The first AChR currents were measured by 

using two electrodes to maintain the voltage across the membrane, and then measuring the current 

with third independent probe by Neher and Sakmann  [112]. But this technique had poor signal-

to-noise ratio. Further developments led to improving of the technique and the attainment of the 

giga-ohm seal was possible [113], wherein, a polished glass micropipette is attached to the 

membrane by the application of air-suction, leading to a high resistance contact with negligible 

current leakage.  It was also possible to directly maintain the voltage through the same 

micropipette, which eliminated the need for an independent voltage-sensing electrode. This, along 

with advancement in the electronic circuitry [114]), now allows for measurement of single channel 

currents, with temporal resolution of 10s and stability for of 10s of seconds or longer. The rise-

times of microsecond duration, the currents of millisecond scales and the desensitization sojourns 

of several seconds now became accessible by this technique.   

 

4.7 - Using computational techniques to study pLGICs 

 To compliment the laboratory techniques, pLGICs have been studied quite extensively 

using computational methods, like equilibrium MD simulations [59, 115-118], targeted MD 

simulations [119] and steered MD simulations [120]. These simulation times have ranged from 

nanosecond range [117, 119] to 1 microsecond [121] shedding light on some key structural 
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dynamics involved in the channel functions. They have been successful in identifying key 

sequence of structural events that proceed from the ligand binding site, to the ECD-TMD interface 

and then finally further down to the TMD helices M2, M4 and M3. However the accessible 

timescales so far have been much smaller compared to the millisecond range channel gating in 

neuromuscular AChRs [122].  Coarse grained elastic network models [123-125] have also been 

useful to study the global large amplitude motions of these channels and have helped in identifying 

overall transition pathways, than seem to match fairly well with electrophysiological phi-value 

analyses [126]. 

 There is a large set of different AChBP structures now available, and these have been used 

extensively to computationally study structure-function relationships of the extracellular domains 

of pLGICs with fairly good accuracy [127, 128]. Having more than 60% sequence similarity with 

nAChRs, these structures also act as good templates for making homology models for the ECDs 

of the acetylcholine receptors, opening avenues for large-scale drug screening and other 

computational studies of the binding sites. Here we have done the same and were successful in 

building reasonably precise homology models of the mouse adult and fetal-type binding site on a 

single pentameric extracellular domain structure. Comparison of results obtained from our in-silico 

model with those in physiological in-vitro conditions is justified by the following assertions that 

define the premise of our study: 

(1)  The two binding sites are independent of each other in function (discussed earlier), as 

evidenced by the fact that binding energies obtained from the two sites combined is equal 

to the sum of the individual binding energies from each site. 

(2) Mutations in the TMD do not generally affect the binding site and the ECD [129]. Hence, 

the lack of TMD in our model should not affect the phenomenon of ligand binding, though 
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it does not help in shedding light in the gating process. In fact, all observations so far lead 

to the conclusion that most mutations away from the binding site affect only the allosteric 

constant E0 and not the binding affinities or the coupling constant [93]. 

(3) For different agonists and mutations at the binding site, ∆𝐺𝐿𝐴 and ∆𝐺𝐻𝐴 are correlated. The 

high affinity binding energy has been found to be approximately double that of the low 

affinity binding (∆𝐺𝐻𝐴 2∆𝐺𝐿𝐴) [108, 109], which suggests that the two are just different 

steps of a single mechanism (“catch-and-hold”). Using this relation in equations 4.4a and 

4.4b, we get ∆𝐺𝐵 ∆𝐺𝐿𝐴. Since the binding energies obtained from simulations are 

equivalent to the low affinity closed state agonist binding, these can be compared to the 

experimentally obtained ∆𝐺𝐵 values. 

(4) The in vitro free energies of binding for acetylcholine with muscle AChRs is mainly 

enthalpy driven, with a negligible entropic component [130]. Hence, even though the 

binding energy calculated in silico does not account for entropy, it is possible to compare 

these with the in vitro energies measured. 

 

4.8 - Fetal vs. adult AChRs 

 As discussed earlier here, the -subunit in amphibian and mammalian muscle AChRs is 

replaced by the -subunit during postnatal development from fetal-type to adult-type cells [77]. 

The -subunit is required for proper synaptic development [131], normal innervation patterns [132] 

and muscle fiber composition [133]. Their importance in embryonic development is further 

exemplified by the fact that the -subunit knockout is lethal in mice [134] and mutations to the 
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human gamma CHRNG gene are associated with various lethal and non-lethal multiple pterygium 

and Escobar syndromes [135-137]. 

 While the two binding sites within a single receptor are independent of each other, in adult 

channels, the  and the  sites have similar binding energies to ACh and provide equivalent 

energies to channel gating [106].  But this is not the case for the site. The fetal  site has a 

GB value ~7.0 kcal.M-1 from ACh binding as compared to ~5.1 kcal/mol in adult  sites [91]. 

The fetal-type -channels also have a smaller conductance [138], a lower Ca2+ permeability [139] 

and a longer open channel lifetime as compared to adult -AChRs [77]. 

 The peak acetylcholine concentration generally available at the adult neuromuscular 

synapse is ~ 1mM [140]. But during synaptic development, the available ACh concentration at the 

end-plate junction is significantly reduced due to the reduced amount of ACh released by the 

presynaptic vesicles, and the pre- and post-synaptic cells being farther from each other. Due to the 

lower [ACh], only -AChRs can generate significant current, due to its greater ACh affinity, 

making it a perfect evolutionary design to allow for proper synaptic development and signaling. 

Moreover, interestingly, choline, which is both a precursor and a breakdown product of ACh, is 

present in higher concentrations in fetal serum, which could also act synergistically with ACh, 

during embryonic development. 
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Chapter 5: COMPUTATIONAL SIMULATIONS OF PROTEINS 

 

 With the fast progress of computational power, many physical problems which are still 

beyond the reach of conventional experimental methods can now be studied through simulations. 

For example, in the case of structural dynamics of proteins, the time-scales and space-scales of 

some of the properties of interest are difficult to probe or beyond the scope of the current 

experimental methods available. If an accurate computational model can be constructed, it can be 

used to predict and provoke further experiments, explain experimentally obtained results, and even 

in some cases replace experiments completely. Computational simulations have therefore become 

useful complements to experimental studies of biomolecules. 

 The time and length scales over which biomolecular activities occur vary over a wide range 

as shown in Table 1.1, page 4. Depending on what we want to study, a hierarchy of methods can 

be applied to capture the dynamics on different scales. Molecular dynamics simulations can, in 

principle, provide atomic-scale spatial resolution and femto-second scale time resolution, which is 

not easy to achieve by other experiments. However, to study the behavior of large proteins over 

long periods of time, MD simulations would require computational power which is not commonly 

available. In fact, since such high spatio-temporal resolution may not always be relevant for the 

question at hand, various other simulation techniques have also been developed. For example, 

there can be coarse-graining of the system where groups of atoms are considered as one unit, 

instead of being examined individually; or random sampling of an equilibrium ensemble of a 

system using Monte Carlo techniques. For the purpose of this thesis, we were interested in the 
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dynamics within nanosecond time scales and hence all-atom classical molecular dynamic 

simulations were used.  

 

5.1 - Classical molecular dynamics (MD) simulations 

 MD simulations involve the solving of Newton’s 2nd equation of motion for a defined 

potential function, which can be integrated over time to obtain the evolution of atomic coordinates 

of the system. 

𝐹𝑖⃗⃗ = −𝛻𝑖𝑉 
Or, 

𝑚𝑖

𝑑2𝑋𝑖(𝑡)

𝑑𝑡2
= −

𝑑𝑉

𝑑𝑋𝑖
 

………………………. Eq. 5.1 

Here, 𝑋𝑖 is a generalized coordinate of the system, 𝑚𝑖 is the mass, 𝐹𝑖⃗⃗  is the force experienced by 

atom 𝑖, and 𝑉 is the empirical potential defining the system. This method was first applied on the 

interactions of hard spheres in the late 1950’s by Alder and Wainwright [141, 142].   Later it was 

developed further by Rahman and Stillinger for the study of simple liquids with more realistic 

potentials as in liquid argon [143] and and water [144]. It was first applied in the case of protein 

simulations in 1977 by McCammon and Karplus [145] on the bovine pancreatic trypsin inhibitor 

protein. Currently, MD simulation is one of the most common tools to study time dependent (and 

independent) behavior of biomolecules. It has been used for modeling proteins, nucleic acids and 

their complexes, to study the folding and stability of these molecules, enzyme reactions, design of 

drug activation, conformational changes and even construction of 3D structures (by homology 

modeling, X-ray diffraction and NMR). 
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 The central idea of molecular dynamics simulations comes from the fact that macroscopic 

observables measurable in experiments are the statistical outcome of microscopic behavior at the 

atomic level. Thus statistical mechanics forms the governing theory of MD simulations, which 

give rigorous calculations of macroscopic properties like pressure, free energy, heat capacities, 

etc. from the distribution of motion of the constituent atoms and molecules. On page 39 I had 

defined microstates Ω. In statistical mechanics, an ensemble is defined as a collection of all 

possible microstates that have the same identical macroscopic or thermodynamic state. In other 

words, a system with a particular observable value of macroscopic property can be in any 

combination of the available microstates. It is the average value of the ensemble of microstates 

that determines the observable macrostate.  

 The average over the ensemble is not trivial. Here, the Ergodic hypothesis comes to our 

rescue, which states that the ensemble average of a parameter is equal to the time average, for a 

system [107]. Or, in other words, if a system is allowed to evolve long enough in time, it will 

eventually pass through all possible microstates.  

〈𝐴〉𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑒 = 〈𝐴〉𝑡𝑖𝑚𝑒 
………………………. Eq. 5.2 

Averages of macroscopic parameters like potential energy, kinetic energy, pressure, etc. can 

therefore be calculated from MD simulations, averaging over time. We use this technique in 

Chapters 6, 7 and 8 to define our ensemble in order to estimate binding affinity of proteins.  

 

5.1.1 - The force field 

 The basic functional form of the potential energy used in equation 5.1 is a summation of 

bonded (covalent bond lengths, bond angles, dihedral angles) and nonbonded (electrostatic, van 
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der Waals) terms, which are parameterized empirically from existing datasets or quantum 

mechanical calculations. Though the details are different for different standardized force fields 

like AMBER, CHARMM, GROMACS, OPLS-AA, etc., the basic form of the equation remains 

the same. The CHARMM force field equation [146] is shown here in equation 5.3, and is used for 

all our simulations. 

𝑉 = ∑ 𝑘𝑏(𝑏 − 𝑏0)
2

𝑏𝑜𝑛𝑑𝑠

 + ∑ 𝑘𝜃(𝜃 − 𝜃0)
2

𝑎𝑛𝑔𝑙𝑒𝑠

 + ∑ 𝑘𝜑[1 + cos(𝑛𝜑 − 𝛿)

𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙𝑠

]

+ ∑ 𝑘𝜔(𝜔 − 𝜔0)
2

𝑖𝑚𝑝𝑟𝑜𝑝𝑒𝑟𝑠

+ ∑ 𝑘𝑢(𝑢 − 𝑢0)
2

𝑈𝑟𝑒𝑦−𝐵𝑟𝑎𝑑𝑙𝑒𝑦

+ ∑ 𝜖 [(
𝑅𝑖𝑗

𝑚𝑖𝑛

𝑟𝑖𝑗
)

12

− (
𝑅𝑖𝑗

𝑚𝑖𝑛

𝑟𝑖𝑗
)

6

] +
𝑞𝑖𝑞𝑗

4𝜋휀휀0𝑟𝑖𝑗
𝑛𝑜𝑛𝑏𝑜𝑛𝑑𝑒𝑑 𝑝𝑎𝑖𝑟𝑠

 

………………………. Eq. 5.3 

In equation 5.3, 𝑘 denotes the various force constants and the subscript 0 indicates the equilibrium 

position. In the dihedral term 𝛿 is the phase shift, 𝑛 is the periodicity and 𝜑 is the torsional angle. 

The non-bonded term is given by standard van der Waals (Lennard Jones) and electrostatic 

(Coulombic) interactions between atoms 𝑖 and 𝑗, with 𝑟𝑖𝑗 as the spatial distance between them. 

These terms together define the potential felt by each atom in the system, and its gradient gives 

the force exerted on the atoms, forming the basis of the integration step of MD simulations, given 

in equation 5.1. 

 

5.1.2 - Simulation preparation: 

 Figure 5.1 shows the schematic algorithm of MD simulation giving a simplistic explanation 

of the steps involved. Before the simulations can begin, the system must be set up. This includes, 
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choosing or building a model of the protein structure, and then building its environment, which 

closely replicates its physiological condition. This generally involves immersion of the protein in 

 

 

 

Figure 5.1: Schematic flow chart of steps of a standard classical molecular dynamics simulation 
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 a water box (Figure 5.2) and adding of charged ions to neutralize the system and mimic the salt 

concentration. If it is a membrane protein, it needs to be embedded in a lipid bilayer. All the atoms 

of water, ions and lipids, along with the protein now become a part of the system, and interact with 

each other, contributing to the force field. As shown in step 3 (Figure 5.1), this assembly now 

needs to be relaxed in order to remove steric clashes and other inappropriate geometry. This is 

done through a process called local energy minimization, where the local potential field around 

the starting configuration is searched for a minimum in energy, which should be a local equilibrium 

state corresponding to a stable conformer of the protein. There are various numerical techniques 

that are commonly used for energy minimization, by iteratively calculating the gradient of the 

potential function, as in the Newton-Raphson method [147], the steepest descent method [147, 

148] and the conjugate gradient method [148, 149].  

 After the initial position coordinates of the protein conformer is thus determined, the initial 

velocities as assigned as shown in step 4. This is generally a random assignment, satisfying two 

criteria: (i) the resultant overall momentum is zero; 

𝑃 = ∑𝑚𝑖𝑣𝑖 = 0

𝑁

𝑖=1

 

                 ………………………. Eq. 5.4a 
 

(ii) The velocities are distributed in Maxwell-Boltzmann distribution such that the average kinetic 

energy gives a measure of the temperature of the system. 

𝑃(𝑣𝑖) = 4𝜋 [
𝑚𝑖

2𝜋𝑘𝐵𝑇
]
3/2

𝑣𝑖
2 𝑒𝑥𝑝(−𝑚𝑖𝑣𝑖

2/2𝑘𝐵𝑇) 

………………………. Eq. 5.4b 
 

The temperature of the system can thus be calculated from the velocities as: 
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𝑇 =
1

(3𝑁)
∑

|𝑝𝑖|

2𝑚𝑖

𝑁

𝑖=1

 

………………………. Eq. 5.4c 
 

In equations 5.4 a, b, c, N is the total number of atoms, i is the index of atom with mass mi and 

momentum pi, T is the temperature and P(vi) is the probability of velocity vi.  

 

5.1.3 - The integration step 

 The equation 5.1, with potential function V given by equation 5.3, is too complex in nature 

to have an analytical solution. Hence, this time integration is solved numerically, where the 

positions, velocities and accelerations are approximated by a Taylor series expansion, using a 

number of standard algorithms like Verlet, Leap-frog and Beeman’s integrators [150, 151]. For 

the work in this thesis, the Verlet algorithm has been used, where position 𝑟𝑖 is calculated at ±∆𝑡: 

𝑟𝑖(𝑡 + ∆𝑡) = 𝑟𝑖(𝑡) + 𝑣𝑖(𝑡)(∆𝑡) +
1

2
𝑎𝑖(𝑡)(∆𝑡)2   

𝑟𝑖(𝑡 − ∆𝑡) = 𝑟𝑖(𝑡) − 𝑣𝑖(𝑡)(∆𝑡) +
1

2
𝑎𝑖(𝑡)(∆𝑡)2  

Adding the two equations, we obtain: 

𝑟𝑖(𝑡 + ∆𝑡) = 2𝑟𝑖(𝑡) − 𝑟𝑖(𝑡 − ∆𝑡) + 𝑎𝑖(𝑡)(∆𝑡)2 

 ………………………. Eq. 5.5 

Equation 5.5 demonstrates that the position at time step ∆𝑡 can be iterated from the previous two 

steps and the acceleration at time t. The step size ∆𝑡 is a rate limiting factor in MD calculations. It 

cannot be made larger than the period of the highest vibrational frequency in the system. By fixing 

the bond length involving hydrogen atoms, the maximum usable ∆𝑡 is 2 fs.  
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5.1.4 - Periodic boundary conditions 

 

 

Figure 5.2: Unit cell of a MD simulation system. Kinesin-MT protein (pdb 4HNA) immersed in a water box. 

Yellow spheres are positive sodium ions and green spheres negative chloride ions, added to neutralize the 

system at 150 mM salt concentration. The infinite arrangement of unit cells are shown in 2-dimensions on the 

right. Blue circle represents the protein, and black lines, the water box boundary. Distance D between two 

neighboring protein images should be more than the non-bonded interaction cut-off distance. 

 

 Since the protein-surrounding assembly (as shown in figure 5.2) has a well-defined finite 

boundary between water and vacuum, there will be edge effects in the integration, leading to 

distortion of system and rapid “evaporation” of  water molecules. To minimize such effects, the 

system is surrounded by space filling translated copies of itself on all sides, making this an infinite 

system with uniformly repeated unit cell, and no boundaries [152]. The drawback of this approach 

is that, the number of atoms is effectively increased to infinity, and each molecule can interact 



55 

 

with its own image in a neighboring unit cell. To counter these problems, and to reduce the required 

computational power, the non-bonded interactions given in equation 5.3 are considered only within 

a particular cut-off distance (Figure 5.2), beyond which the potential smoothly switches to zero 

[153]. The solvation box has to be made thick enough such that a molecule and its neighboring 

image is separated by more than this cut-off distance.  

 

5.1.5 - Modified Molecular Dynamics 

 Classical MD simulations have branched out into different paths where the classical 

potential is modified to accelerate the process under study to simulation time scales (ns), such that 

longer processes can be approximately mimicked within nano-second range simulations. Some of 

these common methods are Targeted MD (TMD), Accelerated MD (AMD) and Steered MD 

(SMD). In all these non-equilibrium techniques, an extra potential term is added to the classical 

force field, the gradient of which, applies a steering force on the atoms. In TMD [154], structural 

transitions are studied between an ‘initial’ and a ‘final’ structure, where a subset (or all) of the 

atoms in the simulation is guided towards the final ‘target’ geometry. The TMD potential is 

proportional to the difference in actual RMSD of the coordinates at each step and a targeted RMSD 

obtained by linear interpolation between the initial and final structures through the total number of 

TMD steps. AMD [155] on the other hand, allows for augmented sampling of the conformational 

space, by reducing the energy barriers needed to be overcome between states. The classical MD 

potential energy landscape is modified by decreasing the well depths at those regions where the 

energy wells are deeper than a certain threshold. The system thus spends less time in these 

originally deep wells and as a result, can sample a wider conformation space.   
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 Another commonly used modified MD is Steered Molecular Dynamics (SMD) [156]. The 

basic idea behind SMD is to virtually replicate atomic force microscopy, optical tweezer or other 

similar pulling experiments. A force is applied to one or more atoms, while another subset of atoms 

is kept fixed, and the behavior of the system under this stress is studied. For constant velocity 

pulling, force is applied by means of a virtual dummy spring, 

𝑈𝑆𝑀𝐷 =
1

2
𝑘[𝑣𝑡 − (𝑟 − 𝑟0⃗⃗  ⃗). �̂�]2 

………………………. Eq. 5.6 

Here, 𝑈𝑆𝑀𝐷 is the added SMD term to the MD potential, 𝑘 is the spring constant, 𝑣 is the pulling 

velocity, 𝑡 is the time, 𝑟0⃗⃗  ⃗ is the initial position vector of the atom being pulled, 𝑟  is the present 

position vector, and �̂� is a unit vector that gives the direction of pulling. The negative gradient of 

this potential term gives the force on the atoms. For constant force pulling, no dummy springs are 

used. Rather, a constant force term is added on top of the classical MD forces to the atoms being 

pulled. SMD has been applied to study many of non-equilibrium conformational changes, like 

protein unfolding, binding-unbinding, large scale domain motions, etc. [120, 157, 158]. This 

technique is currently being used as a follow-up of the study in Chapter 6, to understand the force-

regulation of kinesin-microtubule binding. In this dissertation, another similar technique of 

modifying the classical MD potential function has been applied to flexibly fit kinesin-microtubule 

models in experimentally obtained cryo-EM density maps and has been described in page 66. 

 

5.1.6 - Limitations of MD 

 It must be borne in mind that like most computational techniques, there are many 

limitations to MD simulations. For example, (i) the calculations assume a classical system, 

whereas, in reality, some particles like hydrogen atoms are small enough to exhibit quantum 
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effects, like tunneling through energy barriers. (ii) All electrons are assumed to be in ground state, 

and electronic motions are not considered; (iii) the force fields are approximate and do not 

explicitly incorporate polarizabilities; (iv) boundary conditions are unnatural and interactions are 

cut off beyond a particular distance. But despite all these limitations, MD simulations have evolved 

to be a very potent tool to study and guide biomolecular experiments.  

 

5.2 – Homology modeling 

 The exact 3-dimensional structure is not available for most proteins that have been isolated 

and identified so far, despite continuous efforts by crystallographers. Building on the Anfinsen’s 

dogma (page 3) we can however, get clues to the native structure of a protein, if the amino acid 

sequence is known. Homology modeling [159] is a computational technique where a reasonably 

accurate quaternary geometry of a protein can be modeled by comparison with another protein 

whose structure is known, if the two proteins share high sequence similarity.  The critical first step 

to homology modeling is to judiciously identify one or more template structures by multiple 

sequence alignment [160, 161] which are homologous to the target protein that needs to be 

modeled. It has been observed that evolutionarily related proteins show high conservation of 

secondary structures, greater than even the amino acid sequences [162]. An accurate sequence 

alignment thus gives a one-to-one correspondence between the template and the target residues. 

The 3-dimensional Cartesian coordinates of the backbone atoms of the target can be extrapolated 

based on this alignment. The most common technique used is ‘fragmentation’ where segments of 

the sequence are matched to separate templates from structures in the Protein Data Bank. For 

guessing the coordinates, further help from experimentally available data may be used. The spatial 

restraints can be thus guided by NMR spectroscopy, EM maps and mutational studies which can 
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shed light on interacting regions. After the initial guess of the backbone, side chain atoms are 

added. The internal coordinates of the proteins are spatially restrained and the overall structure 

optimized to match empirically parameterized datasets of bond lengths, angles, dihedral, etc. The 

more challenging part is to guess coordinates for insertions and adjust for deletions in the sequence 

alignments. Therefore, insertion of a loop longer than a few residues is a common source of error 

in modeling [163]. The overall structure obtained is further verified by various quantifiable criteria 

like energy stabilization, presence of steric clashes etc. MODELLER [164] and ROSETTA [165] 

are two standard packages commonly used in literature for performing homology modeling.  

 

5.3 – Ligand docking 

 Ligand docking is a method of computationally predicting the interaction of a small 

molecule with a protein by modeling a putative structural orientation [166] of the two molecules 

relative to each other. Geometric shapes of the ligand and protein are matched by searching the 

‘solvent accessible surface areas’ and finding the complimentary alignments, like a “lock-and-

key” approach [167]. The search space is usually identified based on pre-existing available 

knowledge about the protein. All possible orientations and conformations of the ligand molecule 

within that search space are explored by various search-algorithms like Monte Carlo, molecular 

dynamics or various Genetic Algorithms [168]. This is a common approach used for scanning 

molecules as potential drug targets for a protein, and like most computational techniques, there is 

a trade-off between accuracy of calculations and higher data throughput. AutoDock is one such 

tool for the application of ligand docking that was used in this study. AutoDock uses a Lamarckian 

Genetic Algorithm for search, and an in-built empirical free-energy scoring function for 

optimization [169]. 
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Chapter 6:   

Investigating the Structural and Energetic Bases of the 

Differences between the Primary ATPase States of a Kinesin-

Tubulin Complex by All-Atom Molecular Dynamics 

Simulation* 

 

 

 

 

 

 

 

 

 

 

 

*Work presented in this chapter has been published:  

Chakraborty S., Zheng W., Biochemistry, 2015, 54 (3), pp 859–869 
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ABSTRACT: 

 Kinesin- microtubule interactions vary during the stepping action of the motor protein and 

depends on the nucleotide state. But due to the limited number of high resolution structures, not 

much is known about the structural basis of the kinesin – tubulin binding. Here we have employed 

flexible fitting of cryo-electron microscopy maps to build all-atom structural models of human 

kinesin-1 monomer in the three major ATPase states (ADP, APO and ATP state) while in complex 

with a tubulin dimer. We have applied extensive molecular dynamics (MD) simulations (total 400 

ns for each state) to investigate the structural dynamics and energetics of the nucleotide-dependent 

regulation of kinesin – microtubule interactions. In this study, we have determined the key 

structural changes of the nucleotide-binding pocket, the tubulin-binding site, and allosterically 

coupled motions driving the APO to ATP transition. Moreover, we have identified key hydrogen 

bonds that play important functional roles and also pin-pointed the key residues involved in 

kinesin-tubulin binding. This study has provided a comprehensive structural and dynamic picture 

of kinesin's major ATPase states, addressed several outstanding issues in kinesin study and offered 

promising targets for future mutational and functional studies to investigate the molecular 

mechanism of kinesin motors. 
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6.1 - Introduction 

 Kinesin proteins are molecular motors that utilize the chemical energy from ATP 

hydrolysis to perform important cellular functions, including cell division and transport of cellular 

cargo [170]. Of the 14 kinesin families, kinesin-1 was the first to be identified, and is known as 

the conventional kinesin [30]. Conventional kinesin is a highly processive motor protein, driven 

by ATP hydrolysis. It can take several 8-nm steps along microtubule tracks before dissociating 

from it. This processive nature was initially demonstrated by Howard et. al. using a gliding assay 

in 1989 [39]. Later, Block et. al. established that single kinesin motors attached to glass beads 

traveled over a micron distance along MT tracks without dissociation [38]. Since kinesins utilize 

one ATP molecule per step, the number of ATP molecules hydrolyzed, or the number of cycles of 

the kinesin biochemical pathway a kinesin head goes through while staying associated with a 

microtubule, is defined as its processivity [171]. It has been observed that the average processivity 

of the conventional kinesin is ~ 125 [172]. This indicates that the ability to continue ‘walking’ on 

the MT tracks comes from a coordinated variation of the binding affinity of the kinesin head with 

tubulin in different nucleotide states.   

 There is general agreement that within each biochemical cycle, the two identical motor 

heads move in a hand-over-hand manner [173], with the leading head remaining stationary while 

the trailing head passes it, triggered by the docking of a ~ 14-residues long neck linker [52] . There 

have been several theories as to the coordination between the two heads, either by ‘chemical 

gating’ or mechanical actions [174, 175]. The main ATPase pathway of a kinesin monomer (in the 

presence of MT) has been extensively probed by kinetic studies [47, 48, 176-178], and has been 

described in detail in Chapter 3 (page 20). Kinesin bound to ATP and kinesin free from nucleotide 
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(APO state) show strong MT binding, while kinesin bound to ADP can only bind weakly to 

microtubule [51]. The docking of the neck linker along the catalytic core domain occurs in the 

ATP state [36, 52]. To fully understand the molecular mechanism of kinesin motility, it is critical 

to investigate the above three states and the transitions between them with high spatio-temporal 

resolutions.  

 Since most high-resolution structures of kinesin were solved in the absence of tubulin [179-

181], questions about structural details of the allosteric modulation of kinesin activity by 

microtubules have largely remained open.  Recently, the Knossow lab succeeded in solving a 

crystal structure of ATP-like kinesin–tubulin complex [53], which answered many of these 

questions on kinesin-MT strong binding, and opened avenues of new structural studies. Cryo-

electron microscopy (cryo-EM) maps in various MT-bound kinesin ATPase states have been 

available for some time [182-187], which do not yet have resolutions high enough to completely 

determine the secondary structures and amino acid side chain orientations. But the map density 

information can be used to guide computational modeling to accurately determine the global and 

local structural changes between ADP, APO and ATP states. A number of flexible fitting 

techniques have been developed to optimize the fitting of a given initial protein structure with a 

cryo-EM map [188-196]. Molecular dynamics flexible fitting (MDFF) program is one such 

technique that that we use in this study [197, 198]. We try to answer some of the open questions 

of cyro-EM based flexible fitting, such as, the convergence of different fitting techniques and their 

accuracy in distinguishing the structural features that separate the different kinesin-MT ATPase 

states. 

 To compliment various experimental studies like optical trap and other single-molecule 

techniques, structure-based computer simulation have been used to study the structure-function 
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relationships of kinesin motor proteins. Various coarse-grained modeling studies [199-206] and 

tens of nanoseconds-scale all-atom MD simulations have been performed to investigate the 

structural dynamics of conventional kinesin in the absence [207-214] or presence [213, 215-

217] of tubulin. However, such a time scale is much shorter than the millisecond range kinetics of 

kinesin ATPase cycle.  Here we perform 100 ns range simulations of kinesin-tubulin complex, 

after exhaustive flexible fitting with cryo-EM maps, which has helped shed light on greater details 

of the structural dynamics of the system. We also build on a previous study from our lab [217] by 

improving the modeling and flexible fitting protocol and performing longer unconstrained MD 

simulations (total 400 ns per state), allowing for adequate equilibration of the system and 

meaningful analysis of the energetics and dynamics of kinesin in different ATPase states. 

 We have been successful in obtaining a detailed structural and dynamic picture of kinesin’s 

three major ATPase states, which has revealed nucleotide-dependent changes in the structure and 

flexibility of the nucleotide-binding pocket and the tubulin-binding site, and allosterically coupled 

motions driving the APO to ATP transition. We have also performed a detailed analysis of key 

hydrogen bonds (see Appendix 1) involved in kinesin-nucleotide and kinesin–tubulin interactions, 

and the calculation of the polar contribution to the kinesin–tubulin binding free energy. On the 

basis of our findings, we have been able to shed light on some of the long outstanding questions 

in kinesin study, like the role of the central β-sheet twist in MT binding and ADP release, the 

allosteric connections between the neck linker docking and nucleotide binding, the structural 

variations of the 4 relay helix during the ATPase cycle, and other mechanistic features of MT-

regulated kinesin activity.  
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6.2 - Methods 

6.2.1 - Building the starting structures 

 The initial structures of the three important ATPase states of human kinesin-1 motor 

domain (referred as kinesin here on; see Figure 6.1) in association with tubulin dimer was built as 

follows, before being subjected to flexible-fitting into cryo-EM maps. 

ADP State: The kinesin head was built from the ADP-bound kinesin-1 structure (PDB id: 1BG2)  

with neck linker truncated at residue 325 [218]. Being in the MT-free state, the a4 helix is shorter 

in this structure. To mimic the MT-bound ADP state, the N-terminal segment of α4 helix (residues 

247 to 256) was extended by the Modeller program [219] based on the ADP-bound kinesin-5 

structure (PDB id: 1II6) as template (similar to ref [217]). Residues 243 to 246 of loop L11 were 

remodeled ab initio by Modeller to join the extended α4 helix with the already-existing section of 

loop L11 (residues 237 to 242). The tubulin dimer model was taken from an ATP-like structure of 

kinesin–tubulin complex (PDB id: 4HNA) [53].  

ATP State: The newly available ATP-like structure of kinesin–tubulin dimer complex (PDB 

id: 4HNA)[53] was used as the initial model for ATP state. Here the ATP state is defined as the 

state visited after ATP-binding and before ATP hydrolysis, which corresponds to experimental 

structures of kinesin bound with ADP-AlF4 and tubulin/MT in the literature [53, 186]. 

AlF4 molecule is an analogue of γ-phosphate of ATP. This ATP analogue (i.e., ADP-AlF4), 

together with Mg2+ ion and two crystal waters at the active site of 4HNA, was kept in our model 

to stabilize the closed nucleotide-binding pocket characteristic of ATP state [220]. Two different 

constructs were modeled for the ATP state, one with the neck linker (up to residue 337) in a docked 

conformation, another with the neck linker truncated at residue 325 to match the number of 
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residues in the ADP and APO states. This helped us to investigate the extent of the neck-linker 

contribution to ATP state properties. 

APO State: Since no nucleotide-free crystal structure of kinesin was available up to the time of 

this study (kinesin is structurally unstable in the absence of nucleotide and MT [221]), the ATP-

like kinesin–tubulin structure (PDB id: 4HNA) was also used as the initial model for APO state. 

This approximation is reasonable, as both ATP state and APO state of kinesin protein is known to 

have high MT binding affinity. The docked neck linker in the PDB structure was truncated at 

residue 325 because it is disordered in the APO state. The ATP analogue, Mg ion and crystal 

waters at the active site of 4HNA were deleted to make the nucleotide binding pocket empty.  

 All three states had the same tubulin dimer model, obtained from the 4HNA structure. 

Missing residues in the models (residues 438–451 of α tubulin, 442–455 of β tubulin, 1–4 of 

kinesin) were modeled with the help of Modloop [222]. However, a missing loop in α tubulin 

(residues 39 to 45) was modeled by Modeller using the corresponding region of β tubulin as 

template. The protonation states of histidines were determined by the pKa calculation using the 

PDB2PQR Web server (http://nbcr-222.ucsd.edu/pdb2pqr_1.9.0/). 

 

6.2.2 - Flexible Fitting of the initial models into Cryo-EM Maps 

 Extensive conformational changes are expected to transform the initial structures to more 

accurate models for the three states through flexible fitting of cryo-EM maps. To this end, the 

initial models of the APO and ATP state were rigidly fitted into the corresponding cryo-EM maps 

[184] of MT filaments decorated by nucleotide-free and ADP-AlF4-bound kinesin using the 

Chimera program [223]. For ADP state, a sequential fitting protocol was used to fit kinesin and 

http://nbcr-222.ucsd.edu/pdb2pqr_1.9.0/
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tubulin dimer separately as two rigid bodies, in order to avoid atomic clashes between them. The 

ligands (Mg and ADP or ADP-AlF4) were included when fitting the cryo-EM maps of ADP or 

ATP state. To further refine the kinesin-tubulin models, flexible fitting of the structures into the 

cryo-EM maps was performed with the MDFF program [198].  

 To prepare for the MDFF run, hydrogen atoms were added and each kinesin–tubulin model 

was immersed into a rectangular box of TIP3 water molecules extending to 12 Å from the protein 

periphery in x, y and z direction with the VMD program [224]. The three systems were neutralized 

at the physiological ionic concentration of 150 mM by adding Na+ and Cl– ions. Energy 

minimization of 2000 steps was performed using the conjugate gradient method to remove bad 

contacts and optimize the initial models under the constraint of cryo-EM maps. 

 We performed a 10 ns MDFF simulation using the NAMD program [225] and the 

CHARMM27 force field [146], with gradual release of the map constraints. Water molecules were 

described by the TIP3P model [226]. The particle-mesh Ewald summation method [227] was used 

to evaluate long-range electrostatic forces with a grid size of <1 Å and an integration time step of 

1 fs was used. A 12-Å cutoff distance was used for nonbonded interactions, and a temperature of 

300 K was maintained using the Langevin thermostat [228] which was coupled to all heavy atoms 

with a damping coefficient of 5.0 ps–1. 

 MDFF adds an external potential (UEM) derived from the EM density map, to the usual MD 

potential [197].  

𝑈𝐸𝑀 = ∑𝜔𝑗𝑉𝐸𝑀(𝒓𝑗)

𝑗

 

where, 



67 

 

………………………. Eq. 6.1 

 

Here, 𝜔𝑗 is a weight factor for each atom j, generally set to the atomic mass;  is a variable scaling 

factor to the potential; (𝐫j) is the EM map density at position 𝐫j; 𝑚𝑎𝑥 is the maximum EM 

density and 𝑡ℎ𝑟 is a cut-off threshold density, added to remove the solvent contribution to the 

map density. Each atom thus feels a force depending on the gradient of the electron density. In 

order to prevent over-fitting, another potential term USS is added, that enforces harmonic restraints 

to preserve secondary structure elements such as α-helices and β-strands. The parameters 

for UEM and USS were set to be ξ = 0.3 kcal mol–1 and kss = 300 kcal mol–1 Å–2, as recommended 

in ref [197]. To gradually release the cryo-EM restraints and allow a smooth transition to 

subsequent unconstrained MD simulation, ξ was lowered by 0.05 every 2 ns.   

 In order to investigate the convergence of cryo-EM-fitted models by different flexible 

fitting methods (including MDFF), two additional flexible fitting methods were also applied on 

the APO-state: EMFF [195] and Rosetta density fitting [196], resulting in two other APO-state 

models of kinesin–tubulin complex alternative to the MDFF-generated models. 

 

6.2.3 - Classical MD Simulation 

 Following 8 ns MDFF simulation with gradual release of map restraints to zero, we 

continued with regular classical MD simulation of 100 ns at constant temperature and pressure. 

During the MD simulation, to stabilize the tubulin dimer structure and prevent global translational 

𝑉𝐸𝑀(𝒓𝑗) =

 
 
 

 
   1 −

(𝒓𝑗 ) −𝑡ℎ𝑟

𝑚𝑎𝑥 −𝑡ℎ𝑟
          if (𝐫j)  thr  ;

                                      if (𝐫j) < thr
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and rotational motions, while allowing for full flexibility of kinesin and kinesin–tubulin interface, 

we restrained the Cα atoms of tubulin residues which are greater than 12 Å away from kinesin by 

harmonic springs with force constant of 1 kcal mol–1 Å–2. Four independent MD simulations were 

conducted following four MDFF runs, resulting in total 400 ns MD trajectories for each state, in 

the NPT ensemble. The Nose–Hoover algorithm [229] was used to maintain the temperature at 

300 K and pressure at 1 atm. Periodic boundary conditions were applied to minimize the edge 

effects. A 10-Å switching distance and a 12-Å cutoff distance were used for nonbonded 

interactions. The SHAKE algorithm was used to constrain bond lengths involving hydrogen atoms, 

which allowed a time step of 2 fs for MD simulation. The frames of the trajectories were saved 

every 20 ps during MD simulation for later analysis, resulting in 5000 snapshots per trajectory. 

The NAMD program [225] with CHARMM27 force field [146] was used to run the simulations.  

 

6.2.4 - RMSD and RMSF Analysis 

 To assess the conformational stability of the simulations, the root mean squared deviations 

(RMSD) of the structures from the initial models were calculated for the C atoms. For each 

snapshot m, the RMSD value is given by: 

𝑅𝑀𝑆𝐷𝑚 = √
1

𝑁
∑|𝑟 𝑛𝑚 − 𝑟 𝑛𝑖|

2

𝑁

𝑛=1

 

………………………. Eq. 6.2 

where 𝑟 𝑛𝑚 is the Cα atomic position of residue n in snapshot m, 𝑟 𝑛𝑖 is the Cα atomic position of 

residue n in initial reference model i, and N is the total number of residues. 
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 To quantify the local flexibility of kinesin residues in ADP, APO, and ATP state based on 

the equilibrium simulations, the root mean squared fluctuation (RMSF) was calculated for the last 

50 ns of the four MD trajectories together for each state. The Cα coordinates of kinesin alone or 

kinesin–tubulin complex (excluding the floppy C-terminal loops of αβ-tubulin) were spatially 

aligned with minimal RMSD and the variance from the mean structure was calculated at each 

residue n: 

𝑅𝑀𝑆𝐹𝑛 = √
1

𝑀
∑|𝑟 𝑚𝑛 − 〈𝑟 𝑛〉|

2

𝑀

𝑚=1

 

………………………. Eq. 6.3 
 

where 𝑟 𝑚𝑛 is the Cα atomic position of residue n in snapshot m, 〈𝑟 𝑛〉 = (
1

𝑀
)∑ 𝑟 𝑚𝑛

𝑀
𝑚=1  is the average 

Cα atomic position of residue n. The ensemble for each state consisted of 4  2500 snapshots. 

amaking M = 10000 snapshots for each of the three states. 

 

6.2.5 - Principal Component Analysis (PCA) 

 Principal component analysis (PCA) was performed on the last 50 ns of the 4 trajectories 

in each state to identify dominant modes of structural fluctuations in the kinesin–tubulin complex 

during MD simulation.  The ensemble used was similar to that used for the RMSF calculations, 

with 10000 snapshots for each state, and the Cα coordinates of kinesin–tubulin complex (excluding 

the floppy C-terminal loops of αβ-tubulin) superimposed with minimal RMSD. A covariance 

matrix comprised of the following 3 × 3 blocks was obtained: 

𝐶𝑛𝑛′ =
1

𝑀
∑(𝑟 𝑚𝑛 − 〈𝑟 𝑛〉) ⊗

𝑀

𝑚=1

(𝑟 𝑚𝑛′ − 〈𝑟 𝑛′〉) 

………………………. Eq. 6.4 
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Diagonalizing this covariance matrix gives the eigenvectors describing the directions of maximal 

fluctuations, each of which translates to a specific conformational change sampled within the 

ensemble. The eigenvalue of each mode gives the fractional contribution of that mode to the total 

structural fluctuations. We analyzed the top two modes with the highest eigenvalues. 

 

6.2.6 - Kinesin–Tubulin Binding Free Energy Calculations 

 Kinesin-MT binding free energy was calculated for each trajectory using a continuum 

solvent model [230], where the total binding free energy ΔG is written as a linear combination of 

the electrostatic and van der Waals interactions. The scaling factors for this linear combination had 

been empirically parameterized for the kinesin-MT system previously in our lab [216, 217].  

Δ𝐺 = Δ𝐺𝑛𝑝 + Δ𝐺𝑒𝑙𝑒𝑐 = 𝛼𝐸𝑣𝑑𝑤 + 𝛽Δ𝐸𝑒𝑙𝑒𝑐 

………………………. Eq. 6.5 

Here, EvdW is the van der Waals interaction energy between kinesin and tubulin dimer leading to 

the non-polar contribution (Δ𝐺𝑛𝑝) in the free energy. ΔEelec is the change in electrostatic energy 

from unbound kinesin and tubulin to bound kinesin-tubulin complex. 10000 snapshots for each 

state was used from the last 50 ns of the simulations. Eelec was calculated using the Poisson–

Boltzmann (PB) method [231, 232]. α = 0.158 and β = 0.153 were calibrated using alanine-

scanning data in lab [216]. Because of the high uncertainty in entropy calculation, the entropic 

contribution was not included to ΔG, which resulted in a negative shift of ΔG by 7–15 kcal/mol 

relative to true ΔG [207].  

 The CHARMM program [233] was used to obtain the residue-wise partitioning of ΔG, EvdW, 

and ΔEelec. Details of the method can be found in the CHARMM documentation (analys.doc and 
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pbeq.doc at http://www.charmm.org/documentation/c37b1/index.html). Ranking the kinesin 

residues by the contribution to binding (ΔGn), the top 5% (which corresponds to a p value of 0.05, 

a widely accepted standard for significance level) was predicted to be important to kinesin–tubulin 

binding.  
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6.3 - Results and Discussion 

 

 6.3.1 - Cryo-EM Map-fitted models of ADP, APO, and ATP States 

 In 2010, Sindelar and Downing obtained subnanometer-resolution (~8.9 Å) cryo-EM maps 

for kinesin-1 decorated MT filaments in all three states that we study here, namely, ADP, ADP-

AlF4 and nucleotide-free APO states [186]. This resolution gave a better picture of the secondary 

structural organizations and enabled the detection of certain structural differences at the nucleotide 

binding pocket and the MT binding interface between the tubulin-bound and unbound pictures of 

kinesins. Cryo-EM maps with similar resolution have also been obtained for kinesin-5 in different 

states [185, 187]. At such a resolution, these maps help in accurate modeling of protein structures 

by providing useful constraints and guiding the rearrangement of structural features by the electron 

density gradient. We used the kinesin-1 maps to perform rigid and flexible fitting of cryo-EM maps 

as described in the Methods section.  

 Starting off from the rigidly fitted initial models of the kinesin-tubulin complex in the three 

different states (ADP, APO and ATP states), we used the map densities [186] to further optimize 

the structures using the Molecular Dynamics Flexible Fitting (MDFF) program [197, 198]. Four 

independent MDFF simulations with different random seeds were performed for each of the three 

states. Each of the MDFF runs were 10ns long, and involved a gradual release of the cryo-EM map 

restraints, in order to prevent any sharp changes in the structural perturbation by the fitting forces 

and allow for a smooth transition to subsequent unconstrained MD simulations. 

 As a measure of the fitting quality, the local cross-correlation coefficient (CCC) was 

calculated between the cryo-EM map densities and the electron densities within 8.9 Å of the 

molecular surface of the modeled kinesin-tubulin structures. As predicted, the MDFF did indeed 
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improve the fitting the structural models over rigid fitting (Figure 6.2). The CCC values improved 

between rigid and flexible fitting from 0.65 to 0.72 in ADP state, from 0.67 to 0.79 in APO state, 

and from 0.80 to 0.86 in ATP state, supporting the advantage of using a flexible fitting protocol.  

 The MDFF simulations induced extensive conformational changes to transform the initial 

structures to the final models. Indeed, the largest conformational changes were observed in the 

APO state, which underwent an overall RMSD of ~ 3.5 Å over the course of the flexible fitting. 

This is not surprising, since the initial model started out from an ATP-like structure. The primary 

transformations involved a clockwise rotation of kinesin on top of tubulin dimer (Figure 6.2(b)), 

and restructuring of the tubulin-binding interface (Figure 6.3(a)) and the nucleotide-binding pocket 

(Figure 6.3(b)).  

 The flexible cryo-EM fitting thus gives us a better match to the physiological structures.  

However, to test the reliability of a model built through such extensive structural perturbations, we 

analyzed the convergence of such cryo-EM map fitted models obtained through different flexible 

fitting methods, using the APO state as our test case. The APO structure obtained through the 

MDFF runs were compared to those from two other standard techniques, namely, EMFF [195] and 

Rosetta density fitting [196]. The four independent MDFF runs generated very similar models of 

APO state (RMSD ≤ 1 Å between each MDFF model and the average structure of four MDFF 

models). The alternative models generated by EMFF and Rosetta were also fairly similar to the 

MDFF models (RMSD ≤ 1.9 Å relative to the average structure of four MDFF models). The 

conformational changes predicted by the three flexible fitting methods were also very similar at 

the tubulin-binding interface (e.g., in loop L11, loop L12, sideward shift in α4 helix and rotation 

of α6 helix; Figure 6.3(a)) and the nucleotide-binding pocket (e.g., in switch I and II; Figure 
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6.3(b)). Therefore, the flexible fitting of kinesin-tubulin complex in sub-nanometer cryo-EM maps 

indeed enable robust structural modeling by presenting sufficient geometric constraints. 

 

6.3.2 - Conformational Differences between ADP, APO, and ATP States 

 We looked into the structural differences between the flexible-fitted models of ADP, APO 

and ATP states. These differences reveal the key conformational features that distinguish the 

different ATPase events of kinesin (ADP release and ATP binding). Large global conformational 

changes were observed between ADP/APO and ATP states, highlighting a counterclockwise 

rotation of kinesin on top of the microtubule (Figure 6.4(a)), and a seesaw-like rotation of kinesin 

as viewed along the MT axis (Figure 6.4(b)). These key features have also been observed in 

previous cryo-EM studies of kinesin-1 [186] and kinesin-5 [185]. A tilting motion of kinesin 

towards tubulin was observed in a previous study of kinesin-5 [187], from ADP to APO state, 

which was not replicated in our current kinesin-1 study. 

 The local changes observed between the states will be discussed separately for the kinesin-

tubulin interface and the nucleotide-binding pocket. 

 

The Kinesin–Tubulin Interface (Figure 6.4(c)) 

 The MDFF-generated kinesin–tubulin models in three ATPase states were superimposed 

along the tubulin dimer in order to determine the key structural differences that distinguish the 

states. Loop L7 was found to move further away from tubulin in the weak MT-binding ADP state, 

as compared to the APO and ATP states. In these two states, loop L7 moves closer to MT, 

supporting its role in sensing and facilitating strong MT binding [234]. Loop L8 has been predicted 
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in literature to be an anchor point of kinesin on tubulin during the ATPase cycle [179]. We found 

loop L8 barely moves between these states, supporting its role as a pivot for kinesin on 

MT. Similarly, the position and orientation of the α4 helix remained roughly stable and fixed in 

all three states, as has been observed before [185, 186]. But we also noticed a slight bending of its 

C-terminal region and adjacent loop L12 closer to tubulin in APO state than ADP and ATP state. 

The N-terminal region of loop L11, where the residues have been known to play a role in  enabling 

strong MT binding [180], moves closer to tubulin in APO and ATP state than ADP state. α6 helix 

was found to adopt different orientations between ATP state and the other two states, moving 

closer and aligning with the central beta sheet, thus accommodating a distinct docked neck linker 

conformation in the ATP state. 

 

The Nucleotide-Binding Pocket (Figure 6.4(d)) 

 Next, we studied the nucleotide-dependent structural changes of switch I and II, by 

superimposing the MDFF-generated kinesin models of three ATPase states along P-loop, since P-

loop is known to be relatively stable between these states. There is a short helical turn in Switch I 

in the ADP state, and it moves away from P-loop. Switch I is extended and close to P-loop in APO 

and ATP states. In other words, switch I undergoes a large open-to-close movement from ADP 

state to APO state, and further close in the ATP state. Thus, in the APO state, switch I adopts an 

intermediate conformation between the open position of ADP state and the closed position of ATP 

state, whereas switch II adopts a more open position than ADP and ATP state. This supports a 

previous proposal that a fully open switch II enables complete release of Mg and ADP 

[235]. However, these are static pictures of switch I and II determined by cryo-EM fitting, 

whereas, under physiological conditions the two switch regions sample an ensemble of dynamic 
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conformations. The considerable variations in switch I among different kinesin crystal structures 

[236] further indicate its dynamic nature. The MD simulation studies of these states and the 

analysis of the fluctuations of the nucleotide binding pocket (involving key residues of P-loop, 

switch I, and switch II) will thus shed light on the dynamic properties. 

 

6.3.3 - MD Simulations of ADP, APO, and ATP States 

 While the MDFF-generated models provide reasonable static structural pictures, the 

dynamic information is absent. Moreover, the cryo-EM fitting forces may lead to minor distortions 

and clashes in local structures or the resultant structures may still retain some residual features of 

the initial models. Therefore, in order to further optimize the structures, and explore the dynamic 

behaviors of kinesin interacting with tubulin dimer under physiological conditions, we performed 

four independent 100 ns-long MD simulations of kinesin–tubulin complex in the presence of 

solvents and ions progressing from the MDFF-generated models of ADP, APO, and ATP state 

(see Methods). 

 At the end of the 100ns simulations, we calculated the RMSD for Cα atoms relative to the 

starting MDFF models in order to assess the conformational stability and to make sure that the 

systems have reached a local equilibrium (Figure 6.5). For all MD trajectories, the system 

stabilized within <50 ns as indicted by saturating RMSD ∼2 Å. The variance in the RMSDs 

between different trajectories was less than 1 Å. So we kept 4  2500 snapshots of the last 50 ns 

of four MD trajectories in each state, and combined them to construct a structural ensemble for 

each state for further analysis of the trajectories. As a control for robustness of our MD-based 
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calculations, we repeated all the analyses for the last 25 ns of MD trajectories to ensure the results 

are not sensitive to the chosen lengths of the trajectories. 

 As a further test of the stability of the binding interface between kinesin and tubulin dimer 

during MD simulation, we calculated the kinesin–tubulin contact surface area (CSA) for four MD 

trajectories in ADP, APO, and ATP state (Figure 6.6). The CSA is defined here as half the 

difference between the solvent accessible surface areas of unbound proteins (kinesin and tubulin 

separately) and the bound complex using the SASA program [237]. Although the CSA values are 

highly fluctuating (Table 6.1), the overall mean of CSA remained stable during the last 50 ns of 

the MD simulation, suggesting no destabilization of the kinesin–tubulin interface during MD 

simulation. Consistent with stronger MT binding in APO and ATP state than ADP state, the CSA 

values are significantly higher in APO and ATP state than ADP state (see Table 6.1). The 

fluctuations between the trajectories is also significantly higher in the ADP state, further 

suggesting a less stable kinesin-MT interaction. 

 

6.3.4 - Flexibility Analysis of Kinesin Residues 

 The root mean squared fluctuations (RMSF) of individual kinesin residues was measured 

as an average of all four trajectories for each of the three ATPase states, for the last 50ns of the 

MD simulations. The amplitude of fluctuations was measured both with respect to the mean 

kinesin-tubulin structure to highlight the effects of kinesin and tubulin relative motions 

(Figure 6.7(a)), as well as with respect to an average structure of kinesin alone in order to focus on 

fluctuations within kinesin itself (Figure 6.7(b)). The flexibilities in all three states are comparable 

within kinesin (Figure 6.7(b)), which is in contrast to an earlier finding [214] where the kinesin 
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was found to be more flexible in the nucleotide-free APO state than the ADP and ATP states. Our 

finding supports the fact that it is the binding of tubulin that dictates the kinesin dynamics. Overall, 

kinesin is more flexible in ADP state than APO and ATP state (see Figure 6.7(a)), which can be 

mainly due to a greater mobility of the weakly bound kinesin relative to tubulin dimer in ADP 

state [238], with lesser interactions with MT to rigidly hold the kinesin head.  On the basis of the 

RMSF calculation, we further analyzed nucleotide-dependent changes in local flexibility at the 

kinesin-tubulin interface and the nucleotide-binding pocket. 

 

The Kinesin–Tubulin Interface 

 Consistent with the weak MT binding nature of the ADP state, the tubulin-binding interface 

(e.g., loop L7, L8, L11, and α4 helix) exhibits higher flexibility than in the APO and ATP states 

(Figure 6.7a). Loop L11 is also quite flexible in the strong MT-binding APO and ATP states 

(Figure 6.7). The functional importance of L11 flexibility in communicating between MT sensing 

and nucleotide interactions was highlighted by an S to G substitution in residue position 239 of a 

fast fungal kinesin [239]. α6 helix is much less flexible in ATP than in ADP and APO states (Figure 

6.7), which is consistent with distinct neck-linker docked conformation in the ATP state, as 

compared to being disordered in the other two states. 

 Some structural studies [180, 181, 240] speculate that the N-terminal region of α4 helix 

undergoes nucleotide-dependent extension and shortening, while the cryo-EM studies of kinesin-

decorated MT filaments [185, 186] suggest otherwise. To address this issue, we compared the 

RMSF in this region between three ATPase states, and found similar RMSF distribution with 

comparable flexibility in APO and ATP state (Figure 6.7(b)). Visual observation of the MD 

simulations of tubulin-binding interface in ADP, APO, and ATP state also showed α4 helix to be 
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structurally stable except for transient unwinding of one turn at the N-terminus, supporting the 

idea that the change in the length of α4 helix is insignificant between various ATPase states. 

 

The Nucleotide-Binding Pocket 

 At the nucleotide-binding pocket, switch I is more flexible in the APO state than in the 

ATP and ADP states (Figure 6.7). The higher dynamics here is due to the absence of nucleotide 

interacting with switch I. The ‘front door’ of the pocket can thus dynamically open to allow for 

nucleotide entry, in preparation for the next step in the ATPase cycle. In contrast, switch II (along 

with loop L11 that immediately follows) is more flexible in ADP state than ATP and APO state 

(Figure 6.7). This indicates that there is an allosteric connection between destabilization of switch 

II – nucleotide interactions and weak MT binding in the ADP state. The destabilization of switch 

II may aid in opening the ‘backdoor’ to the pocket, which may be a path of eventual release of 

ADP. A disordered switch II in ADP state has also been observed in a recent cryo-EM study of 

kinesin-5 [187].  

 

6.3.5 - Analysis of the Twist of Central β-Sheet in Kinesin  

 There have been some proposals that suggest that a twist of central β-sheet facilitates strong 

MT binding and ADP release in kinesin [235, 241], similar to that observed in myosin protein. We 

quantified this twist of the β-sheet in the MDFF and MD simulated structures of ADP, APO, and 

ATP state (Table 6.2), and analyzed them in in comparison with crystal structures of kinesin and 

myosin (Table 6.3). This twist angle was defined as the angle between strands β1 and β4. β1 was 

represented as a vector joining the C atom of residue K10 to that of R14, and β4 was represented 
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as a vector joining the C atom of residue V132 to that of E136. All 4 residues used as markers 

here are structurally conserved between kinesin and myosin (Figure 6.8). 

 Crystal structures of myosin are available in three ATPase states (ADP-Pi state, ATP state, 

and APO state). The twist angle was found to increase in total by about 25° in the order of ADP-

Pi < ATP < APO. In comparison, within crystal structures of kinesin (available in ATP-like and 

ADP-like states), the twist angle increases by <10° from ATP-like to ADP-like state. In our MD 

simulations, the twist angle was found to increase from 63.8 ± 2.5° in ATP state to 68.3 ± 3.5° in 

ADP state, a similar order of change as in the crystal structures. The APO state showed a greater 

twist (70.6 ± 3.2°) than both ADP and ATP state, which is greater than even the maximum twist 

angle (∼69°) observed in a KIF14 crystal structure [242]. The MDFF-generated models showed 

lesser twist in β-sheet compared to that in the MD simulations, highlighting the importance of 

dynamic fluctuations in guiding the β-sheet twist in kinesin. 

 Interestingly, one of the MD trajectories in ADP state (trajectory # 4) showed an unusually 

large twist angle (72.3 ± 2.7°). A detailed structural analysis of this trajectory indicated a more 

open switch I at the nucleotide-binding pocket (Table 6.5), paired with a larger kinesin-tubulin 

contact surface area (Table 6.1). Our findings together support the fact that the twisting of the 

central β-sheet plays an important role in strong MT binding of kinesin, similar to that observed 

in myosin [235, 241]. 

 In another recent study [213], the twist of the central -sheet was analyzed through MD 

simulations by calculating the tilt angles between adjacent strands (i.e., --and -

) (see Figure 6.8). For a direct comparison with the results of ref [213], we also calculated the 

tilt angles 34, 45, and 56 between neighboring strands (i.e., --and -) (see 
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Table 6.4). Similar to this study, we found that the 34 angle was largest in ATP and smallest in 

ADP state. Angle 56 was the largest in ADP and smallest in APO state for both the studies. 

However, in contrast to ref [213], we found that the 45 angle was largest in ATP and smallest in 

APO states, while ref [213] found the smallest 45 in ATP state. It is not clear if this disagreement 

is caused by differences in modeling and simulation or the fact that kinesin-3 molecule was used 

in ref [213]. 

 

6.3.6 - Allosterically Coupled Motions through PCA of the APO state 

 It is generally believed that the ATPase-driven motility of kinesin is primarily guided by 

allosteric couplings between the nucleotide-binding pocket, the MT-binding site and the neck 

linker, with the ATPase activity being facilitated by the presence of MT binding. In order to study 

the major conformational changes among various kinesin crystal structures, principal component 

analysis (PCA) has previously employed [214, 243]. However, the applicability of the results of 

these studies was limited by the lack of tubulin binding in these structures. Thanks to our extensive 

MD simulation of the kinesin–tubulin complex in three ATPase states, we are now able to address 

this outstanding issue. We performed PCA on the MD-generated structural ensemble of APO state 

as described in the Methods section, and identified the dominant modes of structural fluctuations 

which may allosterically couple distant sites of kinesin and initiate conformational transitions 

between different ATPase states. 

 For the APO system, the top two dominant PCA modes accounted for 32% and 18% of the 

overall structural fluctuations respectively, and we focused on these. Mode 1 predicts extensive 

global and local conformational changes, including a clockwise rotation of kinesin on tubulin 
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dimer, with α4 helix roughly anchored in place, a reorientation of α6 helix to allow docking of 

neck linker, closing of switch I on the nucleotide pocket relative to P-loop, and a movement of 

loop L11 toward the nucleotide-binding site, away from MT (Figure 6.9(a)). Interestingly, all these 

conformational changes are similar to the features of the ATP state simulations, suggesting that 

our extensive MD simulation in APO state was able to sample conformational space in the 

direction of ATP state even in the absence of ATP binding. 

 Mode 2 primarily predicts the local conformational changes involving the opening of 

switch I relative to P-loop and a movement of loop L11 toward tubulin (Figure 6.4(b)). Similar 

local conformational changes were also observed in the PCA of ADP state. This may suggest that 

MT binding triggers opening of the nucleotide-binding pocket to allow ADP release. This finding 

supports the proposed role of switch I displacement in stimulating Mg-ADP release [239]. The 

dominant PCA modes revealed high flexibility of switch I in APO state in agreement with the 

analysis of RMSF and dynamics of the nucleotide-binding pocket (Figure 6.7 and Table 6.5). L8 

in both the modes showed very little change. 

 Our PCA based on the APO-state MD simulation thus indicates large global and local 

structural fluctuations that  bring about the conformational transition toward ATP state, and 

elucidate how MT binding facilitates opening of the nucleotide-binding pocket to allow ADP 

release. 

 

6.3.7 - Opening and closing of the nucleotide-binding pocket in MD simulations 

 In order to study the dynamic picture of the nucleotide-binding pocket and its variation 

between ADP, ATP, and APO state states (Figure 6.4(d)), we further analyzed the fluctuations of 
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the nucleotide-binding pocket during MD simulation in these states, which involve 

opening/closing movements of switch I and II (relative to P-loop), coupled with a change in the 

coordination with the nucleotide. Following ref [242], we measured the following key atomic 

distances between selected nucleotide-binding residues and ADP: 

D85, 234: the distance between Catoms of residues G85 (P-loop) and G234 (switch II), which gives 

a measure of the openness of switch II relative to P-loop.  

D91, 202: the distance between Catoms of residues K91 (P-loop) and S202 (Switch I) to study the 

opening/closing of switch I relative to P-loop.  

D203, 236: the minimal distance between NH1/NH2 atom of R203 (Switch I) and OE1/OE2 atom of 

E236 (Switch II) to assess the formation of a key salt bridge between switch I and II (using a 

criterion of D203,236<4.5Å).  

DP, 202: the distance between Patom of ADP and Catom of residue S202 to assess the closeness 

ADP to switch I.  

DP, 91: the distance between Patom of ADP and Catom of residue K91 to assess the closeness 

of ADP to P-loop. The results are summarized as follows (see Table 6.5): 

ADP state: Switch II seems to open up from the MDFF-generated configuration during the MD 

simulations (as indicated by D85, 234), especially in the 2nd and 3rd
 trajectory. In contrast, switch I is 

on average more closed during the MD simulations (as indicated by D91, 202). The 4th trajectory 

however, shows a more open switch I compared to the others and it also has the weakest 

coordination of ADP by switch I (as indicated by DP, 202). The 4th trajectory also shows a greater 

twist of central −sheet (Table 6.2) accompanying a larger kinesin-tubulin contact surface area 
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(Table 6.1). These together give compelling evidence of allosteric coupling between MT-

interactions and nucleotide binding pocket. The key salt bridge between R203 of switch I and E236 

of switch II only forms in two of the four trajectories, suggesting that the ‘backdoor’ of the pocket 

remains partially open in ADP state. In qualitative agreement with our finding, a recent cryo-EM 

study of kinesin-5 [187] observed an open nucleotide binding pocket with disordered switch II in 

ADP state. 

ATP state: Compared to the ADP state, both switch I and switch II  are on average more closed 

and less variable in the ATP state simulations (as measured by D91, 202 and D85, 234 respectively). 

Although the R203-E236 salt bridge is present in all four MDFF-generated models, it is removed 

in two of the four trajectories during the MD simulations. The above finding suggests that this salt 

bridge is highly dynamic in ATP state, despite the nucleotide-binding pocket being most closed 

and less flexible in ATP state. Even though some studies suggest that the formation of this salt 

bridge is required to lock the ‘backdoor’ of a closed nucleotide-binding pocket for ATP hydrolysis 

in kinesin [240, 244], our findings indicate otherwise. To probe the role of neck linker docking in 

allosteric regulation of the nucleotide-binding pocket [245, 246], we performed four 100-ns-long 

MD simulations for an alternative kinesin construct with neck linker truncated at the end of 6 

(residue 325) in ATP state, and then analyzed the dynamics of nucleotide-binding pocket. The 

neck-linker truncation led to a more open and flexible switch I and weaker coordination of ADP 

by switch I in one of four MD trajectories. This preliminary finding supports the role of neck linker 

docking in allosterically stabilizing the nucleotide in the binding pocket. 

APO state: Switch II is the most open and flexible in the APO state (as indicated by D85,234), 

which is consistent with our RMSF results and the observation from the cryo-EM-fitted models 

(Figure 6.4(d)). Switch I is also more open and flexible than ADP and ATP state (as indicated by 
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D91, 202), which can be attributed to the higher flexibility during the MD simulations (Figure 6.7). 

Trajectory # 4 shows the maximum openness, with D91, 202>10Å which is comparable to an open 

switch-I conformation observed in a recently published KIF14 structure [242]. The switch I-switch 

II salt bridge forms partially in two out of four trajectories.  

 Summarizing, both switch I and switch II  are most flexible in the nucleotide free APO 

state, undergoing a transient opening, less so in the ADP state, while the ATP state (in the presence 

of docked neck linker) features the most closed and the least flexible nucleotide-binding pocket. 

 

6.3.8 - Calculation and Partition of Binding Free Energy 

 It has been established by various biochemical measurements [177, 247], that kinesin binds 

MT variably during the different ATPase states, with strong kinesin-MT affinity in APO and ATP 

state, and weak MT affinity in ADP state. It is this difference in MT-binding affinity that 

allosterically drives the structural changes that lead to events like ADP release, ATP binding and 

hydrolysis, neck linker docking and force generation, bringing about the processive stepping action 

of kinesins. In previous studies from our lab [216, 217], an empirical binding free energy 

measurement protocol for the kinesin-tubulin complex was established (see Methods), which 

yielded stronger (more negative) binding free energy (denoted ΔG) for APO and ATP state than 

ADP state. Here we recalculated ΔG based on the new kinesin–tubulin models and more extensive 

MD simulations. While the ΔG value of APO or ATP state is similar to the old value from 

ref [217], ΔG is weaker (less negative) for ADP state (see Table 6.6). The longer and unrestrained 

simulations makes the kinesin more mobile in the weak-binding ADP state, resulting in its moving 

further away from tubulin dimer. However, the higher mobility of kinesin also involves more 
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favorable entropy (not considered in our calculation) which partially compensates the unfavorable 

binding energy. From our breakdown of ΔG into electrostatic (polar) and van der Waals (nonpolar) 

contribution, we observed that both polar and nonpolar contribution follows the order of ADP < 

ATP ≤ APO, which correlates well with ΔG (see Table 6.6) and the kinesin–tubulin contact surface 

area (see Table 6.1). The magnitude of the non-polar contribution is higher than the polar 

contribution, indicating the importance of van der Waals interactions in kinesin-tubulin binding. 

The polar contribution correlates with hydrogen bond (HB) analysis (see Figure 6.10 and 

Appendix 1) which can also be used to distinguish between weak and strong MT-binding states, 

and identifying key residues involved in kinesin–tubulin binding. 

 To understand which residues contribute most to differential kinesin-tubulin binding 

among the states, we partitioned ΔG among individual kinesin residues (see Methods and 

ref [248]) and kept the top 5% kinesin residues for each state (Table 6.7). As expected, they are 

distributed over known MT-binding motifs including loop L2 (K44), L7 (K141), L8 (K159, R161, 

and K166), L11 (K237, V238, S239, K240, and L248), L12 (Y274 and R278), α4 (K252, N255, 

K256, and N263), α5 (K281 and R284), and α6 helix (K313 and R321). A large number of them 

are positively charged residues with a few polar (S239, N255, and N263) and nonpolar residues 

(V238, L248, and Y274). This highlights the importance of extensive electrostatic interactions and 

local nonpolar interactions to kinesin–tubulin binding. Many of them were also identified by the 

HB analysis (Figure 6.10 and Appendix 1). Some of residues, such as K159, K237, V238, S239, 

K240, L248, K252, N255, K256, Y274, R278, K281, and R284, contribute more to the strong MT-

binding APO and ATP state than the weak MT-binding ADP state. Thus, through this in silico 

study, we are now armed with a comprehensive list of mutational targets that can be targeted and 

tested through in vitro experiments to further understand kinesin-MT binding. 
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6.4 - Addressing Outstanding Issues in Kinesin Study 

  

Twist of the Central β-Sheet 

 Myosin which is another type of motor protein and shares common evolutionary ancestors 

with kinesin has been shown to display a higher twist of the central β-sheet in its APO-like rigor-

conformation while simultaneously displaying stronger actin-binding and the opening of the 

nucleotide pocket to release Pi and ADP [249, 250]. These findings led to speculations that the 

kinesin catalytic core may undergo a similar twist of its central β-sheet to enable strong MT binding 

[241] and MT-activated ADP release [235]. Some studies have corroborated these speculations. 

For example, a large twist of the central β-sheet was observed in a recent ADP-bound K1F14 

crystal structure [242], cryo-EM investigation of kinesin-14 motors displayed differences in the  

central β-sheet  [183], and computational MD simulations of KIF1A (kinesin-3) demonstrated 

nucleotide-dependent β-sheet twisting [213]. However, some other studies have failed to replicate 

such nucleotide-dependent central β-sheet twisting in kinesin-1 [186] and kinesin-5 [185]. To 

address this issue, we examined the angle of twist in the central β-sheet of kinesin-1 during the 

MD simulation in ADP, APO, and ATP state in comparison with various crystal structures of 

kinesin and myosin (Table 6.2 and Table 6.3). In our simulations, we observed a more twisted β-

sheet in APO state than ADP and ADP state. The MDFF structures did not show twist angles as 

high as the MD simulations, which corroborates the importance of structural dynamics in the 

central -sheet twisting. Also, one of our ADP-state simulations indicated a correlation of the β-

sheet twist (Table 6.2) with opening of switch I (Table 6.5) and stronger kinesin–tubulin area of 

contact (Table 6.1). In fact, a current preliminary study from our lab also demonstrates a strong 

negative correlation between the central -sheet twist and the electrostatic energy of kinesin-
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tubulin binding. Our findings thus support the proposed role of β-sheet twist in enabling strong 

MT binding [241] and ADP release [235].  

 

Stability of α4 Helix 

 It is established that the 4 helix undergoes lengthening by ~3 turns, with the L11 

simultaneously shortening, as the kinesin head transitions from free to MT-bound conformation. 

Moreover, a recent structural study of a KIF4 motor [240] proposed that the length of α4 helix 

(and adjacent loop L11) undergoes a nucleotide-dependent change during the ATPase cycle of 

kinesin, while being bound to MT and coupled with the ATPase state and nucleotide-binding 

pocket conformation changes. Additionally, a cryo-EM study of an APO-state kinesin-14 motor 

protein [183] observed a structural melting of a single turn of the α4 helix. However, no such 

extension or shortening of α4 helix was observed in cryo-EM studies [185, 186] of kinesin-1 and 

5. To address this issue, we analyzed the structural flexibility of α4 helix during our MD 

simulations (Figure 6.7). α4 helix was found to be structurally stable in all three states, with a slight 

bend at the C-terminal end (towards L12) in the APO state. In fact α4 helix acts like a pivot for 

other global conformational rotations on top of the MT.   

 

Importance of Neck Linker Docking 

 Neck linker docking is established to play a role in ATP hydrolysis and subsequent 

stepping forward of the trailing kinesin head [245, 246]. However, the structural and dynamic basis 

of the effect of neck linker docking remains undetermined. To probe this, we have compared MD 

simulation for kinesin ATP state with two different neck-linker constructs: one with an extended 
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and docked neck linker and the other with the neck linker truncated after 6 helix, at residue 325. 

Interestingly, the construct with no neck linker exhibited a more flexible and open switch I, 

suggesting that neck linker docking is allosterically coupled with a closed nucleotide-binding 

pocket, thus allowing for stabilizing the nucleotide, leading to ATP hydrolysis. 

 

MT-Activated ADP Release 

 Our simulation results confirm that kinesin-MT interactions lead allosteric modulation at 

the nucleotide-pocket and subsequent stimulation of ADP release [251], by revealing an open and 

highly flexible switch I in APO and ADP state (Table 6.5 and Figure 6.8). Our simulations also 

predict a more open switch II in APO state than ADP state (see Table 6.5 and Figure 6.4(d)), which 

may further destabilize Mg-ADP coordination by switch II [236, 244]. Moreover, the number and 

occupancy of hydrogen bonds at the nucleotide binding motifs with each other and with the 

nucleotide is significantly lower at the ADP state compared to the ATP state. All these indicate 

that MT binding is structurally and dynamically coupled with ADP release. 

  

6.5 - Future Direction 

 We have corroborated the proposal that kinesin- microtubule binding depends on 

nucleotide state. But it has been widely suggested that it is also affected by the direction of strain 

applied by the neck linker joining the two catalytic heads [252, 253]. This strain acts as the 

coordinator that helps in processive walking of the motor protein along microtubule tracks. As the 

natural subsequent step or our study, we are currently studying the effect of this strain by applying 

steered molecular dynamics to mimic the intramolecular force: in the backward direction for the 



90 

 

nucleotide-tree APO state, and in the forward direction for the ATP-bound state. We aim to 

determine the variation of kinesin-MT binding due to the external force, elucidate the primary 

structural differences that occur under these conditions, and identify the key residues involved in 

the force-regulation of kinesin-microtubule binding affinities. This shall complement the study 

already described in unraveling the details of processivity that guides kinesin transport on 

microtubules. 
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Figure 6.1: Comparison of cryo-EM fitted models of kinesin head in APO, ADP- and ATP-

like states, bound to a microtubule dimer. 
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Figure 6.2: Comparison of rigid-fitted and flexible-fitted kinesin-tubulin models overlaid 

with cryo-EM map in APO state: (a) side view; (b) top view. The rigidly fitted model (PDB id: 

4HNA) is colored blue, and four flexibly fitted models generated by MDFF are colored red. 

Several regions of the rigidly fitted model which are not fitted within the cryo-EM densities are 

labeled. In panel (b), the arrow indicates the clockwise rotation of kinesin on MT. 
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Figure 6.3: Comparative visualization of APO-state kinesin-tubulin models built by rigid 

fitting (blue) and three flexible fitting methods --- MDFF (red), EMFF (green) and Rosetta 

(orange); the directions of viewing given in inset cartoon: (a) at tubulin-binding interface (with 

tubulin dimer removed); (b) at nucleotide-binding pocket. The MDFF model shown here is an 

average structure of four models independently generated by MDFF. The three flexibly fitted 

models are more similar to each other (with RMSD<1.5Å) than they are to the rigidly fitted 

model (RMSD=3.3-3.6Å). In panel (a), important tubulin-binding motifs are labeled. In panel 

(b), opening movements of switch I and II during flexible fitting are indicated by arrows.  
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Figure 6.4: Conformational differences between flexibly fitted models of kinesin–tubulin complex in 

ADP, APO, and ATP state: (a) top view of a rotation of kinesin relative to tubulin (from ADP and APO 

state to ATP state, indicated by arrow); (b) side view of a seesaw rotation of kinesin relative to tubulin 

(from ADP and APO state to ATP state, indicated by black arrows); (c) bottom view (with tubulin dimer 

removed) of movements of tubulin-binding motifs in kinesin (including loop L7, L8, L11, L12, and α4, α5, 

α6 helix as labelled); (d) movements of switch I and II in the nucleotide-binding pocket (with P-loop as 

reference and key residues shown as spheres and labelled). Models of ADP, APO, and ATP state are colored 

blue, green, and red, respectively. The viewing directions of panels (a)–(c) are shown in a cartoon inset. 
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Figure 6.5: Root mean squared deviation (RMSD) as a function of time for each MD 

trajectory in: (a) ADP state, (b) APO state, (c) ATP state. The 1st, 2nd, 3rd and 4th trajectories are 

colored black, red, green and blue, respectively. 
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Figure 6.6: Kinesin-tubulin contact surface area (CSA) as a function of time for each MD 

trajectory in: (a) ADP state, (b) APO state, (c) ATP state. The 1st, 2nd, 3rd and 4th trajectory are 

colored black, red, green, and blue, respectively.  
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Figure 6.7: Root Mean Squared structural fluctuations of kinesin residues: (a) with respect to 

an average kinesin–tubulin structure; (b) with respect to an average kinesin structure. RMSF 

curves of ADP, APO, and ATP state are colored blue, green, and red, respectively. Key kinesin 

motifs are marked and colored as follows: P-loop (blue), switch I (red), switch II (green), loop L7 

(purple), loop L8 (tan), loop L11 (yellow), α4 helix (dark yellow), L12 (pink), 5 helix (cyan) and 

α6 helix (orange). 
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Figure 6.8: The central -sheet (-) of an ATP-like kinesin structure (PDB id: 4HNA).  

Four residues (K10, R14, V132 and E136) used to define the twist angle between  and  strand 

are shown by spheres, with two vectors connecting them (inset). For comparison, the  and  

strand of a rigor-like myosin V structure (PDB id: 1OE9) are also shown (colored in orange).    
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Figure 6.9: Conformational changes in kinesin predicted by the top two PCA modes in APO 

state: (a) mode 1 (b) mode 2. Kinesin structure before and after the predicted conformational 

changes are shown as transparent and opaque, respectively, viewing direction given in inset. Key 

kinesin motifs are colored as: P-loop (blue), switch I (red), switch II (green), L7 (purple), L8 (tan), 

L11 (yellow), L12 (pink),  (dark yellow), cyan), orange).  
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Figure 6.10: Selected hydrogen bonds formed in (a) ADP, (b) APO, (c) ATP state (at the kinesin-tubulin 

interface) and (d) ATP state (at the nucleotide-binding pocket). Key structural motifs of kinesin are colored 

as follows: P-loop (blue), switch I (red), switch II (green), helix and loop L11 (yellow), helix 

(orange), loop L7 (purple), loop L8 (tan), and loop L12 (pink). The ligands (ADP and AlF4) are colored 

black. The rest of structure is transparent and colored as follows: kinesin (ice blue), -tubulin (gray) and -

tubulin (white). Hydrogen bonds are shown as short lines colored in cyan. Residues involved in these 

hydrogen bonds are shown as sidechains and labeled. The viewing directions of panel (a)-(c) are similar to 

Figure 6.4(b), and the viewing direction of panel (d) is similar to Figure 6.4(d). 
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Table 6.1. The kinesin-tubulin contact surface area from the MD trajectories in ADP, APO and 

ATP states. 

MD Trajectory # Contact surface area 

mean ± s.d.  (Å2) 

ADP state  1 919.1 ± 72.7 

ADP state  2 1073.4 ± 78.1 

ADP state  3 924.0 ± 83.7 

ADP state  4 1124.7 ± 63.8 

Mean ADP state 1010.3 ± 117.6 

APO state  1 1492.6 ± 65.2 

APO state  2 1431.8 ± 52.3 

APO state  3 1417.0 ± 59.0 

APO state  4 1402.1 ± 69.8 

Mean APO state 1435.9 ± 70.8 

ATP state  1 1461.0 ± 59.4 

ATP state  2 1432.3 ± 53.8 

ATP state  3 1313.6 ± 56.9 

ATP state 4 1535.8 ± 69.3 

Mean ATP state 1435.7 ± 100.0 

  Source: sasa.m  
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Table 6.2. The twist angle of central sheet calculated based on four MDFF-generated models 

and four MD trajectories in ADP, APO and ATP state. 

  

Trajectory # Twist Angle:  mean ± s.d.  (degree) 

MDFF traj. MD traj. 

ADP state  1 61.5 66.4 ± 2.3 

ADP state  2 66.8 68.0 ± 2.4 

ADP state  3 63.7 66.5 ± 2.6 

ADP state  4 65.6 72.3 ± 2.7 

Mean ADP state 64.4 ± 2.3 68.3 ± 3.5 

APO state  1 64.3 70.6 ± 2.4 

APO state  2 64.0 73.0 ± 2.3 

APO state  3 66.3 67.1 ± 2.2 

APO state  4 62.0 71.7 ± 2.4 

Mean APO state 64.2 ± 1.8 70.6 ± 3.2 

ATP state  1 60.5 63.0 ± 2.3 

ATP state  2 58.2 62.7 ± 2.3 

ATP state  3 59.8 64.6 ± 2.5 

ATP state 4 59.8    65.1 ± 2.0 

Mean ATP state 59.6 ± 1.0 63.8 ± 2.5 

 source: twist_all_new.m 
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Table 6.3. The twist angle of central sheet calculated for crystal structures of myosin and 

kinesin. 

PDB id of myosin 
-sheet twist angle (degree) 

ADP-Pi state APO state ATP state 

1VOM 65.9   

1BR1 65.5   

1QVI 67.5   

1Q5G  90.4  

3I5G  92.1  

2OS8  90.1  

1OE9  85.2  

1W8J  86.0  

1FMW   73.9 

1KK7   75.5 

1W7J   73.4 

PDB id of kinesin ATP-like state  ADP-like state 

4HNA 59.9   

1VFV 60.0   

1VFW 60.9   

3HQD 63.5   

1BG2   65.4 

1I5S   60.3 

1II6   68.9 

4OZQ   69.2 
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Table 6.4. Comparison of the tilt angles (mean ± standard deviation) with the results of ref [213]  

-strands Tilt Angle:  mean ± s.d.  (degree) 

MD trajectories Ref [213] results 

ADP state  34 13.1 ± 2.2 8.6 ± 0.5 

ADP state  45 10.9 ± 4.6 18 ± 1.0 

ADP state  56 19.4 ± 3.8 17 ± 1.2 

   

APO state  34 13.6 ± 1.9 9.3 ± 2.0 

APO state  45 5.4 ± 2.8 19 ± 1.8 

APO state  56 16.3 ± 4.7 15 ± 1.8 

   

ATP state  34 16.9 ± 1.5 20 ± 1.0 

ATP state  45 14.9 ± 3.1 10 ± 0.7 

ATP state  56 16.7 ± 4.0 16 ± 1.3 
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Table 6.5 Atomic distances in the nucleotide-binding pocket calculated from MD trajectories in 

comparison with MDFF-generated models.  

 

State 

 

traj# 
      D85, 234              DP, 202               DP, 91                 D91, 202                  D203, 236 

 

mean ± standard deviation (value of MDFF model),   unit: Å 

 

 

ADP 

 

 

1st 

2nd 

3rd 

4th 

5.6 ± 0.3(6.2) 6.8 ± 0.2(7.1) 4.5 ± 0.1(4.4) 9.6 ± 0.2(9.8)   8.3 ± 2.2(5.9) 

6.9 ± 0.5(6.2) 6.8 ± 0.2(7.3) 4.4 ± 0.1(4.5) 9.6 ± 0.2(10.2)  3.8 ± 1.2(8.0) 

7.1 ± 0.4(5.7) 6.9 ± 0.3(6.7) 4.5 ± 0.1(4.5) 9.7 ± 0.3(9.8)   7.9 ± 2.2(3.1)  

5.9 ± 0.5(5.6) 8.3 ± 0.7(8.7) 4.6 ± 0.2(5.1) 9.8 ± 0.7(10.7)  4.4 ± 1.3(2.7) 

 All  6.4 ± 0.7      7.2 ± 0.7      4.5 ± 0.1      9.7 ± 0.4        6.2 ± 2.6       

 

 

ATP 

 

 

1st 

2nd 

3rd 

4th  

6.2 ± 0.3(5.5) 6.9 ± 0.1(7.0) 4.5 ± 0.1(4.3) 9.3 ± 0.2(9.2)   2.9 ± 0.4(2.7) 

6.4 ± 0.4(6.1) 6.9 ± 0.2(6.8) 4.4 ± 0.1(4.2) 9.2 ± 0.2(9.3)   6.3 ± 1.2(2.7) 

6.7 ± 0.3(6.1) 6.9 ± 0.1(6.6) 4.5 ± 0.1(4.3) 9.4 ± 0.2(9.0)   5.0 ± 1.1(2.6)  

6.1 ± 0.3(5.4) 6.8 ± 0.1(6.9) 4.4 ± 0.1(4.3) 9.3 ± 0.2(9.4)   3.8 ± 1.0(2.8) 

 All 6.3 ± 0.4      6.9 ± 0.2      4.4 ± 0.1      9.3 ± 0.2        4.8 ± 1.7    

 

ATP 

(no NL) 

 

1st 

2nd 

3rd 

4th 

6.1 ± 0.4      9.1 ± 0.2      4.3 ± 0.1      11.1 ± 0.3       4.2 ± 1.7   

6.5 ± 0.4      6.8 ± 0.1      4.5 ± 0.1      9.4 ± 0.2        6.5 ± 1.8   

6.4 ± 0.5      6.8 ± 0.1      4.4 ± 0.1      9.3 ± 0.1        6.0 ± 1.3 

5.8 ± 0.3      6.9 ± 0.1      4.4 ± 0.1      9.3 ± 0.1        3.3 ± 0.8 

 All 6.2 ± 0.5      7.4 ± 1.0      4.4 ± 0.1      9.8 ± 0.8        5.2 ± 2.1 

 

 

APO 

1st 

2nd 

3rd 

4th 

6.5 ± 0.4(5.2)                               9.3 ± 0.3(11.1)  8.9 ± 5.3(2.7) 

6.8 ± 0.5(5.2)                               10.0 ± 0.4(10.5) 3.5 ± 0.9(4.8) 

7.2 ± 0.9(5.7)                               9.4 ± 0.4(10.6)  9.3 ± 2.2(2.6)  

6.2 ± 0.5(5.0)                               10.5 ± 0.5(10.6) 3.3 ± 0.7(2.8) 

 All 6.7 ± 0.7                                    9.8 ± 0.6        6.3 ± 4.0 
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Table 6.6. Results of kinesin-tubulin binding free energy calculation for ADP, APO and ATP state 

 

Traj 

# 

EvdW                              ΔEelec                                ΔG 

mean ± standard deviation,   unit: kcal/mol  

ADP state APO state ATP state 

1 -55.1±8.2   -26.8±4.0    -12.8±1.0 -103.2±10.5   -37.8±5.2    -22.1±1.2 -108.0±7.4    -30.5±3.8     -21.7±1.1 

2 -71.3±7.7   -24.8±4.9    -15.1±1.1 -110.8±8.1     -33.7±3.9    -22.7±1.1 -106.9±8.3    -34.4±4.2     -22.1±1.1 

3 -61.0±7.8   -18.7±4.2    -12.5±1.2 -117.4±7.8     -19.8±3.7    -21.6±1.0 -101.5±7.7    -26.4±3.2     -20.1±1.1 

4 -72.1±7.6    -31.2±4.3    -16.2±1.1 -106.5±8.6     -34.4±5.1    -22.1±1.2 -88.0±9.8      -46.9±3.9     -21.1±1.3 

All -65.0±10    -25.4±6.2    -14.2±1.9 -107.6±11.1   -32.4±8.9    -22.0±1.2 -101.1±11.5   -34.5±8.6    -21.3±1.4 

Ref 

[217] -18.9±0.4                       -21.9±0.2 -21.5±0.4 
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Table 6.7. Results of partition of kinesin-tubulin binding free energy for APO, ADP and ATP state 

residue 

APO state 

residue 

ADP state 

residue 

ATP state 

ΔGn(s.d.) Evdw, n ΔEelec,n ΔGn(s.d.) Evdw, n ΔEelec,n ΔGn(s.d.) Evdw, n ΔEelec,n 

K141 -0.33(0.19) +0.31 -2.47 K44 -0.24(0.15) +0.06 -1.66 K141 -0.33(0.16) -0.05 -2.11 

K159 -0.30(0.16) -1.42 -0.50 K141 -0.27(0.10) -0.17 -1.58 K159 -0.27(0.13) -1.34 -0.37 

R161 -0.54(0.26) -1.10 -2.39 R161 -0.50(0.27) -0.70 -2.57 R161 -0.49(0.34) -0.83 -2.33 

K237 -0.74(0.27) +0.03 -4.85 K166 -0.16(0.05) -0.16 -0.90 K237 -0.84(0.37) -0.02 -5.47 

V238 -0.37(0.07) -2.20 -0.17 K237 -0.53(0.32) +0.42 -3.90 V238 -0.43(0.07) -2.55 -0.21 

S239 -0.24(0.09) -1.37 -0.17 K240 -0.26(0.19) -0.17 -1.54 S239 -0.25(0.08) -1.24 -0.33 

K240 -0.45 (0.33) -0.07 -2.84 L248 -0.17(0.12) -1.18 +0.08 K240 -0.54(0.31) +0.04 -3.56 

L248 -0.42(0.09) -2.80 +0.16 K252 -0.64(0.15) -2.38 -1.76 L248 -0.34(0.08) -2.29 +0.12 

K252 -0.75(0.15) -2.92 -1.90 N255 -0.40(0.12) -2.58 +0.04 K252 -0.80(0.20) -2.81 -2.32 

N255 -0.49(0.09) -2.89 -0.22 K256 -0.54(0.14) -1.85 -1.59 N255 -0.46(0.08) -2.62 -0.30 

K256 -0.73(0.10) -2.78 -1.91 N263 -0.18(0.09) -1.04 -0.10 K256 -0.74(0.11) -2.84 -1.92 

Y274 -0.86(0.17) -5.07 -0.37 Y274 -0.58(0.19) -3.15 -0.53 Y274 -0.84(0.17) -4.91 -0.44 

R278 -1.17(0.18) -4.32 -3.20 R278 -0.83(0.25) -2.46 -2.85 R278 -1.16(0.20) -4.25 -3.18 

K281 -0.40(0.08) -0.31 -2.31 K281 -0.31(0.11) -0.06 -1.96 K281 -0.40(0.10) -0.27 -2.37 

R284 -0.48(0.21) -0.32 -2.79 R284 -0.35(0.12) -0.36 -1.94 R284 -0.49(0.25) +0.03 -3.23 

K313 -0.46(0.24) +0.54 -3.54 K313 -0.45(0.22) +0.46 -3.44 K313 -0.39(0.17) +0.51 -3.05 

R321 -0.56 (0.24) -1.62 -1.99 R321 -0.44(0.25) -0.14 -2.71 R321 -0.27(0.19) -0.25 -1.51 

 

The color scheme is the same as that used in Page 19. L7: purple, L8: tan, L11: yellow, L12: pink, : 

dark yellow, 5: cyan, orange 
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Chapter 7:  

Structural differences between neurotransmitter binding 

sites of muscle acetylcholine receptors* 

 

 

 

 

 

 

 

 

 

 

*This chapter is a part of a published article: 

Proc Natl Acad Sci U S A, 2014. 111(49): p. 17660-5.  

Only the in silico simulations are discussed here.    
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ABSTRACT 

 A muscle acetylcholine receptor (AChR) has two neurotransmitter binding sites located in 

the extracellular domain, at αδ and either αε (adult) or αγ (fetal) subunit interfaces. The two binding 

sites behave independently in both adult and fetal AChRs. Single-channel electrophysiology 

measurements have helped determine that, for at least four different agonists including ACh and 

choline, ΔGB1 is ∼−2 kcal/mol more favorable at fetal αγ compared with at αε and αδ. The same 

five conserved aromatic residues form the binding core in all three interfaces, but their 

contributions to binding energies vary. We used computational modeling and MD simulation to 

investigate the structural dynamics and energetics of these 3 different binding interfaces. Starting 

from an Aplysia AChBP crystal structure (PDB id 2BYQ), we used homology modeling to build 

all-atom dimer and pentamer models of the extracellular domain, and docked acetylcholine (ACh) 

as the ligand. ACh binding energies estimated from molecular dynamics simulations are consistent 

with experimental values from electrophysiology and suggest that the αγ site is more compact, 

better organized, and less dynamic than αε and αδ. We speculate that the different sensitivities of 

the fetal αγ site versus the adult αε and αδ sites to ACh are important for the proper maturation 

and function of the neuromuscular synapse. 
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7.1 - Introduction 

 For AChR receptors at cholinergic synapses, the main chemical signals are ACh released 

from nerve terminals and choline, which is an ACh precursor, hydrolysis product, and stable 

component of serum [254]. The muscle AChR has central pore surrounded by five subunits of 

composition α2βδε in adult-type and α2βδγ in fetal-type (Figure 7.1A) [60]. The fetal γ subunit is 

essential for proper synapse maturation, and the adult ε subunit is necessary for proper function of 

mature synapses [134, 255, 256]. Each AChR pentamer has two agonist binding sites in the 

extracellular domain, at αδ and either αε (adult) or αγ (fetal) subunit interfaces. On the α-side of 

each site, there are four aromatics known to influence agonist affinity: αY190 (in loop C), αY198 

(loop C), αY93 (loop A), and αW149 (loop B) (Figure 7.1B)) [89, 92, 159, 258, 259]. In addition, 

there is a conserved tryptophan in the non-α subunit, W55 (at position 57 in the δ subunit) [89, 

260-262]. These aromatic residues have been shown to stabilize the quaternary ammonium of the 

agonist by cation-π forces [92, 259, 263]. 

 Single-channel electrophysiology experiments done by our group have led to the findings 

that only three of the aromatics contribute significantly to ΔGB1 at the adult sites (αY190, αY198, 

and αW149), but all five do so at αγ (as well as αY93 and γW55). γW55 makes a particularly large 

contribution only at αγ that is coupled energetically to those contributions of some of the α-subunit 

aromatics. The hydroxyl and benzene groups of loop C residues αY190 and αY198 behave 

similarly with regard to ΔGB1 at all three sites. Appendix 2 summarizes the experimentally 

obtained results.  

 Given the central role of receptors at synapses, we thought it important to understand in 

detail the underlying structural dissimilarities that bring about the binding free energy differences 
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in the three kinds of agonist sites present in mouse muscle nicotinic acetylcholine receptors 

(AChRs). Our goal was to use homology models (with AChBP as template) for the extracellular 

domains of the three binding interfaces (,  and ), test the models against experimentally 

obtained results and use molecular dynamics simulations to identify structural correlates that 

explain the differences in ligand binding affinity. 
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7.2 - Methods 

7.2.1 - Model preparation and ligand docking 

  Our initial model of the mouse muscle AChR was an α plus a non-α subunit dimer of the 

extracellular domain (residues 17-209) that was built according to the x-ray structure of the Aplysia 

california ACh binding protein (AChBP) bound with epibatidine (PDB code 2BYQ; (9)). 

Homology models were constructed by using the ZMM program (http://www.zmmsoft.com), 

which employs the Monte Carlo minimization algorithm (MCM) to search for energetically 

favorable conformations (10). The homology model was minimized until 5000 consecutive energy 

minimizations did not decrease the apparent global minimum. During energy minimization, the α 

carbons of the protein were constrained to the template structure by harmonic restraints with the 

spring constants gradually released from 10 kcal M-1Å-2 to 1 kcal M-1Å-2. For docking, we searched 

for the optimal positions and orientations of ACh using a Lamarckian Genetic Algorithm for 

optimization with Autodock Tools [264]. Details of constructing the pentamer model is given in 

chapter 8, page 136. 

 

7.2.2 - MD simulation protocol  

 The three systems of ,  and  were further optimized and equilibrated using MD 

simulation. The systems were solvated in a water box with TIP3P water model [265] and the box 

was extended at least 10 Å from the periphery of the protein in each direction. Na+ and Cl- ions 

were added to neutralize the system and bring it to an ionic concentration of 150 mM of NaCl. The 

simulations were conducted using NAMD [225] version 2.8, with CHARMM27 force field [146].  
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First, a 20,000-step minimization was done using the steepest descent method, and with gradual 

release of restraints on the protein backbone. Then the systems were subjected to 20ns MD 

simulation performed in the NPT ensemble. The Nosé-Hoover method [266] was used with a 

temperature of 300K and a pressure of 1 atm. Harmonic constraints (force constant =1kcalM-1Å-2) 

were applied on the backbone atoms of residues which were atleast 20 Å away from the 

acetylcholine molecule at the binding site. These constraints maintain the global backbone 

conformation of the model while allowing relaxation of all side chains and the residues in the key 

loops of the ACH-binding interface. Periodic boundary conditions were applied. A 10 Å switching 

distance and a 12 Å cutoff distance were used for non-bonded interactions. The particle mesh 

Ewald (PME) method [267] was used to calculate long-range electrostatic interactions. The 

SHAKE algorithm [268] was used to constrain bond lengths of hydrogen-containing bonds, which 

allows a time step of 2 fs for MD simulations. Four MD simulation trajectories were obtained for 

each of the ,  and  models. The coordinates of the systems were saved every 1ps during 

MD simulations for later analysis. 

 

7.2.3 - Calculation of ACh-protein binding free energy 

  The ACh-protein binding free energy was calculated using a continuum solvent model 

[230]. The binding free energy, ΔG, is expressed as ΔGnp+ΔGelec, similar to that is the kinesin-MT 

system (as explained in page 70). Here, the nonpolar contribution ΔGnp (=λEVDW) is empirically 

written as a fraction (λ<1) of the van der Waals (VDW) interaction energy. λ is small because the 

gain in favorable VDW interaction energy between ACh and protein is largely compensated by a 

loss of VDW interaction energy between the free protein and ACh, and water. We used the 

empirically estimated value of λ = 0.17 in [230].  This energy calculation method was improved 
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and specifically parameterized for nAChR, later in Chapter 8. The ACh molecule remained close 

its equilibrium position at all 3 sites, with the nitrogen deviating by an average of 1.0±0.4 Å. ΔGelec 

was calculated using the Poisson−Boltzmann (PB) method [231, 232] where a probe radius of 1.4 

Å was used to define the molecular surface corresponding to the dielectric boundary. The salt 

concentration was set to 140 mM, corresponding to the buffer condition for experimental 

measurements. All the PB calculations were performed using the PBEQ module [232] of the 

CHARMM program [233]. Each PB calculation was conducted by using bilinear interpolation to 

construct the boundary potential. The atomic Born radii used were previously calibrated and 

optimized to reproduce the electrostatic free energy of the 20 amino acids in MD simulations with 

explicit water molecules [269]. The binding energy calculations were done on snapshots extracted 

every 20 ps over the last 10 ns of each trajectory. The ensemble for each state therefore contained 

2,000 snapshots, which were used to perform all quantitative analyses. We also calculated the 

binding energy using AUTODOCK-4 (epdb module; [264]) and the MMPBSA method [270]. In 

MMPBSA, the VDW term is unscaled and a non-polar surface area term is added, so that the 

energy is over-estimated [271]. The comparison is shown in Table 7.1. 

 

7.2.4 - Structural parameters and dynamics 

  For structural analyses, the geometric centers of the aromatic and indole rings of interest 

and the ACh quaternary amine (QA) nitrogen were used as reference points. 

Angle between Tryptophans: The angle between the W149 and W55 indole rings was defined 

as the angle between the perpendiculars to the planes of the rings for each residue. 
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Volume: The ligand pocket in the ACh bound state is outlined by W149, Y93, Y190, Y198 

and W55 in the non- subunit (Figure 7.1B). The volume of this pocket was estimated by joining 

the centroids of the aromatic rings to form two adjoining tetrahedra (Figure 7.5A). The volume of 

each tetrahedron was estimated using the 3-simplex determinant method from the coordinates of 

the vertices. 

Hydrogen bonds and cation- interactions: We used the following geometric criteria: H-bond, a 

donor−acceptor distance of <3.5 Å and a donor-hydrogen-acceptor angle of < 60°; cation- 

interaction, a distance cutoff of less than 6 Å between the ACh QA nitrogen and the geometric 

center of the phenyl ring, and an angle cutoff of less than 45◦ between the normal to the phenyl 

ring and the vector joining the ring center and the ACh nitrogen [257]. We used VMD program 

[224] to identify and calculate the above parameters in the last 10 ns ensemble. 

RMSF: To compare the flexibility of the ligand binding interface between the three sites, we 

performed root-mean-square fluctuation (RMSF) analysis based on the last 10 ns of the MD 

simulations. RMSF of C atoms of each residue was calculated with respect to the mean of the 

ensemble using VMD version-1.9. 
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7.3 - Results 

 In wild-type (WT) AChRs having two agonist binding sites, the total free energy from both 

affinity changes was experimentally estimated by our group from single-channel current interval 

durations obtained at a saturating agonist concentration, using constructs having known 

unliganded gating equilibrium constants (Figure 7.2A). Affinity changes were also obtained for 

single site knock-outs for different agonists (Figure 7.2B). Appendix 2 shows this total energy 

from two-site and single-site AChRs for four different agonists. Fetal-type AChRs, which have a 

γ-subunit rather than a ε-subunit, provide >1.5 kcal/mol more favorable free energy for all agonists 

compared with adult-type. Summarizing the experimentally obtained results (Figure 7.2 and 

Appendix 2), the aromatic groups of the two loop C tyrosines and αW149 provide similar free 

energies at all three binding sites (∼−2 kcal/mol). However, the aromatic group of αY93 and, in 

particular, W55 has more favorable effects at αγ. Only three of the aromatics contribute to 

ΔGB1
ACh at the αε and αδ sites, whereas all five contribute at the fetal, αγ, site.  

 

7.3.1 - MD simulations 

 To explore possible mechanistic bases for the experimental free energy measurements, we 

carried out MD simulations using simple homology models of each of the three kinds of agonist 

site. There are two issues to consider in making comparisons between simulated and experimental 

energy estimates. First, the simulations estimate a bound vs. unbound energy difference, whereas 

the ΔGB1 measurements from electrophysiology give a difference in binding free energy: HA 

minus LA (Equations 4.7a and 4.7b, page 42). In adult-type AChRs, for the agonists and mutations 

used in this study, the HA and LA equilibrium dissociation constants are correlated and have the 
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relationship GHA∼2GLA [109]. Combining this with equation 4.7, we get ΔGB1∼GLA. Hence, in 

this regard, the energy difference from the affinity change can be compared with the bound vs. 

unbound energy difference. A second issue is that energies from simulations are enthalpies (ΔHB1) 

that do not incorporate entropy (ΔSB1), whereas ΔGB1 measurements from electrophysiology are 

free energies that report both enthalpy and entropy contributions (ΔGB1 = ΔHB1 − TΔSB1, 

where T is the absolute temperature). Previously, energy measurements as a function of 

temperature showed that relative to ACh, the change in (ΔGB1+ΔGB2) was approximately equal to 

the change in (ΔHB1 + ΔHB2) for both CCh and Cho [130]. This suggests that the entropy 

component of the agonist’s free energy change is small and, hence, that it is appropriate to compare 

free energies from experiments with enthalpies from simulations. 

 Figure 7.3A shows the root mean square deviations (RMSD) of the MD simulation 

trajectories. The protein RMSD got equilibrated by the first 6ns and therefore all analyses and 

binding energy calculations were done on snapshots extracted every 20ps over the last 10 ns of 

each trajectory. The ensemble for each state therefore contained 2500 snapshots of the system. 

Binding energies: Figure 7.4A shows the distributions of simulated ΔGB1
ACh values for each site. 

As with the electrophysiology ΔGB1
ACh values, the population means were in the order αγ>αδ∼αε. 

Moreover, experiments and simulations produced results that were in good quantitative agreement, 

with both indicating ∼33% more energy from αγ relative to αδ/αε (Figure 7.4B). A breakdown of 

the simulated enthalpy at each site into its various components is shown in Figure 7.4C, 7.4D and 

Table 7.1. While ΔGelec are comparable for all of the binding sites, GVDW is significantly different 

at  vs . While classical Class 1 additive force fields like CHARMM do not account for 

cation- interactions explicitly, the charge separation in aromatic rings (negative on carbon atoms 
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and positive on hydrogen atoms) gives them a dipole-like (or higher order) behavior. The cation-

 electrostatic interactions can thus be mimicked as dipole-dipole van der Waals interactions. 

RMSF analysis: The three binding sites were broadly similar in their dynamics, as evidenced by 

the similar root-mean-square fluctuations profiles (Figure 7.3B). As expected, loop regions in both 

sides of the binding pocket were more flexible at all three sites. The most flexible regions on the 

α-side were loops C and F, which were less dynamic in αγ compared with αδ and αε. 

Geometry of the core:    Figure 7.5B shows snapshots (lowest RMSD from centroid structures) of 

the two fetal-type AChR agonist sites, αγ and αδ, obtained from MD simulations of 

heteropentamers. Simulations results of αε compared to αδ, and αγ dimers are shown in Figure 

7.5C and Table 7.2, 7.3. At αγ, the five aromatic side chains make up a tight pocket that is ∼22% 

smaller than at αδ (Figure 7.6B) and is similar to the starting acetylcholine binding protein 

structure. In contrast, in the course of the simulations, the W55, αY93, and αW149 side chains at 

the αδ and αε sites separate from ACh quaternary ammonium (QA). Also, as seen in Table 7.3, in 

general, the average distances between the core residues and the QA are smaller at  vs . 

The angle between the two indole planes becomes less orthogonal in  as compared to  

(Figure 7.6A and Table 7.2). Greater orthogonality of indole rings is an indication of a stronger 

cation- interaction [272]. This suggests that W55 interacts strongly with W149 in fetal binding 

site, but not so in adult sites.  

Geometric analysis of hydrogen bonds and cation- interactions: Using the geometric criteria 

outlined (see Methods), the frequencies of H-bond interactions and cation- interactions between 

the core aromatic residues and the acetylcholine were calculated (Figure 7.6C, 7.6D). The number 

of H-bonds followed the trend of , which again consolidated the fact that the core 
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pocket at  is the most compact. There is a similar general trend for cation- interactions, except 

for Y190, which shows a higher frequency for  site.  
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7.4 - Discussion 

 The MD results were broadly consistent with those obtained by electrophysiology. The 

relative energy differences for ACh at αγ, αε, and αδ were similar (Figure 7.4; Table 7.1). 

Simulations of dimers vs. pentamers (details in Chapter 8, Methods) produced similar energies and 

structural parameters, as predicted by the electrophysiology results showing site independence. 

The model side chain orientations and experimental free energies were also congruent. At all three 

sites, αY190 and αY198 adopted similar configurations relative to the QA in the simulations and 

also showed similar experimental free energy values. Likewise, W55, αY93, and αW149 showed 

the largest structural differences as well as the most free energy variation between sites. The 

general correspondence between simulations and electrophysiology suggests that the mean 

structural snapshots from the simulations (Figure 7.6) can be used as a provisional basis for 

interpreting the experimental ΔGB1
ACh differences between the agonist sites. Further examination 

of the correspondence between simulation predictions and experimental results should reveal the 

value and limitations of the simple model used in this study. 

 The forces that undergird the free energy (structure) differences between the three agonist 

sites are not known. The fact that ACh and tetramethylammonium (TMA) provide about the same 

amount of extra free energy at αγ suggests that an interaction of the “tail” of the agonist with the 

non-α subunit is probably not the reason for the larger energy contributions from W55, αY93, and 

αW149. Further, the homology models used in the MD simulations were from the same ACh 

binding protein crystal structure, so neither the overall alignment between the α and non-α subunits 

nor differences between the backbones of the non-α subunits are likely reasons for the differences 

between αγ and αδ/αε. By elimination, we postulate that side chains in the ε/δ subunit, which have 
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yet to be identified but probably are in the vicinity of the pocket, make ΔGB1
ACh less favorable at 

αδ/αε compared with αγ. From our experiments, we cannot distinguish whether forces from these 

side chains generate a stable binding pocket even before the arrival of the agonist or whether the 

arrival of the ligand is an organizing principle that rearranges the αε/αδ site into a suboptimal 

configuration. 

Synapse Development and Physiology: One aspect of cation-π forces is that they only derive from 

protein–ligand interactions and, unlike H-bonds, are newfound energies that are not traded off with 

those from the solvent. Given the all-or-none nature of the vertebrate neuromuscular synapse, it is 

curious that neither of the two adult sites (αδ and αε) derive the maximum free energy from the 

neurotransmitter molecule. It seems that through natural selection, the fetal αγ site has been so 

optimized, but as a consequence, it responds to Cho as well as ACh. Perhaps the ε subunit, which 

is evolutionarily more recent than γ [273, 274], has been selected specifically because it does not 

respond to Cho (see Appendix 2). We speculate that the differential sensitivity to Cho, which is 

higher at αγ and lower at αε, is a reason for the γ→ε subunit swap that is required for synapse 

development [254, 275]. Fetal and adult AChRs also differ in conductance, open-channel lifetime, 

voltage sensitivity, frequency of spontaneous openings, and Ca2+ permeability [77]. Which of these 

differences in function are necessary for healthy nerve–muscle synapse development and function 

remains to be determined. 

 Analysis of our in silico model suggests that they form a reasonable replication of 

experimental results at the binding site. This forms the basis of our next study where we look for 

the minimum construct necessary to interchange fetal and adult binding sites.   
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Figure 7.1: Structure of agonist binding site. A. Side and top views of a muscle-type AChR 

(Torpedo marmorata; pdb accession number 2BG9). subunits are blue. The two agonist 

sites are in the extracellular domain at and subunit interfaces (location identified by 

spheres, W149). B. High resolution view of the ligand binding site of an acetylcholine binding 

protein occupied by carbamylcholine (CCh) (Lymnaea stagnalis; pdb accession number 1UV6). 

Aromatic residues are labelled using mouse AChR numbering (W55 is in the non-subunit). 
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Figure 7.2: Experimentally obtained energies from different agonists. A. Total binding 

energies for 2-site fetal vs. adult AChRs (WT), for different agonists. For all ligands GB2 is ~-2 

kcal/mol more-favorable in fetal. B. Binding energies for 1-site AChRs (WT), for different 

agonists. For all ligands, GB1 at is the most-favorable. C. ΔGB1
ACh and ΔGB1

Cho at each site. D. 

Pie chart of contribution of functional groups to ΔGB1
ACh. The area of each slice is approximately 

proportional to the free energy lost on removal of each functional group. At  and , the aromatic 

groups of W149, Y190, and Y198 and the hydroxyl of Y190 make approximately equal 

contributions. At , W55 mes a huge contribution (~ -4.5 kcal.M-1), and the aromatic group of 

Y93 contributes about as much as Y198. Thick line, loop C contribution. (References given in 

Appendix 2) 
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Figure 7.3: Comparison of global, simulated structures of each binding sites. A. 

Representative MD simulation trajectories showing the time evolution of the root-mean-square 

deviation (RMSD) of the protein backbone atoms for , , and dimers (black, dimer; blue, 

 subunit; magenta, non- subunit), which equilibrated in less than 6 ns. The values given (inset) 

are the average RMSD (Å) for 4 trajectories ± S.D. The average RMSD for the  side was 

intermediate between the dimer and the non-side. B. Comparison of residue-wise root-mean-

square fluctuation (RMSF) values for  (top) and non- (bottom) subunits. Average RMSF for the 

non-residues was greater than the -side. The approximate positions of loops (A-F) are shown 

as blocks above the traces. As expected, the RMSF was relatively higher at the loops. 
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Figure 7.4: ACh binding energies calculated from MD simulations. A. ACh binding energy 

distributions obtained from the last 10 ns of each MD trajectory. The solid lines are Gaussian fits. 

The mean energy at is ~33% more favorable than at and (Table 7.1). B. Comparison of 

experimental and calculated ACh binding energies at each site (). C. Distribution of 

the electrostatic component ΔGelec (kcal.M-1) of the ACh-protein binding energy, obtained from 

the last 10 ns of MD simulations for , , and  sites. The distributions were fitted to Gaussian 

functions. ΔGelec are comparable for all of the binding sites. b. Distribution of van der Waals energy 

contribution, EVDW at each site. GB1
VDW

 is significantly different at  vs . 
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Figure 7.5: Simulated structures of the binding sites. A. Model of the  site showing 2 virtual 

tetrahedra AOCB and ADCO, with O as the common vertex. Pocket volume was calculated from 

the sum of these two tetrahedra. B. Representative snapshots of  and  (smallest RMSD from 

mean structure from last 10 ns of pentamer simulations). Blue sphere, QA of ACh (approximately 

as a van der Waals surface). At  (green), W55, Y93 and W149 are closer to the QA compared 

to that at  (white). These amino acids also show the largest differences in experimental ΔGB1
ACh 

between sites (-1.7, -0.8 and -4.5 kca.lM-1, respectively). The orientations of Y198 and Y190 

relative to the QA are similar at both sites, as are the effects of mutations of these residues on 

ΔGB1
ACh. C. Top view of overlay of the structural models at the (magenta), (cyan) and 

(grey) binding sites, with the C carbon atoms of the backbones aligned. Filled blue sphere: N 

of the QA of ACh. Note the orthogonal disposition of W149 and W55 and a more-compact 

binding pocket at  vs and . 
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Figure 7.6: Geometric parameters from MD simulations. A. Distributions of the angle between 

the indole rings of W55 and W149. The rings are orthogonal only at . B. Distributions of the 

volumes of the binding pockets. is most compact. C. Percentage occurrence of hydrogen bond 

interactions (SI methods) between ACh and the aromatic side chains in the binding pocket, as 

calculated by geometric criteria (Methods). At  side chains have higher probability to form H-

bonds with ACh. D. Percentage occurrence of cation- interactions between the QA and the 

aromatic residues. W149 and Y198 maximally participate in cation-at all the sites, but Y93 

and W55 only do so at . 
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Table 7.1: Ligand binding energy calculated from MD simulations 

 

Ligand (ACh) binding energy, G (kcal.M-1), was calculated by the continuum solvent method, 

MMPBSA method and using the epdb module of Autodock (see methods). G is the sum of the 

electrostatic (GElec) and the rescaled van der Waal energy (EVDW) components. G (continuum 

solvent) = GElec+EVDW, where  is a empirically determined scaling factor (0.17). Note the 

difference in G between  vs  and  sites, irrespective of the method of choice. 

Experimentally measured GB1 is provided for reference. 

 

 

 

Table 7.2: Structural parameters from MD simulations 

 

Trp angles: the angle between the normal to the aromatic rings of W55 and W149. Note the 

orthogonality at  only. The volume of the binding pocket is also smallest in , indicating 

compactness. Values are + S.D. 
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Table 7.3: ACh distances from aromatic residues in the binding pocket 

A. 

 

 

B. 

 

 

A. Average (S.D.) distances in Å are between the geometric center of aromatic residues and the 

QA of ACh at the binding sites. B. Average (S.D.) distances are between the –OH of the tyrosines 

and the QA of ACh. In general, the average distances are smaller at  vs . 

  



130 

 

Chapter 8:   

Structural correlates of affinity in fetal versus adult endplate 

nicotinic receptors* 

Tapan Kumar Nayak†, Srirupa Chakraborty†, Wenjun Zheng, Anthony Auerbach** 

 

 

 

 

 

 

*This chapter has been published:  

Nature Communications 7, 11352, doi:10.1038/ncomms11352 (2016) 

 

 † These authors contributed equally to this work. S.C. performed the computational simulations, 

T.K.N. performed the electrophysiology experiments 

** primary editor of paper 



131 

 

ABSTRACT 

 Adult-type nicotinic acetylcholine receptors (AChRs) mediate signaling at mature 

neuromuscular junctions and fetal-type AChRs are necessary for proper synapse development. 

Each AChR has two neurotransmitter binding sites located at the interface of a principal and a 

complementary subunit. Although all agonist binding sites have the same core of five aromatic 

amino acids, the fetal site has ~30-fold higher affinity for the neurotransmitter ACh. Here we use 

molecular dynamics simulations of adult versus fetal homology models to identify complimentary-

subunit residues near the core that influence affinity, and use single-channel electrophysiology to 

corroborate the results. Four residues in combination determine adult versus fetal affinity. 

Simulations suggest that at lower-affinity sites, one of these unsettles the core directly and the 

other three (in loop E) increase backbone flexibility to unlock a key, complementary tryptophan 

from the core. Swapping only four amino acids is both necessary and sufficient to exchange 

function between adult and fetal AChRs. 

  



132 

 

8.1 - Introduction 

 Endplate AChRs are heteropentamers that have two (1) subunits and one each of ,  and 

either  or . Each receptor has two functional neurotransmitter binding sites located in the 

extracellular domain at subunit interfaces, either +(fetal) or + (adult) (Figure 8.1a, 

inset).  Agonist affinities in mouse AChRs have been measured for these sites, both separately and 

as pairs [91, 122, 276, 277]. The resting equilibrium dissociation constant for ACh (Kd
ACh) is ~30-

fold lower at compared to  or . The affinity of the fetal,  site is similar to that of the 

Lymnaea stagnalis acetylcholine binding protein (AChBP) [89].  

The fetal -subunit is required for the proper maturation of the neuromuscular synapse 

[255, 256, 278].  In mice, -null mutations are lethal [134] and in humans, -subunit mutations 

cause both lethal and non-lethal (Escobar) types of multiple pterygium syndromes [135-137]. The 

reason(s) for the  subunit requirement in synaptogenesis is not known, but possibilities include 

the higher agonist affinity, smaller single-channel conductance, longer open-channel lifetime, 

smaller gating voltage-dependence, lower Ca++ permeability and lower probability of opening 

constitutively of fetal AChRs [77, 91, 139].  Physiologically, the higher affinity of the fetal agonist 

binding site for both ACh and choline will lead to larger cellular responses [91, 279] at the low 

concentrations of these agonists that prevail at developing neuromuscular synapses [280]. 

There are ~250 side chain differences between adult - and fetal -subunits. Mutational 

correlates of differences between fetal and adult AChR function have been investigated previously. 

Mice expressing AChRs having an - subunit chimera joined at a conserved glycine in loop E, 

(<113)+(>114), have a fetal-like open-channel lifetime and adult-like conductance [256]. 
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Synapses expressing these AChRs undergo normal endplate differentiation but show altered 

innervation patterns. In mouse AChRs the M3-M4 linker has been shown to influence fetal vs. 

adult open-channel lifetime [281]. In Xenopus AChRs residues at positions 6’/7’ in M2 (N/I in  

vs. S/V in ) were implicated in setting fetal vs. adult conductance [282], and in rat AChRs 

swapping the M2-20’ amino acid from K to Q results in a partial exchange of conductance [138]. 

None of the above studies investigated the structural basis of fetal vs. adult affinity, which is the 

topic we address here.   

    At all 3 kinds of agonist site (,  and ) ACh is stabilized in the binding pocket by a 

core of 5 aromatic residues (Figure 8.1a). Based on their individual contributions to affinity, these 

can be divided into 2 working groups, an ‘aromatic triad’ and a ‘special pair’ [283]. The triad is 

W149 (indole ring), Y198 (benzene ring) and Y190 (benzene ring and hydroxyl). The 4 

functional groups of these 3 amino acids each make a similar contribution to ACh binding energy 

at all 3 agonist sites [279, 284]. In adult AChRs, these groups provide almost all of the 

neurotransmitter binding energy, which is equal to +0.59lnKd (23 oC). Together, these groups 

stabilize ACh by ~-5.1 kcal·M-1/site (-10.2 kcal·M-1 for + sites combined). The action of the 

triad is led by Y190, because the ring and –OH each contribute ~-2 kcal·M-1 at ,  and .  

A second working part of the agonist site apparatus is the special pair, Y93 (benzene ring) 

and W55 (W57; indole ring). At  and  these 2 groups make only a small contribution to 

ACh affinity but at the fetal  site the aromatic rings contribute significantly, to bring the single-

site-total to ~-7.1 kcal·M-1 and the +total to -12.2 kcal·M-1 [279]. Moreover, at  the effects 

of alanine substitutions of this pair are not independent, as removing either ring interferes 

substantially with the other’s ability to stabilize ACh. The energy contribution of this tryptophan 
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differs massively between fetal and adult sites. At  the W55A mutation decreases affinity by 

~2000-fold, whereas the homologous substitution at  reduces it by only ~13-fold and at  it 

actually increases affinity by ~2-fold.  

Because the aromatic core has the same composition at all three kinds of agonist site, the 

difference in affinity between fetal and adult AChRs can be attributed to residues in the 

complementary, non- subunit (,  or ). Our approach to finding these amino acids was to use 

molecular dynamics (MD) simulations of homology models based on AChBP to identify 

complementary-subunit amino acids near the core that influence the contribution of the special 

pair to affinity.  Then, we exchanged those side chains in vitro (and↔) and estimated affinity 

from single-channel currents of AChRs expressed in cells.  The results indicate that four residues 

in combination determine adult vs. fetal resting affinity, 3 in loop E (111-113;  subunit numbers) 

and 1 in the 5-5’ linker (104). In the 5’-6 hairpin region, mutations of the human  subunit 

(V108, S111, P112 and P121) cause multiple pterygium and Escobar syndromes [135]. The 

simulations suggest that these amino acids influence core properties by changing the structure and 

dynamics of the 5-5’ linker and the complementary -sheet, to effect the action of the special 

pair and the affinity for the agonist. Swapping the four side chains is both necessary and sufficient 

to exchange fetal vs. adult affinities and open-channel lifetimes.   

 The results are presented in 5 sections. First, we build and test homology models for fetal 

and adult agonist sites. Second, we use the models to identify residues in the complementary 

subunit that influence ACh affinity in silico. Third, we use electrophysiology (performed by Dr. 

T. K. Nayak; also see Appendix 2) to measure in vitro affinities of AChRs having the identified 

residues swapped, fetal↔adult. Fourth, we report the effects of point mutations on affinity, from 
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the identified group and of a critical, complementary-side tryptophan. Fifth, we analyze the 

simulated structures and develop hypotheses for the mechanisms that undergird the fetal vs. adult 

affinity difference. 
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8.2 - Methods  

 

8.2.1 - Homology Model  

We improved the dimer model used in Chapter 7, by building a homology model of the 

extracellular domain of the fetal-type AChR, using MODELLER [219]. The template used was 

the Aplysia californica ACh binding protein (AChBP) crystal structure bound to epibatidine (pdb 

ID: 2BYQ). The sequences of AChBP and AChR subunits were aligned using CLUSTALX [285] 

(Figure 8.2a). The AChR subunits share ~20 % sequence identity with Aplysia AChBP. AChR 

subunits were modelled simultaneously so that spatial reciprocity was maintained at the interfaces. 

Residues 128 and 142 in the  subunit and the corresponding residues in other subunits were 

constrained as disulfide bonds. A protocol of conjugate gradient optimization, simulated annealing 

and molecular dynamics were used to refine the structure. 

First, 100 structural models were generated. MODELLER has various assessment methods 

and objective functions to test the validity of a homology model (such as molpdf and DOPE scores) 

but these are not recommended to be used for multi-chain proteins [286]. Therefore we used 

PROCHECK scores based on G-factor [287] to rank the models. The model with the best G-factor 

score was chosen for docking and simulations [288]. The top 5 models based on G-factor were 

similar in both structure (backbone RMSD <0.7 Å; the equilibrated structure RMSD from the 

simulations was 1.2 Å) and scores. The selected model also ranked high in the MODELLER scores 

(1st in molpdf and 5th in DOPE score), bad contacts (3rd) and Ramachandran criteria (3rd). Further 

minimization of the selected model reduced the bad contacts to zero.  
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8.2.2 - Ligand docking 

ACh and TMA were docked at the and  binding sites using the Lamarckian genetic 

algorithm in AUTODOCK [264]. ACh and the core aromatic residues were allowed to be flexible, 

and 30 Å cubic search grid was used at the expected binding site with 0.375 Å grid spacing. Docked 

structures were analyzed and selected on the basis of lowest energy and RMSD clustering. The 

CHARMM force field parameters for ACh and TMA were obtained from the CHARMM 

Generalized Small Molecule Force Field webserver (CGenFF) [289, 290].  

 

8.2.3 - MD simulations 

Point mutations were introduced in silico using the VMD mutator plug-in [224]. AChRs 

with ligands or mutations were optimized and equilibrated by using energy minimization and MD 

simulation. The system was solvated in a water box with TIP3P water model [265] and the box 

boundary was extended at least to 10 Å from the periphery of the protein in each dimension. Na+ 

and Cl- ions were added to neutralize the system and bring it to an ionic concentration of 150 mM 

NaCl. 

Molecular dynamics simulations were run using NAMD [225] version 2.8, with the 

CHARMM27 force field [146]. First, a 20,000-step minimization was done using the steepest 

descent method, and with gradual release of restraints on the protein backbone. The system was 

heated to 300K over 100 ps, a 500 ps equilibration run was performed in the NVT ensemble and 

then 20 ns MD simulations were performed in the NPT ensemble at a temperature of 300K and 

pressure of 1 atm using the Nosé-Hoover method [266]. Following minimization, harmonic 

constraints (force constant=1 kcal.M-1/Å2) were applied on the C atoms of residues which were 
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>25 Å away from the ligand. These restraints maintained the global backbone conformation of the 

model while allowing relaxation of all side chains.  

Periodic boundary conditions were applied. A 10 Å switching distance and a 12 Å cutoff 

distance were used for non-bonded interactions. The particle mesh Ewald (PME) method [267] 

was used to calculate long-range electrostatic interactions. The SHAKE algorithm [268] was used 

to constrain bond lengths of hydrogen-containing bonds, which allows a time step of 2 fs for MD 

simulations. Four MD simulation trajectories were obtained for each system. The coordinates of 

the systems were saved every 1 ps during MD simulations for later analysis. The protein RMSD 

became stable by the first 10 ns (Figure 8.2b). All analyses and binding energy calculations were 

done on snapshots extracted every 20 ps over the last 10 ns of each trajectory. The ensemble for 

each system therefore contained 2000 snapshots of the system. 

 

8.2.4 - Calculation of affinity 

A total ligand-protein binding energy (ΔE) was estimated as described elsewhere [230] . 

In brief, this energy was calculated using a continuum solvent model from an ensemble of 2000 

snapshots:  

ΔE = EVdW + ΔEelec      

………………………. Eq. 9.1 

where EVdW is the Van der Waals contribution and ΔEelec and is the electrostatic contribution 

calculated using the Poisson−Boltzmann (PB) method (PBEQ module of CHARMM [291] in a 

salt concentration of 140 mM). The molecular dielectric surface was defined by a probe radius of 

1.4 Å. Previously-optimized atomic Born radii [269] for the 20 amino acids were used to estimate 
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the electrostatic free energy in explicit water molecules. The dielectric constant of the protein 

interior and the aqueous environment were set to 4 and 80, respectively.  

The coefficients and  in Eq. 9.1 were evaluated by comparing simulated and 

experimental ΔE values for alanine mutations and optimizing the coefficients to reproduce the 

experimental energies (Figure 8.1b). We calculated in silico binding energies for the WT (with 

ACh/TMA) and Ala mutations at each of the core aromatic residues (93, 149, 190, 198 and 

55), as described above. Values of  and  were scanned within a range of 0-2 to minimize the 

root-mean-square error (RMSE) between simulated and experimental energies for total 13 sample 

points: 

𝑅𝑀𝑆𝐸 = [
1

𝑁
∑(∆𝐸𝑛 − ∆𝐸𝑒𝑥𝑝,𝑛)

2

𝑛

]

1/2

 

………………………. Eq. 9.2 

 

where n is each sample point and N=13. The overall fitting quality was tested by the coefficient of 

multiple determination R2.  The result was =0.22 and =1.24. The  and  values for barnase-

barstar (0.17 and 1 [230]) were shown previously to reproduce the fetal vs. adult ACh binding 

energy difference [279]. The small  is possibly due to the loss of protein-water VdW contacts in 

the AChR, whereas the larger  (>1) may be due to cation- interactions between the quaternary 

ammonium group of the ligand and the binding site  aromatics, which is unaccounted for by the 

classical force field. With these values of  and , the RMSE between simulated and experimental 

results were at a minimum (0.34 kcal·M-1; R2=0.92), with a correlation coefficient of 0.97.  To test 

the generality of these parameters, we plotted simulated and experimental affinities for two 
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additional, non-alanine mutations (Y106L and L104Y) in Figure 8.1b. These fell on the same 

regression line.   

 The approximate binding energy calculated from MD simulations using the above method 

(ΔE) and the free energy estimated from single-channel currents (+0.59ln(Kd)) are not equivalent. 

However, the entropy contribution to ligand binding energy has been experimentally shown to be 

negligible in case of muscle-type AChRs [130],  and here we show that changes in these quantities 

can be compared for the purpose of engineering biological AChRs. In the text we use “affinity” 

for both the in silico and in vitro binding energy estimates. 

 

8.2.5 - Structure analyses 

The geometric centers of the aromatic rings of interest and the ACh quaternary amine (QA) 

nitrogen were used as reference points. Structural analyses were done using the last 10 ns of each 

trajectory for the hetro-pentamer simulations. We measured all the distances and angles using 

VMD.  

The volume of the ligand binding pocket was calculated by joining the centroids of the 

aromatic rings to form two adjoining tetrahedrons. The volume of each tetrahedron was calculated 

using the 3-simplex determinant method from the coordinates of the vertices, as described 

elsewhere [279]. The -hairpin twist was measured from the angle between the central axial 

vectors of 5' and 6. The central axis was defined by the least squares linear regression fit of the 

coordinates of the backbone atoms of residues 107-110 in 5' and residues 115-118 in 6 ( subunit 

numbers). The regression fit was calculated by singular value decomposition of the coordinates. 
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To identify a hydrogen bond between two atoms (i.e., acceptor and donor) a donor-acceptor 

distance of <3.5 Å and an donor-H-acceptor angle of <60° were used as criteria [257]. We used 

VMD to identify and calculate the occupancies of all H-bonds within the last 10 ns ensemble. 

 

8.2.6 - RMSD and RMSF analyses 

 To assess the conformational stability of the MD simulations, we calculated the root-mean-

square deviation (RMSD) of all backbone atoms in the  plus complimentary subunit relative to 

the starting structures. The RMSD plots showed a small amount of drift over time in some of the 

trajectories (Figure 8.2b, left). We determined that most of this drift came from the complimentary-

side loop F, which was highly flexible and disorganized. We repeated the RMSD analyses after 

removing part of loop F from the calculation (residues 166-183 in  and 164-177 in ), and both 

the drift and variance in the RMSD were reduced significantly (Figure 8.2b, center). The plots 

show that the system stabilized within ~10 ns. This region of loop F had been modeled ab-

initio into the homology model because there is no corresponding region in AChBP. To test the 

role of loop F in affinity, we partitioned the binding energy (Eq. 9.1) into contributions from 

individual residues using CHARMM. None of the loop F residues that were excluded from the 

RMSD calculations were in the top 5% (n~25) of those contributing to affinity, which comprise 

~98% of the total binding energy. The choice of 5% corresponds to a p-value of 0.05. 

As a further test of stability, we calculated a running average on the RMSD (without loop 

F) using a rolling window of 5 ns (Figure 8.2b, right-inset).  The slopes of the regression lines 

fitted to the last 10 ns were small. The overall mean absolute slope-value was 0.002+0.001 Å/ns 

(+s.d) for all 4 constructs combined (n=16 trajectories). In addition, we calculated the average 

RMSD for the four trajectories for each construct (Figure 8.2b, right; s.d. calculated from 5 ns 
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bins). The drifts in these averages during the last 10 ns (~0.02 Å) were smaller than the standard 

deviations of the fluctuations (~0.07 Å). These tests establish that all of the systems became stable 

within 10 ns and could be used for affinity estimation. 

To compare the flexibility of ligand binding interface between the two states, we performed 

root-mean-square fluctuation (RMSF) analysis on the backbone atoms based on the last 10 ns of 

the MD simulations. RMSF of each residue was calculated with respect to the average structure of 

the ensemble using VMD version-1.9. This gives a residue-wise average of all possible 

fluctuations in the trajectories. 
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8.3 - Results 

8.3.1 - Tuning the model  

 Our approach was to use MD simulations to guide mutagenesis, and electrophysiology 

experiments to measure in vitro affinities. We used an empirical and computationally-inexpensive 

method of estimating agonist binding energy in silico (see Methods). By adjusting the free 

parameters for van der Waals and electrostatic contributions in the calculations, simulated and 

experimental affinities could be correlated (Figure 8.1b). This was possible, in part, because in 

AChRs the entropy component of affinity is small [130, 292]. 

The circles in Figure 8.1b are simulated vs. experimental ACh binding energies for  and 

 agonist sites with mutations of core residues. The free parameters in the binding energy 

calculation (Eq. 9.1, Methods) were obtained only from the alanine mutations.  Two non-alanine 

substitutions fell on the same regression line. The arrows indicate that the large and opposite effect 

of an alanine substitution of the complementary tryptophan on affinity at  vs.  that is apparent 

in vitro was reproduced in silico. Also, in both simulations and experiments the WT site showed 

~40% more favorable binding energy for ACh and tetramethylammonium (TMA) compared to the 

WT site (Figure 8.1c).  These results suggest that brief simulations and approximate binding 

energy estimates can be used to screen for amino acids that influence affinity. 

 

 8.3.2 - C4 in silico   

 The first goal was to identify residues in the complementary,  vs.  subunit that are 

responsible for the 30-fold higher affinity for ACh in  vs. . We used two criteria to select 
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candidate residues to be exchanged in silico. We chose side chains that in the model were within 

20 Å of the quaternary ammonium (QA) group of ACh and were different between  vs.  but 

homologous between  and .  A total of 10 amino acids satisfied both of these criteria (C10; 

Figure 8.3a). 

In the first set of simulations, all C10 side chains were swapped, → and →, and ACh 

binding energies were calculated.  The results were that the C10-mutated  site provided about 

the same binding energy as the WT site, and the C10-mutated  site provided about the same as 

the WT site (Figure 8.3b).  This suggested that the mutation(s) we were seeking were within the 

C10 group. 

We then winnowed the mutation list. First, each member of the C10 group was dropped, 

one at a time. The result of these 9-swap simulations was that the affinities no longer reversed 

when one of 4 of the original 10 amino acids was omitted. When (L104, S111, P112 or D113) or 

(Y106, Y113, D114 or S115) side chains remained as in the parent subunit, the full affinity-

reversal observed for C10 was incomplete. We call this set of four complementary subunit side 

chains C4. 

Next, we simulated affinities using models in which only the C4 amino acids were 

exchanged as a group, to make constructs 
C4

 and 
C4

 (regular text is parent and superscript 

is target). Swapping all C4 side chains was sufficient to make the -site have an affinity like WT 

and the -site to have an affinity like WT.  In silico, exchanging the C4 set of side chains was 

sufficient to exchange affinities, stably (Figure 8.3b). 
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In the next set of simulations, each of the 6 other residues of the C10 starting set was added 

to C4, one at a time.  None of these made a significant difference in the magnitude of the affinity 

swap. Finally, we dropped each mutation from the C4 set, one at a time, and estimated ACh 

affinity. Unlike in the above simulations, the trajectories of these 3-mutant swaps were not stable 

(both fluctuating and divergent root mean square deviation, which made analysis of trajectories 

difficult). In silico, C4 was the minimum construct required for exchanging stably  and  

binding energies. 

 

8.3.3 - C4 in vitro for comparison (experiments performed by Dr. T. K. Nayak) 

  Next, corresponding experimental measurements of ACh affinity (Kd) were made from 

single-channel currents recorded from AChRs expressed in HEK cells (Figure 8.4). The C4 

residues were investigated at ,  and  binding interfaces. In these experiments, the constructs 

were 
C4

(Y106L + Y113S + D114P + S115D), 
C4

Y104L + Y111S + E112P + 

G113D) and 
C4

 (L104Y + S111Y + P112D + D113S).  

 First, the in vitro measurements were made using AChRs that had only 1 functional binding 

site, its companion being knocked out by a mutation(s) [293]. The results were that the C4 → 

and → exchanges resulted in a nearly-complete swap of affinity (Figure 8.4a). The 
C4

 and 


C4

 constructs each had the dose-response profile and affinity of the target, WT site. The Kd
ACh 

values for 
C4

 and 
C4

 are shown in Table 8.1.  
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The behavior of 
C4

 was more complex (Figure 8.4b). This construct alternated between 

two distinct modes of single-channel activity. One mode retained the high-affinity (Table 8.1) and 

longer open-channel lifetime characteristic of the parent (WT) and the other had the low-affinity 

and briefer open-channel lifetime characteristic of the target (WT). The prevalence of each mode 

was approximately equal (isoenergetic), with a switching time constant of ~20 ms. The C4 

→affinity exchange in silico was stable, but in vitro the swap in binding and gating functions 

was bimodal.  

In addition to decreasing the ACh equilibrium dissociation constant (increasing affinity), 

the 
C4

 mutations generated a fetal-like, slower channel-closing rate constant in the presence 

of the neurotransmitter ACh. The effects of these C4mutations in the absence of agonists or in 

the presence of saturating [ACh] are shown in Figure 8.5 a, b, with the results summarized in 

Figure 8.6a and Table 8.1.  The C4 substitutions were effective in exchanging ACh affinity. We 

also measured affinity for the partial agonists carbamylcholine (CCh), TMA and choline. These 

exchanged affinity partially with C4 mutations. On average, the low→high affinity C4 swaps were 

~90% effective and the high→low affinity swaps were ~70% effective.   

We also made in vitro measurements from AChRs having only 3 of the C4 side chain 

exchanges. The kinetic properties of these C3 receptors were complex and we did not attempt to 

estimate affinity. 

The two WT AChR agonist sites act nearly independently in so far as binding energies 

measured from two-sites combined are approximately the sums of single-site energies [279].  In 

the next set of experiments we examined in vitro two different mutated, adult AChRs (both sites 
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functional), 
C4

+WT and 
C4

+
C4

. The prediction was that the first would have a fetal-

type affinity and the second would be a ‘super’ AChR having the high, fetal-type affinity at both 

agonist sites. These expectations were confirmed, approximately (Figure 8.6b, c).  

 

8.3.4 - Point mutations (experiments performed by Dr. T. K. Nayak) 

 The effects of point mutations of each C4 residue at each agonist site are shown in Figure 

8.6d. In experiments, none of these single exchanges had a large (>1 kcal·M-1) effect on affinity 

or gating without agonists.  With regard to affinity, the sum of the → single-residue C4 swaps 

was -2.8 kcal·M-1 which is close to that for the C4 combination, but the sum of the → single-

residue swaps was only ~+0.5 kcal·M-1. With regard to the allosteric constant, none of the C4 swap 

sums were sufficient to account for the ~14-fold smaller unliganded gating equilibrium constant 

(+1.6 kcal·M-1) apparent in fetal vs. adult AChRs at -100 mV [91].   

The mouse AChR - chimera was joined at a conserved glycine in loop E [256]. We were 

unable to record single-channel currents from AChRs having a point substitution here (G114 to 

A, L or P) because these receptors either failed to express or open. 

The action of the complementary, special pair tryptophan is the main distinction between 

 vs.  sites [261, 262, 279]. The huge difference in the effect of an alanine substitution at W55 

in  vs.  in vitro was also apparent in silico (Figure 8.1b). To further test both the model and the 

ability of C4 to swap the properties of the aromatic core, we compared simulated and experimental 

ACh binding energies for the C4 constructs in the presence of the point mutation W55A or 

W57A. If C4 was completely responsible for the different contributions of the special pair, we 
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expected that an alanine substitution would have either no or little effect at C4 (as in WT), 

but would cause a large decrease in affinity at C4 (as in WT). The results agreed with these 

predictions, but partially (Figure 8.7). We did not test C4(+W55A) in electrophysiology 

experiments because C4 gave rise to complicated, heterogeneous responses without the 

tryptophan mutation (Figure 8.4).  

  

8.3.5 - Analyses of structures  

 The modeling and electrophysiology results suggest that the  sheet of the complementary 

surface of the agonist site can fold stably into, or isomerize between (Figure 8.4b), either of 2 

~isoenergetic configurations to produce a high, -like or a low, -like resting affinity (HA or LA, 

not to be confused with active-state vs resting-state affinities). Further, they suggest that the C4 

side chains bias which of these super-secondary structures is adopted. Because there are no atomic-

resolution structures of fetal or adult AChR agonist sites with agonist bound, we analyzed 

structures generated in the MD simulations in order to explore possible difference between the 

alternate conformations.  

The two regions of interest were the core and the complementary  sheet. Figure 8.8 shows 

representative snapshots from C4-swapped trajectories and Figure 8.9a shows quantitative 

analyses of the HA vs. LA structures. The structural parameters estimated from C4-swapped 

constructs were similar to those from the parent subunits of corresponding affinity.  

Representative snapshots of the core from C4 and C4 trajectories are shown in Figure 

8.10a. In LA vs. HA structures, the 5’ linker residue Y104 is close and face on with W149, and 
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2 residue W55 is distant and not orthogonal to either W149 or Y93. The structural differences 

of the  subunit aromatic triad were less pronounced, but in the LA structures these side chains 

were all further from the agonist’s quaternary amine (QA). Overall, the simulations indicate that 

the HA core is more compact, organized and stable. 

In AChBP there is a structural water within the core that is H-bonded to ACh and the 

backbones of 5’ and 6 [67, 292, 294] (Figure 8.1a). In the simulations, both this water and ACh 

were dynamic (Figure 8.10c).  The water-6 H-bond had the same propensity in both HA and LA 

structures, but the H-bonds with ACh and 5 were less prevalent in LA trajectories (Table 8.2). In 

the simulations the N-C-C-O dihedral angle (2) of the neurotransmitter was bimodal, being either 

-60o or +60o (Figures 9.9a and 9.10a). The +60o configuration was ~5 times more common in LA 

trajectories.  

We also estimated structural parameters for the complementary surface, which is made up 

of the 5’ linker, the 5’-6 hairpin (that includes loop E) and strand 2 (Figure 8.1a). Figure 

8.10b (top) shows inter-strand backbone H-bonds for the hairpin. In LA vs. HA structures, loop E 

had 3 vs. 4 residues, because with the HA C4 amino acids (SPD) the pre-proline backbone 111(O) 

is rotated out of the hairpin plane and fails to form an H-bond with the post-glycine backbone 

115(N) (Table 8.2). With LA amino acids (YDS), the 111-115 amide-oxygen H bond is present so 

that the first residue is part of the hairpin rather than the loop. Also, in HA structures the S111 side 

chain has an appropriate distance and geometry to H-bond with the loop E backbone (D113 or 

G114).  The other difference in H-bonds is near the base of the hairpin, where the 109(N)-117(O) 

bond is less prevalent in LA structures. Figure 8.10b (bottom) shows that in the simulations, the 

overall hairpin is more upright (by ~8o) and less twisted (by ~9o; Figure 8.9a) in LA structures. 
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There were fewer H-bonds between the W55 backbone and neighboring residues in LA 

structures (Figure 8.10c and Table 8.2). Although the 2-1 strand bond W55(N)-T36(O) was 

equally likely in LA and HA structures, the backbone H-bonds between W55(O)-T36(N) and 

W55(O)-E57(N) were less prevalent in LA. 

 Finally, we used RMSF analyses to estimate the dynamics of the complementary  sheet 

backbone (Figure 8.9b). The results are summarized in Figure 8.10c.  In LA structures, the RMSF 

of the 5’ linker and loop E (that is, all C4 residues) was significantly smaller than in HA 

structures. This relative stability was accompanied by higher dynamics in other regions, in 

particular in the bottom half of the  hairpin and the 2 strand in the vicinity of W55. These 

differences in backbone dynamics correlate with the lower probability of H-bonds in LA structures 

at the base of the -hairpin, with 5 and ACh and in 2 (Table 8.2). In summary, in the simulations 

lower affinity was associated with a straighter hairpin, a less-dynamic 5’ linker, a shorter and 

less-dynamic loop E, and a more-dynamic backbone near the core (base of hairpin, structural water 

and W55). 
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8.4 - Discussion 

8.4.1 - Adult vs. fetal function 

It was possible to swap in vitro the affinities of the fetal and adult agonist sites based on 

mutations identified in silico. Apparently, (i) the Aplysia AChBP is a good model of the endplate 

AChR resting  agonist site, (ii) classical force fields, short simulation times and approximate 

estimates of binding energy are adequate, and (iii) other structural elements of the biological AChR 

(transmembrane and intracellular domains, lipid bilayer, post-translational modifications) are not 

major determinants of ACh affinity. The results suggest that simulations that are not state-of-the-

art can nonetheless be used effectively as an engineering tool. 

The C4 set of residues determines some of the functional differences between fetal vs. adult 

AChRs.  Swapping just these 4 side chains exchanges fetal vs. adult AChR affinities and open-

channel lifetimes. This suggests that the complementary, super-secondary -sheet can adopt either 

a fetal-type (HA) or an adult-type (LA) conformation. The C4 mutation set does not, however, 

account for fetal vs. adult differences in the unliganded gating equilibrium constant, gating 

voltage-dependence, single-channel conductance or ion selectivity. Nonetheless, it is now possible 

to control by C4 mutation(s) an AChR’s affinity for the neurotransmitter and, by other mutations 

the allosteric constant, open-channel lifetime and, to some extent, single-channel conductance. 

This ability may lead to a better understanding of the reasons for the requirement of the  subunit 

in synaptogenesis.  

The ability of the C4 mutation to swap open-channel lifetime was not expected because in 

adult AChRs most  subunit mutations near the agonist sites have little or no influence on the open 

channel life time [295]. The slope of a log-log plot of opening rate vs. gating equilibrium constant 
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for a series of point mutations () informs of whether the substitutions change the closed vs. open 

lifetime, on a scale from 1 to 0 [296-298]. From the two sets of gating rate constants in the bimodal 

construct C4 (Figure 8.4b) we estimate that =0.57, a value that is characteristic of many 

residues in the  subunit transmembrane domain [129]. We do not know if this low -value can 

be attributed in general to complementary-side residues or to a difference between  and  subunits. 

An in-depth exploration of amino acid -values on the complementary surface and in the  core 

will be taken up, elsewhere. 

The C4 mutation set does not account completely for differences in fetal vs. adult AChR 

affinity. First, simulations showed a stable, high-to-low affinity exchange in C4 but in 

electrophysiology experiments the behavior of this construct was bimodal (Figure 8.4b). 

Apparently, with this swap the energy barrier separating the alternative, complementary -sheet 

folds was low enough to allow a reversible isomerization on the ~20 ms time scale, which is far 

beyond the simulation time frame. Second, the effect of C4-swaps was only partial with regard to 

the affinity of W55A (both in silico and in vitro; Figure 8.7). Third, the affinities of the C4-

constructs for the partial agonists choline and TMA were not completely swapped (Table 8.1). 

These results suggest that the C4 group does not fully account for all differences in fetal vs. adult 

binding properties. Adding mutations to C4, either from the original C10 set or elsewhere in the 

extracellular domain, might improve the fetal vs. adult match in function. Also, some of the 

differences between simulated and experimental results may arise from long-range interactions 

that were not modeled. 

Although the C4 combination was sufficient to exchange affinities, we cannot be sure that 

this set of substitution is unique in this regard. There are 1023 possible mutant combinations for 
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the starting set of 10, of which we examined only 84 in silico. It is possible that other combinations 

could also generate the affinity swap. Also, the original selection criteria could have left out 

important residues from the starting set. For example, E57/G57/D59 in the complementary 2 

strand were not included in the starting set because the  and  side chains are not homologous. 

Nonetheless, the ability of the C4 combination to swap affinity and lifetime suggests that the C4 

residues are an important basis for the functional differences between fetal vs. adult endplate 

AChRs.  

Recently, it was found that in 42 neuronal nicotinic AChRs three complementary-

subunit residues determine differential agonist potency of 4-4 vs. 4-2 binding sites [299]. 

The corresponding positions in the endplate AChR  subunit are L109, Y117 (in C10) and L119, 

none of which belong to the affinity-changing C4 group. This lack of correspondence may reflect 

a difference between these neuronal vs. endplate AChRs, or may be traced to the benchmark of 

potency vs. affinity. Nonetheless, the approach of combining simple and rapid simulations with in 

vitro energy estimates could be useful in general for revealing affinity-influencing amino acids in 

zones surrounding the core of ligand-binding sites in other ligand-gated ion channels. 

 

8.4.2 - Structure and dynamics 

In the simulations, the C4 mutations caused changes in structure that paralleled those that 

distinguished LA, WT and HA, WT sites (Figure 8.9a). One of the C4 residues is in the 5’ 

linker, adjacent to the core, and the other 3 are in loop E and far from the core. Hence, the effects 

of the C4 side chains appear to take place by both local and non-local mechanisms, to generate a 

core that is more compact in HA vs. LA structures (Figure 8.10a). 
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The primary features that distinguish the complementary subunit in LA vs. HA structures 

were as follows. (i) The 5’ linker is less dynamic, with the aromatic Y104 side chain close and 

face-on to W149 and suggestive of a direct,  interaction.  (ii) Loop E is 1 residue shorter. (iii) 

There are fewer H-bonds near the core, at base of the hairpin with ACh and near W55 in 2. (iv) 

The W55 side chain is displaced from the core and not orthogonal to W149 or Y93. (v) The 

loop E backbone is less-dynamic and the 2 backbone near W55 is more-dynamic. Overall, these 

differences suggest that three processes are required for C4 residues to generate a low affinity - 

unsettling the core by a local effect of the linker (104) side chain with W149, loosening the -

sheet near the core by reducing the probability of H-bonds, and increasing the dynamics of the 

W55 backbone to unlock the special pair from the core.    

We hypothesize that the dynamics and orientation of 104 are both determined by the 

aromatic vs. aliphatic character of the side chain, which in LA is Y and in HA is L. The apparent 

-stacking of the Y104 and W149 aromatic rings (Figure 8.10a, left) likely affects core 

architecture directly. This interaction may influence that between W149 and ACh (~0.7 kcal·M-

1 less favorable at adult sites [279]) and could also be a reason for the lower dynamics of the 5’ 

linker.  The unsettling of the core by the linker Y is, however, not sufficient to lower affinity 

completely because the effect of the point, L↔Y mutation is relatively small (Figure 8.6d), perhaps 

because W55 remains locked in place. Recently, we showed that the C4 mutations reduce 

modal changes in affinity induced by loop C mutations at the  site [300]. It is possible that 

increased compactness of the site, along with the loss of a  interaction with W149 stabilizes 

the aromatic triad and affinity.    
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In LA constructs the 5’-6 hairpin is straighter, and loop E is shorter and less dynamic. It 

is possible that these differences affect interactions between core residues and the agonist directly, 

but more likely they influence affinity indirectly by changing the H-bond network of the -sheet 

to increase backbone dynamics near the core. The simulations suggest that in LA structures the 

bottom half of the -hairpin and near W55, locations that have fewer H-bonds, are more dynamic 

(Figure 8.10c). Our hypothesis is that the loop E C4 residues unlock indirectly the W55 backbone 

and allow this side chain to move away from the core, reducing its interaction with its partner 

Y93 and diminishing the contribution of the special pair towards affinity. 

The simulations also showed differences in the ACh molecule between LA and HA 

constructs. In LA structures, the ACh 2 dihedral angle is +60o rather than -60o, perhaps because 

the H-bond with water is less probable as a consequence of the greater backbone dynamics nearby. 

However, the extent to which the differences in agonist orientation and H-bonding relate to fetal 

vs. adult affinity is uncertain. The agonist sites show a similar affinity-difference for TMA (Figure 

8.1c, bottom), but this ligand does not have a rotatable bond and is too distant from the water to 

form an H-bond.  We suspect that the core water is a factor that sets the higher affinity for ACh 

vs. TMA, but may not be critical in determining the relative affinity of fetal vs. adult sites. 

The results suggest that both the structure and dynamics of complementary  sheet are 

influenced by the C4 amino acids as a group, and that these residues are the bases, in part, for adult 

vs. fetal endplate receptor function. At the agonist-site core, the orientation of the 104 side chain 

and dynamics of the W55 backbone together appear to generate the ~30-fold affinity difference 

for the neurotransmitter. The simulations suggest that alternative conformations of the 

complementary  sheet influence the architecture and affinity of the core. Further analyses of loop 
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E interactions with loops A, B and C in the  subunit (that hold other core aromatics) and with 

nearby residues in 2-3 linker (the MIR) may further illuminate affinity mechanisms in AChRs. 
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Figure 8.1: Ligand binding site and affinities.   a. The principal subunit ( in AChRs) is left (white) and 

the complementary subunit (,  or ) is right (pink; Lymenea stagnalis, pbd accession number 3WIP[67]). 

Aromatic triad, green; special pair, yellow; structural water, red sphere.  Inset: in endplate AChRs only 2 

of the 5 subunit interfaces are functional binding sites (blue). b. Affinity estimates from simulations and 

electrophysiology experiments are correlated. Circles, ACh (alanine mutations of core aromatics except 

where marked); squares, TMA (WT only). In both simulations and electrophysiology experiments, there is 

a large loss in binding energy with W55A and a small gain with W57A (arrows). c. Distributions of 

binding energies from WT AChR simulations. Arrows mark the corresponding in vitro affinities estimated 

from electrophysiology experiments. 
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Figure 8.2: Sequence alignment and stability of models. a. Sequence alignment of the extracellular 

domain of AChR subunits (mouse) and AChBPs. Highlighted residues are: core aromatics, green; C4, 

violet; other members of C10, orange. b. Temporal evolution of simulated root-mean-square-deviation 

(RMSD) in WT and C4-swapped constructs. Left, total RMSD; each color is a different trajectory. Center, 

RMSD after removing a section of loop F. Right, average (black) + s.d. (grey) of all four trajectories (loop 

F removed; inset is rolling 5 ns average of each trajectory). All three plots show that the structure is 

stabilized by ~10 ns.  c. Temporal evolution of simulated ACh binding energy (loop F included). 
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Figure 8.3: Simulations identify affinity-influencing side chains. a. 10 residues in the complementary 

subunit (tan) are within 20 Å of the ACh quaternary amine and are different in  vs. ≈(large spheres; 

C10).  Core, green; C4 residues, violet. b. Affinity changes calculated in silico for different combinations 

of side-chain swaps. Residue numbers pertain to the  subunit.  Left-to-right: swapping all C10 residues 

almost completely exchanges affinity; dropping any one of 4 residues from C10 reduces the magnitude of 

the affinity change (C4; violet spheres in panel a); swapping all C4 side chains together is sufficient to 

exchange affinity; adding residues does not improve significantly the effect of the C4 swap. 
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Figure 8.4: Electrophysiology measurements corroborate simulations (Experiments performed by Dr. 

T. K. Nayak).  a. Replacing all of the  C4 side chains with those of  (C4) fully-exchanges ACh 

affinity.  In all traces openings are down. Top, low time-resolution view of single-channel currents. The 

long gaps between clusters of openings are sojourns in desensitized states; affinity was estimated from the 

intra-cluster interval durations; membrane potential was +70 mV to reduce channel block by ACh (100 

mM); only one agonist site was functional.  Bottom, dose-response curves. Inset, example clusters (10 M 

ACh, Vm=-100 mV, no channel block).  b. Top, replacing all of the  C4 side chains with those of  (C4) 

generates AChRs that switch between fetal and adult affinity and open-channel lifetime (100 mM ACh, 

Vm=+70 mV). Bottom, bimodal kinetics of single channel intra-cluster interval duration showing the 

↔switch in behavior. 
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Figure 8.5: C4 mutations swap fetal vs. adult gating kinetics (Experiments performed by Dr. T. K. 

Nayak). a. Gating without agonists (opening are down; Vm=-100 mV). At  and  the effects of the C4 

mutations are <2-fold except for the  opening rate constant. C4 mutations have a small effect on 

unliganded gating. b. Gating with one functional agonist binding site occupied by ACh (100 mM; Vm=+70 

mV to reduce channel block). At  and  the C4 mutations cause the channel-closing rate constant to 

become like that of the target subunit. Histograms are open-channel lifetime distributions. See Figure 8.6a 

for summary. 
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Figure 8.6: ACh affinities for 1- and 2-site AChRs (Experiments performed by Dr. T. K. Nayak). a. ACh 

affinities (+0.59lnKd) of C4-swapped constructs in AChRs having a single functional agonist binding site 

(exp, from electrophysiology; sim, from MD simulations; see Table 8.1). Dashed lines, WT affinities 

measured by using electrophysiology[279].  The C4 mutations exchange affinity. b. Swapping C4 at both 

adult sites () in 2-site AChRs.  Example single-channel currents (openings are down). c. Total ACh 

binding energy from both sites combined; *, the doubly-swapped adult AChR (C4+C4) has even-more 

favorable ACh binding energy than the WT fetal AChR.  d. Effects of swapping C4 side chains one at a 

time in 1-site receptors.  
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Figure 8.7: The action of W55 in C4-swapped constructs.  a. Change in ACh affinity with an added 

W55A mutation. Histograms simulated from C4-swapped constructs; solid arrows, electrophysiology 

results in WT background (see Figure 8.1b). Left, for the C4 and WT backgrounds, the change in affinity 

was similar and small in both simulations and experiments. Right, for the C4 and WT backgrounds, the 

simulated change in affinity was smaller than observed in experiments.  Dashed line, simulated change in 

affinity for the WT background. b. Summary of W55A mutational effects on ACh affinity. In both 

simulations and experiments the energy change was partial for C4 and C4 but nearly complete for 

C4. 

  



164 

 

 

 

Figure 8.8:  Representative snapshots of C4-swapped constructs. The snapshots have the lowest RMSD 

from the mean. Top: Low-resolution views;  subunit, white; complementary subunit, tan; core aromatics, 

green; C4 amino acids, violet; ACh nitrogen, blue sphere; C of conserved loop E glycine, yellow.  Bottom: 

High-resolution view of core in the parent (white) and C4-swapped (green) constructs. In the higher affinity 

(HA) structures the binding pocket is more compact and W55 is closer to agonist (quaternary ammonium 

group, large blue sphere).   
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Figure 8.9: Quantitative analyses of MD results.  a. Structural parameters estimated from trajectories. 

Histograms are from C4-swaps; arrows are mean values from WT trajectories.  b. HA RMSF minus LA. 

WT, grey (minus ) and C4-swap, white (C4 minus C4).  The 5-5’ linker and loop E are more 

flexible in HA structures, whereas the base of the hairpin and 2 near W55 are more flexible in LA 

structures (see Figure 8.10c). 
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Figure 8.10: Structures suggest a mechanism for fetal vs. adult affinity. a. Representative snapshots of C4-

swapped cores (LA, low affinity WT/C4 and HA, high affinity WT/C4). Left, the LA core is spread, 

W55 is far from ACh, C4 residue L104Y (purple) is face-on to W149 and ACh is bent. Right, the HA core 

is compact, W57-W149-Y93 are orthogonal, Y106L points away from the agonist and ACh is straight. b. 

H-bonds of the 5’-6 hairpin. Top, dotted lines are H-bonds. Pink, bonds that correlate with affinity (are ~2x 

more prevalent in simulations of LA or HA sites); black, bonds that are equally-prevalent in LA and HA 

trajectories (Table 8.2). Loop E (bold side chain labels) is one residue shorter in LA structures. Bottom, in LA 

constructs the hairpin is straighter and less twisted. c. Relative dynamics of the -sheet backbone. LA is 

associated with a smaller RMSF (light blue) in the 5’ linker and loop E, and a greater RMSF (green) at the 

bottom half of the hairpin and regions surrounding W55. C of the C4 amino acids, light blue spheres; structural 

water oxygen, red sphere; H-bonds, dashed lines; numbers are after -subunit.  PDB accession number 3WIP; 

see Figure 8.9 and Table 8.2 for quantitative analyses. 
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Table 8.1. In vitro affinities from electrophysiology experiments 

WTC4  agonist Kd (M) free energy (kcal·M-1) 

% 

success 

 

  

 

WT 

 

 

swapped 

 

WT swapped  


ACh 125 3.6 -5.3 -7.4 116 

TMA 810 45 -4.2 -5.9 88 



ACh 175 7.0 -5.1 -7.0 93 

TMA 1350 175 -3.9 -5.1 54 

Cho 10300 810 -2.7 -4.2 83 



ACh* 6.0 75 -7.1 -5.6 83 

TMA 30 350 -6.2 -4.7 76 

CCh 3.0 45 -7.5 -5.9 64 





ACh 6.0 90 -7.1 -5.5 80 

TMA 30 250 -6.2 -4.9 56 

Cho 490 2650 -4.5 -3.5 56 

 

Free energy (kcal·M-1)=+0.59lnKd (in M). % success is with regard to energy and is equal to 

[(swapped-WT)/(WTtarget-WT)]×100, where WTtarget is the energy of the C4-intended site (for 

example, -site energy in C4). *, estimated from the low PO cluster population (see Figure 

8.4b).   
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Table 8.2. H-bonds  

Atoms ( subunit) WT(LA) WT(HA) 

L109 (N) - Y117 (O) 0.5 1.0 

L109 (O) - Y117 (N) 0.8 0.8 

S111 (N) - C115 (O) 1.0 0.5 

S111 (O) - C115 (N) 0.4 0.0 

S111 (O) – G114 (N) 0.3 0.0 

S111 (OG) - G114 (N) - 0.9 

S111 (OG) - D113 (N) - 0.8 

W55 (O) - E57 (N) 0.0 0.4 

T36 (N) - W55 (O) 0.1 0.5 

T36 (O) - W55 (N) 1.0 0.9 

N107 (N) - O (water) 0.5 1.0 

L119 (N) - O (water) 0.8 0.7 

ACh (O) - O (water) 0.3 0.7 
 

Fraction of trajectories in which each H-bond is present.  
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Chapter 9:  

Role of M1 -helix in ligand gated ion channel activation and 

desensitization*      

 

 

 

 

 

 

 

 

 

 

* Parts of this chapter has been published in the article: 

J Physiol. 2015 593: 2851-2866 

The structural study from the paper along with some further analysis is discussed here. 
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ABSTRACT 

 Nicotinic acetylcholine receptors (AChRs) switch on/off to generate transient membrane 

currents (C↔O; ‘gating’) and enter/recover from long-lived, refractory states (O↔D; 

‘desensitization’). The M1, transmembrane helix of the muscle endplate AChR is linked to a -

strand of the extracellular domain that extends to a neurotransmitter binding site. 

Electrophysiology experiments have shown that mutations of amino acids that are located at 

proline kink in M1, at both  (N217, V218 and P221) and non- subunits, affect gating and 

desensitization. The M1 domain has a conserved proline that separates - and -helices. In related 

receptors, the kink is straighter and more stable in O vs. C structures (gating is ‘spring-loaded’). 

There is a discrete break in the character of the gating transition state between N217 and V218, 

indicating that the -helix is a border between extracellular- and transmembrane-domain function. 

Structural analyses suggest that bending of the -helix is correlated to motions of the M2 helix that 

can bring about gate opening and desensitization. 
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9.1 - Introduction 

The muscle AChR has an equatorial gate in the transmembrane domain (TMD) that 

regulates ion conductance, and two sites in the extracellular domain (ECD) that can bind agonists 

to influence the gating equilibrium constant [60, 301-303]. Of the 4-helix bundle (M1-M4) of the 

TMD, M2 lines the pore and bends to open/close the gate [72]. M1 has a proline kink and a -

helix [74] that are conserved in all pentameric ligand-gated ion channels (pLGICs).  

M1 is linked covalently to the 10 strand of the ECD that projects to an agonist site (Figure 

9.1A).  The kink is located just above the level of the TMD equator, close to a binding site for the 

anesthetic propofol in a prokaryotic pLGIC (Figure 9.1B) [86].  It has been proposed [304] and 

questioned [305] that the principal pathway for the channel-opening transition starts with 

movements of ligands at agonist sites that perturb the 10 backbone and a salt bridge at its base to 

control the M2 gate.  The relative position of the peak free energy change experienced by a side 

chain within a reaction (for instance, C↔O or O↔D) is given by phi, the slope of a rate-

equilibrium free energy relationship (REFER). In muscle AChRs residues in the ECD have a 

relatively early gating transition state (phi~0.8), most of those in the TMD reach theirs 

approximately mid-reaction (phi~0.6) and those at the gate change energy (structure) near the end 

of the opening process (phi~0.3)[129] (Figure 9.1A).  This pattern led to the proposal that the 

channel-opening transition occurs as a longitudinal conformational ‘wave’ [306], but some results 

suggest that this process starts at the ECD-TMD interface rather than at the agonist sites [307, 

308]. 

As discussed earlier (page 33-34), at first approximation, AChRs have only two stable 

conformations, C (without agonists) and D. These have lifetimes of ~minutes, whereas all others 

have sub-ms lifetimes. Hence, the O state is a transient intermediate within C↔D that is, however, 
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the source of the physiological response.  It is known that in AChRs, desensitization proceeds 

mainly from O states [309, 310]. Hence, an agonist molecule can be thought of as a catalyst that 

reduces the activation energy of the C↔D transition state by increasing the stability of the O 

intermediate.  Little is known about the structural changes that comprise AChR desensitization, 

but a structure of a possibly-desensitized GABA receptor suggests that in addition having 

conductance regulated by the equatorial gate, the pore can be occluded at its base by a constriction 

of the M2 helices [95].  

Interesting observations regarding AChR gating function have been made previously 

regarding the M1 kink amino acids. The mutation N217K causes a congenital myasthenic 

syndrome (CMS) [311].  Many side chains throughout the protein change energy between C and 

O. The largest range of energy change measured so far is for V218, where an A-to-Y substitution 

(in both  subunits) increases the gating equilibrium constant more than a million-fold [129]. 

P221 is conserved absolutely across the entire pentameric ligand-gated ion channel superfamily.  

Substitutions of natural side chains here that are expected to reduce kinking reduce or eliminate 

AChR currents, whereas ester backbone substitutions that allow kinking do not [312].  Single-

channel electrophysiology done by our group to assess the effects of mutations at 3 kink positions 

(N217, V218 and P221) with regard to gating and desensitization led to the findings [308]: (i) 

mutations of the kink residues (only in the  subunit) change the unliganded (allosteric) gating 

equilibrium constant substantially but have no detectable effect on either low- and high-affinity 

agonist binding; (ii) there is a sharp discontinuity in gating phi-values in the -helix. The N217-

V218 backbone bond is a border that divides ECD and TMD gating function; (iii) mutations of 

P221 are with regard to gating but unusual because they increase desensitization, as does the 

anesthetic propofol.  
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-helix is a relatively rare secondary structure. A 2010 study [313] of all the protein 

structures available in PDB database showed that it is present in ~15% of known protein chains. 

However, in 84% of the proteins where it is present, there is only a single -helix per chain. A -

helix is characterized mainly by the presence of (n-n+5) backbone hydrogen bonds instead of the 

typical (n-n+4) bonding nature of -helix [314], and occurs predominantly due to the insertion of 

a proline residue (where the backbone nitrogen cannot act as a H-donor) in an -helix.  Because 

-helix formation by a proline insertion destabilizes a -helix by 3-6 kcal.M-1 [315-317], its 

occurrence is thought to have an evolutionary rationale only in the case of a functional advantage 

[318]. These facts, along with the electrophysiology results suggest that the M1 helix is an 

important moving part in AChR gating and also related to receptor desensitization. Here we study 

the structural correlations between this -helix and the gate lining M2 motions. 
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9.2 - Methods 

-helix identification: We used the following criteria for identifying a -helix [313]. i) At least 2 

(n-n+5) backbone H-bonds (in AChR  subunits, between positions 214-219 and 215-220).  ii) 

Dihedral angles: (ѱn+фn+1)~-125o in the -helix region (~-105o in the α-helix region). This sum for 

the first residue of the  -helix is ~-95o. iii) 7 amino acids, with those in the AChR -helix 

(FIINVII) being characteristic [314]. We cross-checked our  helix identification using the pi-

HUNT code [313].  

M1 tilt angle: The  tilt angle was that between the central axes of the helices. The central axis 

was defined by the least squares linear regression fit of the coordinates of the backbone atoms. The 

regression fit was calculated by a Singular Value Decomposition technique. Residues 214-220 and 

223-236 (AChR  subunit numbers) were used for the  and  axes.  

Dihedral angles: The dihedral angles ф and ѱ were obtained from the Ramachandran plot using 

VMD version V1.9 [224]. All M1 residues (including the proline) are in the trans-conformation in 

all pLGIC structures. Therefore, the rotation angle Ω per residue in the helix could be calculated 

by using: 

3 cosΩ =  1 − 4𝑐𝑜𝑠2[(ф + ѱ)/2] 
………………………. Eq. 10.1 

Backbone bond energy: The conformational energy of the backbone of the M1 helix was 

calculated using CHARMM [319]. The bonded energy terms (the bond, angle, Urey-Bradley, 

dihedral and improper energy) were calculated using the CHARMM27 force field [146] with 

CMAP corrections.  
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Principal Component Analysis: To check if the M1 kink and the M2 positions are correlated, we 

performed principal component analysis on 28 different LGIC structures obtained from PDB, in 

various gating conformations. The PDB ids of the analyzed dataset is given in Table 9.1. These 

were selected based on the fact that all of these have a -helix in M1, and do not have any mutations 

in the TMD region. PCA was done only on the M1 and M2 regions of the structures to prevent 

biasing of results by orientations of surrounding loops. The residue ranges by AChR- numbering 

are 214-233 for M1 and 244-260 for M2. The method of PCA used is similar to that described in 

page 69. 

Coarse-grained Elastic Network Modeling: Due to time and computational power constraints, 

the all-atom MD simulations that we can perform is limited to the order of nanosecond time-scale, 

while physiologically, the actual transition takes tens of microseconds. Therefore, as an initial test 

of our hypothesis that M1 kinking is correlated to M2 gating at the TMD, we employed the more 

time-efficient elastic network modeling method to elucidate allosterically coupled motions 

between M1 and M2. Various studies have established the usefulness of the Elastic Network Model 

(ENM) to extract functionally relevant structural dynamics in proteins [320, 321]. ENM is a 

coarse‐grained modeling technique which represents the structure of a protein as a network of Cα 

atoms connected by springs [199], with a distance‐dependent force constant. In this, the protein’s 

minimal‐energy equilibrium conformation is obtained from a model or a pdb structure. A harmonic 

potential is used to define the interaction between two Cα atoms that lie within a cutoff distance 

RC (10Å as used in [200]). The potential energy function of ENM is [322]:  
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………………………. Eq. 10.2 
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where dij is the distance between the i-th and j-th C atoms, d0
ij is the value of dij in the starting 

structure, N is the number of Cα atoms, and θ(x) is the Heaviside step function. Cij is the force 

constant of the spring between atoms i and j, set to 10 for bonded atoms and 1 for non-bonded 

atoms [126]. A normal mode analysis is performed on this ball-spring system. The eigenvalue 

problem for this system of springs is solved for the Hessian matrix H. H is defined by the the 

second derivatives of ENM potential energy equation 10.2 [126]: 

𝐻𝑊𝑚 = 𝑚𝑊𝑚 
………………………. Eq. 10.3 

where 𝑚 and 𝑊𝑚 are the eigenvalue and eigenvector corresponding to mode m. Despite the 

simplifications, the normal mode analysis of ENM often supplies a number of low-frequency 

modes that represent collective motions between structures, determined by the global 

conformations of the structures. 

 Top 20 non-zero modes of GluCl Closed structure (4TNV) were compared with the 

observed structural changes Xobs in the coordinates from GluCl Open structure (3RIF).   

An overlap value Im gives a measure of fractional contribution of mode m to Xobs [323]. 

𝐼𝑚 =
|𝑋𝑜𝑏𝑠

𝑇 .𝑊𝑚|

|𝑋𝑜𝑏𝑠|. |𝑊𝑚|
 

………………………. Eq. 10.4 

𝐼𝑚 can take values between 0 and 1, with higher value meaning greater similarity.  

Since we are interested in the M1-M2 correlated motions instead of the entire global structural 

correlates (for example, between ECD and TMD; between subunits; etc), we performed the normal 

mode analysis only in the TMD of a single subunit – the M1-M2-M2-M4 system. This shorter sub-

system will help in identifying and amplifying those modes which would otherwise have been low-
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amplitude modes in the ENM of the entire system. The normal mode analysis calculations were 

done using the AD-ENM program [324] (http://enm.lobos.nih.gov/).  
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9.3 - Results 

M1 structures 

The M1 kink proline (P221 in AChRs) separates a -helix (214-220) and a -helix 

(221-233). -helices are common secondary structures that are often located at active sites 

[313]. The M1 backbone of all the structures listed in Table 9.1, (GLIC [71], GluCl [74], ELIC 

[325], GlyR [326] and a GABAA receptor [95] fits the definition: 7 residues, 2 n+5 backbone H-

bonds, (psin+phin+1)~125o, characteristic side chains and a following proline [314].  We tested that 

the M1 -helix is present in all pLGIC x-ray structures reported so far, with the possible exception 

of 5-HT3 [327].  Our search did not identify any other -helices in GluCl, GLIC, ELIC or GABA 

structures, but one is present in the intracellular domain of the 5HT3 receptor, just before M4 

(positions 321-329). 

The proline causes M1 to kink at the  helix boundary (Figure 9.2A). In GluCl C→O 

[73, 74], the kink angle becomes shallower by ~7o. This kink is present in other pentameric LGIC 

structures too, some of which are shown in Figure 9.2C. The general trend is C structures are more 

bent than O, with the D-state GABA structure having the least bending. Figure 9.2B shows that 

the conformational energy of the backbone is lower (more stable) in O, in particular at the  

boundary (220-221; AChR  subunit numbers). The  boundary is more strained in Closed. 

The AChR channel-opening conformational change appears to be ‘spring-loaded’ in so far as the 

M1 kink relaxes, C→O. 

Mutations of M1  helix residues V218, C222, F225, S226 and L228 have large 

effects on the diliganded gating equilibrium constant [129]. This indicates that the gating 

rearrangement of the TMD helix bundle alters the local environments of these M1 side chains, 
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with significant energy consequences.  Figure 9.2A shows the position of the M1  helix relative 

to M2 in GluCl. We speculate that the ~2 Å upward relative displacement of M2, O vs. C, is the 

basis for the large gating energy changes in the M1 side chains.   

 The helical nature of secondary structure is fundamentally determined by the dihedral 

angles of the backbone atoms. Comparing the phi-psi angles between the O and C structures in 

both GluCl and GLIC (Figure 9.3), it is observed that the phi angles are very similar between O 

and C. However, interestingly, the psi angles which are similar in the two different O structures 

(for both receptors) deviates considerably in the C structures compared to O, especially around the 

-helix forming proline residue.  This supports our hypothesis that M1 structural changes are 

correlated with channel opening by the M2 helix.  

 

Principal Component Analysis: The principal components of the structural variations within our 

selected ensemble of PDB conformations (Table 9.1) were obtained to see if there are any 

structural correlations between various different crystal structures of PLGICs. 28 different PLGIC 

structures were chosen as our dataset, in various different gate conformations. PC modes 1 and 2 

done on M1-M2 domain showed that two of these structures (Torpedo AChR 2BG9 and GlyR 1 

TM monomer) are vastly different in conformation than the rest of the dataset (Figure 9.4A). 

Therefore, the PCA was repeated after removing these two structures from the set (Figure 9.4B). 

Now, with a set of 26, the open structures formed a clear cluster with the top two modes. The 

closed structures were more scattered, with the locally closed conformations forming a separate 

cluster of their own. The two putative desensitized structures were more similar to the open than 

closed. The PC analysis was repeated with just the M1 domain to make sure the clustering 

discussed above were not solely due to the M2 variations.  
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 PC mode 1 did not seem to form any particular clusters between O or C structures (Figure 

9.4C). However, modes 2 and 3 seemed to cluster M1 of the O structures to a reasonable extent 

(Figures 9.4C and 9.4D).  The desensitized state M1 however, did not seem to cluster well. The 

PCA results corroborate our hypothesis that M1 conformations are linked to M2 motions, leading 

to the gating action of the channel.  

 

Normal Mode Analysis: The TMD of GluCl Closed (4TNV) and Open (3RIF) have an RMSD of 

1.6 Å between them. A coarse grained elastic network model as described by equations 10.2 and 

10.3 was used to perform normal mode analysis on the TMD helices of the Closed GluCl (4TNV) 

structure. After eliminating the 6 zero eigenvalue modes that describe the global translational and 

rotational motions, we kept the lowest 20 modes. The eigenvalues of these modes are shown in 

Figure 9.5A). These 20 modes from C state were projected on the O state (3RIF) of the TMD and 

the overlap calculated using equation 10.4. It was found that these 20 modes could cumulatively 

capture ~83% (0.83) of the observed conformational change from C to O structure (Figure 9.5B).    

 Modes 2 and 6 from C-state have the highest overlap (Figure 9.5) with the O-state. Mode 

2 involves a hinge-like motion at M1 -helix, coupled with M2 retracting from the pore (Figure 

9.6A). Mode 6 also has a hinge-like motion of the -helix, but orthogonal to mode 2 (Figure 9.6B). 

Here too, the M2 helix seems to move away from the pore. The 9’ residue Leu 254 (Leu 251 in 

AChR) is known to form the most constricted region of the pore. The radius of the pore increases 

from 1.4 Å to 2.4 Å between C and O GluCl crystal structures. Both modes 2 and 6 which involve 

bending of M1, cause the 9’ region to move away from the pore (Figure 9.6).  
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9.4 - Discussion 

 Without agonists the highest phi-values (earliest transition states) are in the M2-3 linkers 

(~0.95), followed by residues at the agonist sites [104] and the rest of the ECD (~0.8), most of 

the TMD (~0.6) and the M2 equator (~0.3). This map suggests that AChR opening starts with a 

spontaneous fluctuation in the M2-3 backbone [126, 307], followed by a tilt/twist of the ECD 

and the  helix, a bend in M2 and then expansion of the gate. The high phi value for N217 

suggests that the decrease in the  tilt angle precedes M2 bending and, hence, that it is a cause 

rather than a consequence. Our ENM model suggests that the M1 kinking action is correlated to 

the channel opening by M2 and the PCA of existing PDB structures corroborates this finding. 

Though the GlyR Open structure seems to be an outlier in the PCA results (Figure 9.4), there has 

been some contention with this recently obtained O-structure. The M23 linker, the inter-subunit 

distance at the binding site and the M1 kink all seem to be different from other established Open 

structures in PDB. 

 P221 mutations alter the desensitization process.  With P221A and P232A, the rate 

constant for entry into a desensitized state is >10 times faster than without the mutation [308]. This 

translates to a desensitization phi-value ~1, which implies that these positions reach their transition 

state near the onset of this reaction. 

The mutation of the M1 proline is expected to modify both the  angle and the  helix 

twist. Because the O conformation is a necessary intermediate for desensitization, we hypothesize 

that the straightening of M1 in C→O apparent in GluCl continues in O→D (and, perhaps, 

propofol-inhibition). The high desensitization phi-value for some P221 mutants suggests that 
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changes in energy (structure) occur at the M1  border early in the desensitization process, and, 

hence, may be a trigger. The PC analysis did not resolve the putative D-state structures into a 

cluster. Even visual checking of the structures show that both M1 and M2 are very different 

between the two structures. But both the structures have the lowest pore radius at the bottom of 

M1. It is possible that D-state can be reached in a number of different paths from the O-state. One 

of them seem to be by further straightening of M1 that allows M2 to bend and occlude the bottom 

of the pore. This study lays the groundwork for further future research to test the M1M2 gating 

correlations by performing all-atom MD simulations of the entire AChR structure and to study the 

transition state by applying steered and targeted MD. 
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Figure 9.1: M1 structure and sequence. A. Side view of the AChR homolog GLIC (pdb 

accession number 3P50; [86]. ECD, extracellular domain; TMD, transmembrane domain; blue, 9-

10-M1; tan spheres, equatorial M2 gate; *, neurotransmitter binding site (AChR  subunit). The 

C atoms are colored by gating phi value (AChR  subunit). The ECD is mostly ~0.8 (cyan) and 

the TMD is mostly ~0.6 (green). B. Close-up of M1 (AChR numbering). N217-V218 is a 

gating phi-value border (arrow).  The N-terminal residue of the  helix, F214, has a phi ~0.3 

(red). C. Sequence alignment of M1 region (marked by orange bar). The M1 proline is conserved 

throughout the family. Color scheme: BLOSUM62 identity score. 
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Figure 9.2: -helix bend and energy: A. M1, O vs. C (GluCl) [73, 74]. The  tilt angle is ~7o 

shallower in O (green; 3RIF) vs. C (orange; 4TNV) and even shallower in a possibly-desensitized 

GABAR structure (yellow; 4COF [95]). B. The difference in M1 backbone conformational energy, 

O minus C (GluCl). The  boundary is more strained in Closed. C.  tilt angle in different 

pentameric ligand gated ion channels. The pi-helix forming Proline residue is shown by orange 

sticks. The n—n+5 backbone hydrogen bonds shown by cyan lines. The closed structures have 

greater angle of kink than the open structures. The GABA structure, which is in a possibly 

desensitized state, has the smallest angle of kink. 
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Figure 9.3: Dihedral angles of M1 helix. Backbone dihedral angles of GluCl (top) and GLIC 

(bottom) structures. Black and red are the Open conformations and blue are the Close 

conformations. The phi angles (left) seem to be similar in general between the O and C structures. 

But the psi angles (right) are different between O and C. 
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Figure 9.4: Principal Component Analysis of different PDB structures. Red, Open; black, 

Closed; Green, putative Desensitized. A. PCA of M1M2 domain on all 28 structures of Table 9.1. 

2BG9 and 2M6B are clear outliers, and hence not used for the rest of the analysis. B. PCA of 

M1M2 domain on 26 structures. All the Open structures form a cluster by both the top two modes. 

C. PCA of M1 on 26 structures, mode 2 vs. mode 1. D. PCA of M1 on 26 structures, mode 3 vs. 

mode 2. 
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Figure 9.5: Normal Mode Analysis of TMD helices. A. The lowest 20 non-zero eigenvalues of 

NMA analysis on GluCl Closed structure (4TNV). B. The overlap of each mode on GluCl Open 

structure (3RIF). The cumulative squared overlap for the 20 modes (blue line) is a significantly 

high ~83%. Modes 2 and 6 have the highest overlap at ~ 40% and ~45% respectively. 



188 

 

 

Figure 9.6: Structural details of top-overlap modes. Side view (left) and top view (right) of 

modes 2 and 6. Both the modes involve a bending motion of the p-helix, with a simultaneous 

withdrawal of M2 from the channel pore. Pore location indication by light blue light (left) and 

circle (right). M1 proline and gate 9’ residue shown by spheres. A corresponding M23 linker 

motion was also observed, which will be a part of a future study. 
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Ref. No. PDB id Receptor type State 

1 3RHW GluCl + ivermectin O 

2 3RIF GluCl + ivermectin + glutamate O 

3 3RI5 GluCl + ivermectin + picrotoxin O 

4 3RIA GluCl + ivermectin + iodide O 

5 4TNW GluCl+POPC, lipid modulated O 

6 4TNV GluCl, apo C 

7 5HCJ GLIC LC 

8 4ZZB GLIC + Xenon ion LC 

9 4ZZC GLIC + Xenon ion O 

10 4NPQ GLIC C 

11 4NPP GLIC O/LC 

12 4HFI GLIC O 

13 4YEU ELIC-GLIC chimera C 

14 4Z90 ELIC + isoflurane C 

15 4Z91 ELIC C (2nd) 

16 4TWD ELIC + memantine C (PB) 

17 4TWF ELIC + bromomemantine C (PB) 

18 3RQU ELIC C 

19 3RQW ELIC + acetylcholine  C 

20 2VL0 ELIC C 

21 2BG9 Torpedo nAChR C 

22 4COF GABAA-R 3 D 

23 3JAD GlyR 1 + strychnine C 

24 3JAE GlyR 1 + glycine O 

25 3JAF GlyR 1 + glycine + ivermectin D 

26 2M6B GlyR 1 TM monomer O 

27 5CFB GlyR 3 + strychnine C 

28 4X5T GLIC- GlyR(1) chimera C 

 

Table 9.1: Dataset from PDB used for PCA analysis. States: O – open; C – closed; C (2nd) – a 

second closed conformation; PB – pore blocked; D – desensitized. 
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Appendix 1 

Hydrogen bond analysis in primary biochemical states of 

kinesin-microtubule system 

METHOD: 

 Hydrogen bonds (HB) between two polar atoms (i.e., as acceptor and donor) were 

identified by the VMD program [224] using the geometric criteria: a donor−acceptor distance of 

<3.5 Å and a donor−hydrogen−acceptor angle of <60° [328]. The HBs were identified in all the 

2500 snapshots of the last 50ns ensemble for each state, and their fractional occupancies calculated 

(fraction of total snapshots where a given HB is present). The mean occupancies of each HB over 

4 trajectories is given in Table A1. Only those residue pairs with average HB occupancy > 0.3 

were considered. Since multiple HBs may form between two residues through different H-atoms 

and donor-acceptor pairs, the average HB occupancy may be greater than 1. We focused on those 

HBs involving the kinesin-tubulin interface and the nucleotide-binding pocket. 

 

RESULT: 

 HBs involving nucleotide-binding motifs (see Table A1 and Figure 6.10) 

a. HBs between kinesin and nucleotide: In ADP and ATP state, ADP forms HBs mainly with 

residues 88-93 of P-loop. In ADP state, no HB forms between ADP and switch I or II due to an 

open nucleotide-binding pocket (see Figure 6.4(d) and Table 6.5). In ATP state, in addition to an 
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HB between ADP and N198 of switch I as found previously [217], more HBs form between AlF4 

and residues S201, S202, R203 of switch I and G234 of switch II. Among them, two HBs involving 

S202 [180, 329] and G234 [180] are known to be important for ATP hydrolysis, which were not 

observed with high occupancy in our previous study [217]. 

b. HBs between nucleotide-binding motifs: Between P-loop and switch II, 2 HBs form in each 

state. For example, an HB between T87 and E236, together with another HB between T92 and 

D231, was observed in ADP and ATP state but not in APO state, which is consistent with the 

finding of open switch II in APO state (see Figure 6.4(d) and Table 6.5). The importance of this 

HB to the closure of nucleotide-binding pocket was supported by the finding that a mutation of 

T436 in NCD (corresponding to T87 of kinesin-1) caused faster ADP release and uncoupling of 

ATPase from force generation [330]. Two HBs between K91 and D231/L232 only form in APO 

state after the release of K91 from ADP coordination. Between switch I and II, 3, 2, and 2 HBs 

form in APO, ADP, and ATP state, respectively. An HB (also a salt bridge) forms between R203 

and E236 in all three states with different occupancy. This salt bridge was thought to be essential 

to ATP hydrolysis by closing the backdoor of nucleotide-binding pocket [240], and its disruption 

leads to Pi release [180] as supported by mutational studies [331, 332]. S202 forms an HB with 

D231 in APO state and with G234 in ADP state. An HB forms between R190 and D231 in APO 

and ATP state, which may be involved in stabilizing a more ordered switch II in these states than 

ADP state. An alternative role of R190-D231 HB in Mg dissociation was also proposed [239]. 

Between switch I and P-loop, only one HB forms in ATP and APO state but not in ADP state, 

which is consistent with a more open and less extended switch-I conformation in ADP state (see 

Figure 6.4(d)).  



192 

 

c. HBs between nucleotide-binding motifs and tubulin-binding motifs (including loop L7, loop 

L11, helixand 6 helix): In ADP state, switch I forms 2 HBs with loop L11 and 3 HBs with 

loop L7. One HB between R203 of switch I and E250 of L11 also forms in APO and ATP state. 

Consistent with the functional importance of this HB, a E250A mutation resulted in defective MT-

activated ATPase [333]. However, our finding of this HB in all three states does not support the 

proposal that it stabilizes a raised conformation of L11 that contributes to weak MT binding [180] 

and stabilization of Mg binding in ADP state [181]. Two HBs between switch I (involving R190 

and S200) and L7 (involving E136) are unique to ADP state, which are likely to stabilize the weak 

MT-binding conformation of L7. In a structural study of KIF1A, a tri-residue Mg stabilizer 

(involving E148, R203, and D248 of KIF1A, corresponding to E136, R190, and D248 of kinesin-

1) was proposed to stabilize Mg binding in ADP state [181] . In ATP state, switch I forms 1 HB 

with loop L11 and 2 HBs with loop L7, switch II forms 2 HBs with L11/4, and P-loop forms 2 

HBs with 6 helix. An HB between E236 of switch II and N255 of helix is also present in APO 

state but not in ADP state. In support of a role of this HB in coupling MT binding with ADP 

release, two decoupling mutations N650K and E631A were found in KAR3 (corresponding to 

N255 and E236 of human kinesin-1) [251], and an N256K mutation of rat kinesin-1 (corresponding 

to N255 of human kinesin-1) was found to block MT stimulation of ADP release and ATP 

hydrolysis [331]. An HB between H191 of switch I and E136 of L7 only forms in ATP and APO 

state, which is likely involved in stabilizing the strong MT-binding conformation of L7. In APO 

state, switch I forms 1 HB with loop L11 and 3 HBs with loop L7, switch II forms 1 HB with 4 

helix, and P-loop forms 2 HBs with 6 helix. Some of them are unique to APO state (such as an 

HB between T87 of P-loop and E311 of 6 helix). In sum, we have found the above HBs 

potentially mediating communication between the nucleotide-binding pocket and the MT-binding 
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site following three possible paths: 1. via switch Iloop L7 (see ref [235] and ref [214]); 2. via 

switch I and IIloop L11 and helix (see ref [235]); 3. via P-loop6 helix (see ref [334]). 

HBs involved in kinesin-tubulin binding (see Table A1 and Figure 6.10) 

  We found that 16, 26, and 26 HBs form between kinesin and -tubulin in ADP, APO, 

and ATP state, respectively. The finding of fewer HBs in ADP state than ATP or APO state is 

consistent with weak MT binding in ADP state and strong MT binding in ATP and APO state. 

Next, we focused on HBs involving the following tubulin-binding motifs:  

 1 HB forms between K141 of loop L7 and E159 of -tubulin in APO state, and in ATP 

state with lower occupancy, supporting its role in strong MT binding which triggers Mg-

ADP release [181]. The importance of this HB to MT-activated Mg-ADP release was 

supported by the finding that an R153A mutant of KIF1A (corresponding to K141 of 

kinesin-1) exhibited impaired MT-activated ATPase [181].  

 2, 7, and 5 HBs form between loop L8 (residues H156, E157, D158, K159, and R161) and 

-tubulin in ADP, APO, and ATP state, respectively. Unlike ref [217], we found L8 to be 

more involved in kinesin-tubulin binding (with more HBs) in ATP and APO state than 

ADP state. We note the above differences in L8-tubulin HBs cannot be detected by 

inspecting static structures of the three states which showed little change of L8 

conformation (see Figure 6.4c and ref [179]).  

 3, 4, and 5 HBs form between loop L11 (residues K237, K240, and E244) and -tubulin in 

ADP, APO, and ATP state, respectively. Two HBs between K240 and E244 of L11 and -

tubulin only form in APO and ATP state, and K237 forms HBs with -tubulin with higher 
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occupancy in APO and ATP state than ADP state. These interactions may contribute to 

strong MT binding.  

 2, 3, and 6 HBs form between helix (residues K252, N255, S259, N263, and E270) and 

-tubulin in ADP, APO, and ATP state, respectively. Of particular interest are two HBs 

between E270 & N255 and -tubulin which form in APO and ATP state but not in ADP 

state, hinting for their role in facilitating strong MT binding.  

 6, 3, and 5 HBs form between loop L12 (residues T273, Y274, R278, and D279) and -

tubulin in ADP, APO, and ATP state, respectively. The finding of more HBs in ADP state 

than APO and ATP state is consistent with the proposal that L12 is involved in weak MT 

binding in ADP state [180]. Y274 and R278 are involved in multiple HBs in all three states. 

The importance of R278 to kinesin-tubulin interaction was supported by an alanine-

scanning mutagenesis study [333].  

 3, 5, and 3 HBs form between helix (residues S310, K313, S314, and R321) and -

tubulin in ADP, APO, and ATP state, respectively. An HB forms between R321 and E415 

of -tubulin in all three states. The higher occupancy of this HB in APO and ADP state is 

consistent with a mutational study that found E415 of -tubulin as important for coupling 

MT binding and ADP release [335]. Another mutational study [29] supported the 

importance of R321 to kinesin’s ATPase activities.  

 Summarizing, we found a network of HBs spanning the kinesin-tubulin interface, which 

differ significantly between ADP, APO, and ATP state in a way that is consistent with their 

different MT-binding affinity. The HBs present in APO and ATP state (but not in ADP state) are 

predicted to be important for enabling high MT-binding affinity.  
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Table A1. Results of hydrogen bond analysis based on MD simulation in APO, ATP and ADP state.  

 

kinesin-tubulin residue pair  

HB occupancy 

 

kinesin residue pair 

HB occupancy 

APO state ATP state ADP state APO state ATP state ADP state 

K44 E423_α 0.33   T87 E236  0.34 0.55 

D235 E414_α 0.58   S88 N198  0.60  
K237 E414_α 0.90 0.96 0.58 K91 D231 1.32   
K237 E417_α 0.93 0.74 0.58 K91 L232 0.67   
K237 E420_α   0.35 T92 H200 0.53   
K240 E417_α 0.54 0.43  T92 D231  1.20 0.94 

K240 E420_α  0.53  R190 D231 0.62 1.51  
E244 K112_α 0.35 0.52  S202 D231 0.73   
N255 M413_α 0.80 0.84  S202 G234   0.67 

S259 E415_α 1.16 0.77 0.68 R203 E236 1.16 0.96 0.60 

N263 R402_α  0.39   
N263 E415_α   0.41 Q86 T312 0.77 0.31  
E270 K401_α 0.75 0.49  Q86 T315  0.48  
E270 R402_α  0.63  T87 E311 1.46   
S310 E420_α 0.39 0.88  R190 E136   1.55 

K313 E420_α 0.56  0.33 H191 E136 1.79 2.35  
K313 E423_α 0.97 1.31 0.99 S200 E136   1.41 

S314 E414_α 0.60   R203 E136 0.31   
R321 E415_α 0.99 0.49 2.19 R203 E244   1.14 

 R203 E250 1.12 0.68 0.87 

K141 E159_β 0.88 0.45  S204 E136 1.02 1.00 0.87 

H156 E420_β 0.82 0.76  E236 T241  0.36  
E157 E420_β 0.45 0.49  E236 N255 1.71 1.54  
E157 S423_β 1.40 1.17   
D158 T419_β 0.44   

kinesin-ligand pair 

HB occupancy 

K159 E415_β 0.34   APO state ALF state ADP state 

R161 E420_β   1.65 S88 ADP - 0.95 1.02 

R161 E422_β 1.87 1.26  S89 ADP - 3.08 1.69 

R161 D427_β 0.62 1.24 0.34 G90 ADP - 1.85 1.41 

K252 D163_β  0.34  K91 ADP - 2.12 1.84 

T273 Q434_β  0.58  T92 ADP - 1.31 1.26 

Y274 R264_β   0.39 H93 ADP - 1.14 1.22 

Y274 D427_β   0.60 N198 ADP - 0.72  
Y274 E431_β 0.83 0.74  T87 AlF4 - 0.82 - 

Y274 Q434_β 0.67 0.93 0.38 K91 AlF4 - 1.00 - 

R278 E196_β   1.28 S201 AlF4 - 0.31 - 
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R278 D427_β 1.94 1.84 0.36 S202 AlF4 - 0.56 - 

D279 R264_β  0.63 0.68 R203 AlF4 - 0.69 - 

R284 E196_β 0.77 1.46  G234 AlF4 - 0.81 - 

 

For clarity, residues of P-loop, switch I and II are shown in blue, red and green font, respectively, 

and residues of MT-binding motifs are highlighted by different colors (L7: purple, L8: tan, L11: 

yellow, L12: pink, : dark yellow, cyan, orange). Only HBs with average occupancy 

>0.3 are shown. Underlined HBs are also shown in Figure 6.10. 
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Appendix 2 

Electrophysiology experimental results for AChR-agonist affinity differences 

between fetal and adult-type receptors [279].  

 

Electrophysiology Methods 

AChRs were expressed in HEK cells by transient transfection of mouse endplate AChR 

subunits. Mutations were incorporated into AChR subunits using the QuickChange site-directed 

mutagenesis kit (Agilent Technologies, CA) and were verified by nucleotide sequencing. Single-

channel currents were recorded in the cell-attached patch configuration (23 oC). The bath solution 

was (mM): 142 KCl, 5.4 NaCl, 1.8 CaCl2, 1.7 MgCl2, 10 HEPES/KOH, pH 7.4 and the pipette 

solution was: 137 NaCl, 0.9 CaCl2, 2.7 KCl, 1.5 KH2PO4, 0.5 MgCl2, and 8.1 Na2HPO4, pH 7.3. 

To estimate the fully-liganded gating equilibrium constant, a saturating concentration of agonist 

(100 mM; >100×Kd) was added to the pipette. The agonists were acetylcholine (ACh), 

tetrametylammonium (TMA), carbamylcholine (CCh) and choline. Experimental estimates of 

affinities (Kd) and gating equilibrium constants, E0 and E1, were measured using the techniques 

explained in page 41-42. Electrophysiology analysis was done from single-channel current interval 

durations by using QUB software [336]. E1 was estimated as the gating equilibrium constant for a 

single site at high [agonist] (full-saturation, >5×Kd). E0 was estimated from the gating equilibrium 

constant in the absence of any agonists using a constitutively active background [103, 337]. In the 

cross-concentration approach the membrane was held at -100 mV, and in experiments at high 

[agonist] the membrane was depolarized to +70 mV in order to reduce channel-block by the 

agonist. Membrane potential has no effect on Kd [338]. In order to study AChRs having just one 
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functional binding site we added mutations to the  subunits that eliminate binding at the 

mutated site [293] (also explained in page 38). To make -or-only AChRs, P123R mutations 

were applied, and to make -only AChRs, P121R mutations were applied, sometimes in 

combination with W55R. These mutations also change E0, which was measured and corrected 

for, in each knock-out construct.  

 

Results 

 

 

Agonist energy for AChRs with 2 WT binding sites (GB2) [91, 339] 
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Agonist energy for AChRs with 1 functional WT binding site (GB1) in kcal.M-1. 

 

 

Effects of mutations of core aromatic residues on the agonist energy 
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ACh binding energies (kcal.M-1) for A and F mutants of core aromatic residues. For the adult 

receptor, the agonist energies for the tyrosine to alanine mutations were previously estimated in 

AChRs with 2-WT binding sites [284]. Assuming that the  and  sites are independent and 

equivalent, GB1mut = GB2/2 (*).  
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