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This is a study of the behavioral biometric of smartphone motion to determine the potential 

accuracy of authenticating users on smartphone devices. The study used the application Sensor 

Kinetics Pro and the Weka machine-learning library to analyze accelerometer and gyroscope data.  

The study conducted three experiments for the research. They were conducted in spring 2015, fall 

2015, and spring 2016. The final experiment in spring 2016 used six Android-based smartphones 

to capture data from 60 participants and each participant performed 20 trials of two motions: 

bringing the phone up to eye level for review, and then bringing the phone to the ear, resulting in 

1200 runs. The resulting sensor datasets were used for machine learning training and testing. The 

study used filtering data to remove noise, and then aggregated the data and used them as inputs to 

the Weka Machine Learning tool. The study used several machine classification algorithms: the 

Multilayer Perception (MLP), k-Nearest Neighbor (k-NN), Naïve Bayes (N-B), and Support 

Vector Machine (SVM) machine learning classification algorithms. The study reached 

authentication accuracies of up to 93% thus supporting the use of behavioral motion biometrics 

for user authentication. Preliminary studies with smaller numbers of participants in spring 2015 

and in fall 2015 also produced 90%+ authentication accuracy.  

Keywords - Behavioral Biometrics, User Authentication, Accelerometer, Gyroscope, Android 

devices, Weka, Motion Capture  

 

  



 

 

iv 

 

 

Acknowledgements 

 
I would like to dedicate this dissertation to my loving parents, Ali Asghar Maghsoudi and 

Marjan Alaee, for their endless love and support.   

 

I also dedicate this work to my loving wife, Sorour, and my loving daughter Taneen. I could 

not have done this with your support and understanding. I love you both very much! 

 

I also extend the dedication of this work to my brothers Houshang, Mohammad Ali, 

Mohammad Ebrahim, and my sisters Fakhri and Shamsi.   

 

I would like to thank and acknowledge my advisor, Dr. Charles Tappert, whose advice, 

support, and constant encouragements made this possible for me. Working with Dr. Tappert 

allowed me to prepare a paper jointly and for me to present the paper at the European 

Intelligence and Security Informatics Conference (EISIC) at Uppsala University, Sweden, in 

2016.  I will always cherish this wonderful academic experience and opportunity…thanks very 

much, Dr. Tappert! 

 

I have been privileged to have a wonderful and lifelong friend, Mehrdad Vatani. Thanks 

very much Mehrdad for all your encouragements, inspirations, and your belief in me! 

 

I would like to acknowledge and say special thanks to Dr. Ronald Frank and Dr. Li-

Chiou Chen for all the great courses I have taken with them and for accepting my invitation to be 

the members of my dissertation defense committee. 

 

I would like also to say special thanks and extend my gratitude to Dr. Fred Grossman, Dr. 

Lixin Tao and the entire faculty and support staff at Seidenberg at Pace University for making 

this great DPS program possible.  

 

I would also like to acknowledge and thank my cohorts in the class of 2016 and members of 

Team 1. We worked through it all together. I would like to extend special thanks and gratitude to 

Leigh Anne Clevenger and Hugh Eng for always being there to support me. 

 

Finally, I would like to thank the Master’s Degree students who worked with me on their 

capstone projects in 2015 and 2016. I am truly grateful to each of them for the work they did in 

support of this dissertation. My special thanks to Jonathan I. Lee for the research work in fall 

2015 and spring 2016 in collecting the data and for the development of the Java program, and to 

Christopher Carlson for his work and for introducing the Sensor Kinetic Pro App for the spring 

2015 research. 

  



 

 

v 

 

Contents 

Abstract .......................................................................................................................................... iii 

List of Figures ................................................................................................................................. x 

List of Tables ............................................................................................................................... xiii 

List of Equation(s) ....................................................................................................................... xiv 

Names and Acronyms Equivalence .............................................................................................. xv 

 ....................................................................................................................................... 16 

Introduction ............................................................................................................................... 16 

1.1   Overview ........................................................................................................................... 16 

1.2   Current Authentication Methods/Technologies on Smartphones ..................................... 17 

1.3   Using Passwords to Authenticate Users ........................................................................... 18 

1.4   Using Security Tokens to Authenticate Users .................................................................. 19 

1.5   Using Biometric Technology to Authenticate Users ........................................................ 21 

1.6   Physical Biometric Technologies ..................................................................................... 22 

1.6.1   Fingerprint.................................................................................................................. 23 

1.6.2   Iris Recognition .......................................................................................................... 25 

1.6.3   Facial Recognition ..................................................................................................... 26 

1.6.4   Voice Verification ...................................................................................................... 28 

1.7   Behavior Biometric Techniques ....................................................................................... 29 

1.7.1   Signature Verification ................................................................................................ 29 

1.7.2   Keystroke Dynamics .................................................................................................. 30 

1.7.3   Mouse Biometrics ...................................................................................................... 33 

1.8   Sensors:  The Technology behind the Biometrics ............................................................ 33 

1.8.1   Sensor Type:  Accelerometer ..................................................................................... 34 

1.8.2   Sensor Type:  Gyroscope ........................................................................................... 34 

1.9   Machine Learning Algorithms .......................................................................................... 35 



 

 

vi 

 

1.9.1   Supervised Learning .................................................................................................. 36 

1.9.2   Unsupervised Learning .............................................................................................. 36 

1.9.3   Reinforcement Learning ............................................................................................ 36 

1.9.4   List of Common Machine Learning Algorithms ....................................................... 36 

1.9.5   Support Vector Machine (SVM) ................................................................................ 37 

1.9.6   Naïve Bayes (N-B) ..................................................................................................... 38 

1.9.7   K- Nearest Neighbors (k-NN) .................................................................................... 39 

1.9.8   Multilayer Perceptron (MLP) .................................................................................... 40 

1.10   Available Machine Learning Tools/Classifiers .............................................................. 41 

1.10.1   Waikato Environment for Knowledge Analysis (Weka) ......................................... 41 

1.10.2   Pace University Classifier ........................................................................................ 42 

1.11   Problem Statement .......................................................................................................... 43 

1.12   Study’s Relevance - General ........................................................................................... 45 

1.12.1   Study’s Relevance – So What? ................................................................................ 45 

1.12.2   Study’s Relevance – Use Cases ............................................................................... 47 

1.12.3   Study’s Relevance – Using Hand Motions as Behavioral Biometrics ..................... 47 

1.13   Purpose of Study ............................................................................................................. 48 

1.14   Scope of this Study ......................................................................................................... 48 

1.15   Researches Conducted for this Study ............................................................................. 49 

1.16   Chapter Conclusion ......................................................................................................... 49 

1.16   Roadmap ......................................................................................................................... 49 

 ....................................................................................................................................... 51 

Review of the Literature and Related Work ............................................................................. 51 

2.1   Introduction ....................................................................................................................... 51 

2.2   Security Breaches in the News ......................................................................................... 51 

2.3   Traditional Technologies Used to Protect Systems and Smartphones .............................. 53 



 

 

vii 

 

2.4   User ID and Password Authentications ............................................................................ 53 

2.5   Identity Token Authentications......................................................................................... 56 

2.6   Biometrics Authentications ............................................................................................... 57 

2.6.1   Using Smartphones to Authenticate Users Performing Daily Activities ................... 58 

2.6.2   Use of Multi-Sensor Authentication to Improve Smartphone Security ..................... 61 

2.7   Role of Machine Learning Algorithms in Biometrics Authentication.............................. 62 

2.8   Applications of Sensor-Based Smartphones ..................................................................... 63 

2.9   The Focus of This Study/Research: Using Motion Data to Authenticate Users............... 64 

2.10   Chapter Summary and Conclusion ................................................................................. 64 

 ....................................................................................................................................... 65 

Solution Methodology .............................................................................................................. 65 

3.1   Introduction ....................................................................................................................... 65 

3.2   Chapter Organization ........................................................................................................ 65 

3.3   Tools Used to Support the Methodology and Research.................................................... 66 

3.3.1   The First Tool:  Sensor Kinetics Pro Mobile App ..................................................... 66 

3.3.2   The Second Tool: Weka Machine Learning .............................................................. 72 

3.4   Data Gathering Protocol – General for the Three Researches Performed ........................ 77 

3.4.1   Data Gathering Protocol in spring 2016 .................................................................... 79 

3.4.2   Data Gathering Protocol in fall 2015 ......................................................................... 79 

3.5   Definition of Arbitrary Motions Using a Smartphone ...................................................... 81 

3.6   Details on the Motions and Data Collection Steps ........................................................... 81 

3.7   Complete Steps of Capture and Process of the Motion Data: ........................................... 84 

3.8 Data Storage .................................................................................................................. 84 

3.8   Feature Extractions, Data Processing & Machine Learning Algorithms .......................... 90 

3.8.1   Manual Feature Extraction ......................................................................................... 90 

3.8.2   Automated Feature Extractions.................................................................................. 91 



 

 

viii 

 

3.8.3   Manual Feature Extraction & Automated (spring/fall 2015 Research) ..................... 93 

3.8.4   Automated Data Processing ....................................................................................... 96 

3.8.5   The Java Program ...................................................................................................... 96 

 ....................................................................................................................................... 97 

Experiments and Results ........................................................................................................... 97 

4.1   Introduction ....................................................................................................................... 97 

4.2   Chapter Organization ........................................................................................................ 97 

4.3   Timeline of the Study and Related Researches ................................................................. 99 

4.4   Research Study in spring 2015 ......................................................................................... 99 

4.4.1   Result of the spring 2015 Research ......................................................................... 101 

4.4.2   Conclusion of the Research of spring 2015 ............................................................. 102 

4.5   Research Study in fall 2015 ............................................................................................ 102 

4.5.1   Data Gathering Protocol for fall 2015 Research ...................................................... 103 

4.5.2   Test Results for fall 2015 Research ......................................................................... 104 

4.5.3   Conclusion of the fall 2015 Research ...................................................................... 106 

4.6   Research Study in spring 2016 ....................................................................................... 108 

4.6.1   Data Gathering Protocol for Research of spring 2016 ............................................. 108 

4.6.2   Discarding Some Data ............................................................................................. 112 

4.6.3   Data Processing Methods and Machine Learning for Research of spring 2016 ...... 112 

4.7.4   Summary of the High-Level Data Processing ......................................................... 115 

4.7.5   Machine Learning Algorithms Used in the spring 2016 Research .......................... 116 

4.7.6   Separate and Additional Experiments Conducted in spring 2016 ........................... 116 

4.7.7   Results for Complex Method Using Different Sample Sizes .................................. 120 

4.7.8   The Final Test Results for Research of spring 2016 ................................................ 121 

4.8   False positive Rates per Individual Test Participant ....................................................... 125 

4.9   Chapter Conclusion ......................................................................................................... 125 



 

 

ix 

 

 ..................................................................................................................................... 127 

Conclusions ............................................................................................................................. 127 

5.1   Research Conclusion ....................................................................................................... 127 

5.2   Quick Summary of Conclusion ....................................................................................... 130 

5.3   Future Development........................................................................................................ 131 

Appendix A ................................................................................................................................. 132 

Execution Results of Random Sets of Five, Ten and Twenty ................................................ 132 

Appendix B ................................................................................................................................. 142 

Java Program for Automated Feature Extraction.................................................................... 142 

References ................................................................................................................................... 149 

 



 

 

x 

 

List of Figures 

Figure 1.1 Different User Authentication Types .......................................................................... 18 

Figure 1.2 Soft Token – Randomly Generated Number [by Entrust Company] [49]................... 20 

Figure 1.3 Types of Fingerprints [52] ........................................................................................... 23 

Figure 1.4 Block Diagrams: Enrollment, Verification, and Identification [51] ............................ 24 

Figure 1.5  Process: IRIS Identification Steps [115] .................................................................... 25 

Figure 1.6 IRIS Scanners [54] ...................................................................................................... 26 

Figure 1.7 Facial Recognition [82] ............................................................................................... 27 

Figure 1.8 Voice Verification [96]................................................................................................ 28 

Figure 1.9 Signature Verification [80] .......................................................................................... 30 

Figure 1.10 Keystroke Dynamics [60] .......................................................................................... 32 

Figure 1.11 Mouse Biometrics [63] .............................................................................................. 33 

Figure 1.12 Sensor Type:  Accelerometer [111] ........................................................................... 34 

Figure 1.13 Sensor Type:  Gyroscope [99] ................................................................................... 35 

Figure 1.14 Support Vector Machine (SVM) Algorithm [101] .................................................... 37 

Figure 1.15 K-Nearest Neighbor (k-NN) Algorithm [101] .......................................................... 40 

Figure 1.16 Multilayer Perceptron (MLP) Diagram/Algorithm [106].......................................... 41 

Figure 1.17 Waikato Environment for Knowledge Analysis (Weka)........................................... 42 

Figure 2.1 Biometric Experiment: Capturing Sensors' Data to Train/ Authenticate .................... 62 

Figure 2.2 SVM:  Find the Largest Margin Separating Two Groups of Data [35] ...................... 63 

Figure 3.1 Sensor Kinetics Pro App: Showing the X, Y and Z Graphs ........................................ 67 

Figure 3.2 Sensor Kinetics Pro: Starting the App ......................................................................... 69 

Figure 3.3 Sensor Kinetics Pro:  Starting the Accelerometer or Gyroscope Sensor ..................... 70 

Figure 3.4 Sensor Kinetics Pro: Save Captured Sensor’s Data Locally ....................................... 71 

Figure 3.5 Sensor Kinetics Pro: Save captured Sensor’s Data Locally ........................................ 71 

Figure 3.6 Sensor Kinetics Pro: Saving Captured Sensor’s Data ................................................. 72 

file:///C:/Javid/Pace%20University/Dissertation/Javid%20Dissertation.docx%23_Toc491177163
file:///C:/Javid/Pace%20University/Dissertation/Javid%20Dissertation.docx%23_Toc491177164
file:///C:/Javid/Pace%20University/Dissertation/Javid%20Dissertation.docx%23_Toc491177165
file:///C:/Javid/Pace%20University/Dissertation/Javid%20Dissertation.docx%23_Toc491177166
file:///C:/Javid/Pace%20University/Dissertation/Javid%20Dissertation.docx%23_Toc491177167
file:///C:/Javid/Pace%20University/Dissertation/Javid%20Dissertation.docx%23_Toc491177168
file:///C:/Javid/Pace%20University/Dissertation/Javid%20Dissertation.docx%23_Toc491177170
file:///C:/Javid/Pace%20University/Dissertation/Javid%20Dissertation.docx%23_Toc491177171
file:///C:/Javid/Pace%20University/Dissertation/Javid%20Dissertation.docx%23_Toc491177173
file:///C:/Javid/Pace%20University/Dissertation/Javid%20Dissertation.docx%23_Toc491177174
file:///C:/Javid/Pace%20University/Dissertation/Javid%20Dissertation.docx%23_Toc491177175
file:///C:/Javid/Pace%20University/Dissertation/Javid%20Dissertation.docx%23_Toc491177176
file:///C:/Javid/Pace%20University/Dissertation/Javid%20Dissertation.docx%23_Toc491177177
file:///C:/Javid/Pace%20University/Dissertation/Javid%20Dissertation.docx%23_Toc491177178
file:///C:/Javid/Pace%20University/Dissertation/Javid%20Dissertation.docx%23_Toc491177179
file:///C:/Javid/Pace%20University/Dissertation/Javid%20Dissertation.docx%23_Toc491177182
file:///C:/Javid/Pace%20University/Dissertation/Javid%20Dissertation.docx%23_Toc491177184


 

 

xi 

 

Figure 3.7 Weka: GUI Chooser User Interface ............................................................................ 73 

Figure 3.8 Weka: Selecting Data Type as Input to Weka ............................................................. 74 

Figure 3.9 Weka:  Selecting the Algorithm Type ......................................................................... 76 

Figure 3.10 Sample Result of a Run Using Naïve Bayes (NB) Algorithm .................................. 77 

Figure 3.11 Simple Method: Graph Motions - Manual Feature Extraction Highlighted ............. 80 

Figure 3.12 Arbitrary Motions in the fall 2015 Research ............................................................. 81 

Figure 3.13 Test: Process Started Smartphone on a Table ........................................................... 81 

Figure 3.14 Test: Sensor Kinetic Pro: App Home Page ............................................................... 82 

Figure 3.15 Test: First Motion - Bring the Phone to View (First Long Motion) .......................... 82 

Figure 3.16 Test: Second Motion – Pause While Viewing ........................................................... 83 

Figure 3.17 Test: The Second Long Motion: Move the Phone to the Ear Level .......................... 83 

Figure 3.18 Process: Complete Capture and Evaluation of the Data from Motions ..................... 84 

Figure 3.19 Data Storage: View of the Folders on Google Drive ................................................ 85 

Figure 3.20 Data Storage: Accelerometer and Gyroscope Data - Participant’s Trials ................. 86 

Figure 3.21 Data Storage: Google Drive Files Locally ................................................................ 87 

Figure 3.22 Data Storage: Contents of a Directory with Data from the Sensors .......................... 88 

Figure 3.23 Data Storage: Sample *.CSV Data from Gyroscope ................................................. 88 

Figure 3.24 Data Storage: The Aggregated Data with Average and Variance ............................. 89 

Figure 3.25 Weka: A Sample Execution with Accuracy Rate ...................................................... 89 

Figure 3.26 Multilayer Perceptron: Input, Output, and Hidden Layers [13] ................................ 92 

Figure 3.27 Acceleration vs. Time ................................................................................................ 94 

Figure 3.28 Data: Raw Motion Data ............................................................................................. 95 

Figure 4.1 Research Timeline ....................................................................................................... 99 

Figure 4.2 Profile of Test Participants in spring 2016 Research ................................................ 110 

Figure 4.3 spring 2016: Summary of Research Data and Activities........................................... 110 

Figure 4.4 Simple Division Method............................................................................................ 113 

file:///C:/Javid/Pace%20University/Dissertation/Javid%20Dissertation.docx%23_Toc491177193
file:///C:/Javid/Pace%20University/Dissertation/Javid%20Dissertation.docx%23_Toc491177194
file:///C:/Javid/Pace%20University/Dissertation/Javid%20Dissertation.docx%23_Toc491177195
file:///C:/Javid/Pace%20University/Dissertation/Javid%20Dissertation.docx%23_Toc491177196
file:///C:/Javid/Pace%20University/Dissertation/Javid%20Dissertation.docx%23_Toc491177197
file:///C:/Javid/Pace%20University/Dissertation/Javid%20Dissertation.docx%23_Toc491177199
file:///C:/Javid/Pace%20University/Dissertation/Javid%20Dissertation.docx%23_Toc491177205
file:///C:/Javid/Pace%20University/Dissertation/Javid%20Dissertation.docx%23_Toc491177206
file:///C:/Javid/Pace%20University/Dissertation/Javid%20Dissertation.docx%23_Toc491177212
file:///C:/Javid/Pace%20University/Dissertation/Javid%20Dissertation.docx%23_Toc491177213


 

 

xii 

 

Figure 4.5 Complex Processing of the Motion to Isolate Movement ......................................... 114 

Figure 4.6 Feature Extraction Summary ..................................................................................... 115 

Figure 4.7 Accuracy Rate: Average vs. Variance ....................................................................... 117 

Figure 4.8 All Runs vs. the Additional Test Using Either Average or Variance ........................ 118 

Figure 4.9 Using Simple Methods for Different Size Datasets .................................................. 119 

Figure 4.10 Complex Method: Accuracy Rates - k-NN Algorithm vs. Naive Bayes ................. 120 

Figure 4.11 Comparison of Results from Three Algorithms ...................................................... 122 

Figure 4.12 Approximate Values of Improvements Using Different Parameters ...................... 124 

Figure 4.13 True Positive and False Positive Rates per Individual Test Participant .................. 125 

Figure 5.1 Confusion Matrix....................................................................................................... 130 

  

file:///C:/Javid/Pace%20University/Dissertation/Javid%20Dissertation.docx%23_Toc491177214
file:///C:/Javid/Pace%20University/Dissertation/Javid%20Dissertation.docx%23_Toc491177216


 

 

xiii 

 

List of Tables 

Table 2.1 Biometric Experiment Data: Walking, Jogging, and Stairs [32] .................................. 60 

Table 2.2 Biometric Experiment: Accuracy Rate Using J48 & Neural Net Algorithm [33, 34] .. 60 

Table 2.3 Biometric Experiment with Multiple Sensors: Accuracy Rate [35] ............................. 62 

Table 3.1 The Data Type within a CSV File ................................................................................ 75 

Table 3.2 A CSV-formatted Accelerometer Data from the App. (3-axis) .................................... 80 

Table 3.3 Data extracted from Sensor in CSV-Formatted Form .................................................. 93 

Table 4.1 Correct Classified Instance - Bringing Phone to View ............................................... 100 

Table 4.2 Correct Classified Instance When Phone at Ear Level ............................................... 101 

Table 4.3 Correct Classified Instance - Hanging Up the Phone ................................................. 101 

Table 4.4 Fall 2015 Research - Accuracy Rate with Accelerometer - Manual Extraction ......... 104 

Table 4.5 fall 2015 Research - Accuracy Rate with Gyroscope – Manual Extraction ............... 105 

Table 4.6 fall 2015 Research: Accuracy Rate – Two Sensors – Manual Extraction .................. 105 

Table 4.7 fall 2015 Research: Accuracy Results (Automated Run) ........................................... 106 

Table 4.8 Data Captured from the Sensor Kinetics Pro Application. ......................................... 112 

Table 4.9 Using Simple Methods Using Different Size Datasets ............................................... 119 

Table 4.10 Results for Complex Method Different Sample Sizes .............................................. 120 

Table 4.11 Comparison of Results from Four Algorithms ......................................................... 122 

Table 4.12 Approximate Values of Improvements of Research in Spring 2016 ........................ 123 

  

file:///C:/Javid/Pace%20University/Dissertation/Javid%20Dissertation.docx%23_Toc491171132
file:///C:/Javid/Pace%20University/Dissertation/Javid%20Dissertation.docx%23_Toc491171133
file:///C:/Javid/Pace%20University/Dissertation/Javid%20Dissertation.docx%23_Toc491171134
file:///C:/Javid/Pace%20University/Dissertation/Javid%20Dissertation.docx%23_Toc491171142
file:///C:/Javid/Pace%20University/Dissertation/Javid%20Dissertation.docx%23_Toc491171145


 

 

xiv 

 

  List of Equation(s)  

 

Equation 1.1 Naive Bayes (N-B) Formula [10] ............................................................................ 39 

 



 

 

xv 

 

  Names and Acronyms Equivalence 

The following names or acronyms are equivalent as shown in the body of the document: 

 

• Naïve Bayes and Naive Bayes are the same. 

• The Acronym for Naïve Bayes is shown either as N-B or as NB.  They are 

the same. 

• The Acronym for K-Nearest Neighbor is shown either as K-NN or as k-NN.  

They are the same. 

• The words IRIS, Iris, and iris are the same. 

• Multilayer Perceptron and multilayer perceptron are the same. 

• Sensor Kinetics Pro and Sensor Kinetics Pro Mobile App are the same. 

• Mobile App and Mobile Applications are the same. 

• Mobile Apps and mobile apps are the same. 

• WEKA and Weka are the same. 

• Test subjects or, simply noted, as subjects are the same. 

• Test subjects and test participants are the same. 

 

 

 

 

 



16 

 

 

   

Introduction 

This chapter introduces the use of biometrics to authenticate smartphone users. It will 

provide the information needed to support the study and set the context for the following 

chapters. 

Below is the road map for this chapter. It will provide: 

• Background information on the different types of technologies available on 

smartphones to authenticate users such as: passwords, Persona; identification 

Numbers (PINs), tokens, physiological biometrics, and the focus of this dissertation: 

behavioral biometrics; 

• Background information on sensors and how some sensors can capture biometrics 

like motion; 

• Background information on Machine Learning concepts, algorithms and tools; 

• The problem statement, relevance and scope of this study; 

• The conclusion to the chapter and the roadmap for the rest of the document and 

chapters. 

1.1   Overview 

This study starts by asking if behavioral biometrics, specifically human motions, are suitable 

for purposes of authenticating users of smartphones. User authentication via behavioral 

biometrics has been gaining momentum as more and more people use smartphones. This term, 
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“behavioral biometrics,” covers many gestures like touch, motion, orientation, mouse dynamics, 

handwriting, voice, hand geometry, and gait [40]. 

The challenges inherent in authentication make behavioral biometrics appealing for several 

reasons. For one, it will likely be harder for someone with malicious intent to successfully 

capture a natural motion compared to a password or even a fingerprint. Natural motions also 

provide the option of active authentication since motions such as holding the device, walking 

around with it, and holding it up to one’s ear are ongoing activities. This study focuses on two 

specific hand motions when one holds an Android-based phone: 1) to lift the phone to view at 

eye level, and 2) move the phone to the ear. These two motions are used daily worldwide by 

users and thus provide an opportunity to analyze unique biometrics characteristics of these 

individuals.  

The outcome of the study is to support the use of behavioral biometrics in smartphones to 

authenticate users, especially when used in tandem with other authentication technologies such 

as passwords. 

1.2   Current Authentication Methods/Technologies on Smartphones 

There are several general categories of available authentication methods for smartphones 

specifically on Android-based smartphones. Users utilize the available user interface (UI) on the 

smart phones to communicate with the devices. Currently, smartphones use passwords, tokens, 

and biometrics to authenticate a user. These existing mobile authentication techniques can be 

broadly classified into three paradigms: 
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• Passwords: something you know such as an alphanumeric/graphical password, PIN, 

or piece of personal information (such as a mother’s maiden name) [47]; 

• Tokens: something you have such as a card key, smart card, or token (like a SecurID 

card) [47]; and/or  

• Biometrics: someone you are [47] involving both biological and behavioral 

characteristics 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.1 above shows the different user authentication types. 

1.3   Using Passwords to Authenticate Users 

A password is a word or string of characters used for user authentication to prove one’s 

identity to gain access to a resource [46]. Everyday users utilize their individual IDs and 

passwords, either created by them or given to them, to gain access to a system.    

Password authentication has been widely used in many types of devices for years. Users are 

asked to create, and later, to enter a certain number of digits, characters, or combination thereof, 

to access a smartphone. While this method has been popular and widely accepted worldwide, it 

Figure 1.1 Different User Authentication Types 
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carries certain risks. These risks are well documented. Passwords can be stolen, guessed, hacked 

and discovered.     

A typical computer user has passwords for many purposes: logging into accounts, 

retrieving e-mail, accessing applications, databases, networks, websites, and even reading the 

morning newspaper online [46]. Passwords can be a collection of letters from the alphabets, 

numeric, alphanumeric, special characters, or combinations of all of them. Despite the name, 

there is no need for passwords to be actual words; indeed, passwords that are not actual words 

may be harder to guess: a desirable property of a good password. Some passwords are formed 

from multiple words or may more accurately be called a passphrase [46].   

Most organizations establish a password policy that will require users to create their 

passwords based on certain specifications like a combination of uppercase and lowercase 

characters, numbers, and special characters like question marks or exclamation marks. These 

typically must be of some minimum length. Passwords are usually valid for only certain periods 

and may expire. Some governments have national authentication frameworks [1] that define 

requirements for user authentication to government services, including requirements for 

passwords [3]. 

1.4   Using Security Tokens to Authenticate Users 

Security tokens have also been used to authenticate a user. A token is something that a user 

has [6, 47, 48]. Security tokens are used to prove one's identity electronically, as used when a 

customer attempts to access his/her bank account. The tokens could be equivalent to an 

electronic key to access a system—be it a bank or a corporation’s back end system, etc. [49]. 

https://en.wikipedia.org/wiki/Password#cite_note-1
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Users can utilize both a token and a password together for authentication purposes. Some 

tokens can store one’s electronic signature, biometric data like fingerprint details, or passwords. 

Some tokens are tamper-resistant, while others are equipped with small keypads to enter a PIN 

(Personal Identification Number; e.g., a series of numbers) or a simple button to start generating 

a set of random numbers that can be displayed as shown below [49]:  

Figure 1.2 [49], above, shows a randomly generated number on an equipment supported by 

the Entrust company. 

Some others may use a Universal Serial Bus (USB) connector, Radio-Frequency 

Identification (RFID) functions or Bluetooth wireless interface to enable transfer of the generated 

key number sequence to a client system [48]. These numbers are generated at a server and they 

are then transmitted to a client.   

As noted above, many use tokens in addition to a password to provide an additional layer of 

protection. This combination is known as a two-factor or multifactor authorization [50]. The 

security token's small design allows transport via keychain, pocket or purse [50]. 

Figure 1.2 Soft Token – Randomly Generated Number [by Entrust Company] [49] 

https://en.wikipedia.org/wiki/Biometric
https://en.wikipedia.org/wiki/Fingerprint
https://en.wikipedia.org/wiki/Passwords
https://en.wikipedia.org/wiki/Tamper_resistance
https://en.wikipedia.org/wiki/USB
https://en.wikipedia.org/wiki/RFID
https://en.wikipedia.org/wiki/Bluetooth
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The three main security token types are as follows: 

• Connected token: These tokens require an actual physical connection to generate 

automated authentication data transfer. Some of the widely used connected security 

tokens include Universal Serial Buses (USBs) and smart cards [48, 50]. 

• Disconnected tokens: These tokens are very popular and are used for two-factor 

authentication.  They may require a Personal Identification Number (PIN) before 

generating authentication data. It does not connect, physically or logically, to a host 

computer [48, 50]. 

• Contactless tokens: The uses of these types of tokens are few or are specific to special 

applications. They use Radio Frequency Identification (RFID) technology. These 

tokens are physically connected to the back-end computer for authentication 

purposes.  

All tokens contain some secret information that is used to prove identity. There are, 

however, risks in using the above-mentioned tokens: they can be physically stolen (in the case of 

connected or disconnected tokens), or the transmitted information could be intercepted, like 

when RFID tokens are used. 

1.5   Using Biometric Technology to Authenticate Users 

Biometric technology deals with “what you are.”  These technologies measure individuals’ 

unique personal characteristics to recognize or authenticate their identity. Biometric technologies 

can essentially be divided into two categories: physical and behavioral.  
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Common physical biometrics includes fingerprints, hand or palm geometry, retina, iris, or 

facial characteristics. Behavioral characters include signature, keystroke pattern, and gait. Of this 

class of biometrics, technologies for signature and voice are the most developed [47].  

Physical biometrics relies on creating a profile of an individual based on a physical 

characteristic. The most common are: fingerprint, iris, facial, hand geometry, vein pattern, voice 

and retina. Behavioral biometrics is based on a measurable behavior used to recognize or verify 

the identity of a person. It focuses on behavioral patterns rather than physical attributes.     

To employ biometric authentication, a biometric system must be created. A biometric 

system is essentially a pattern recognition system that operates by acquiring biometric data from 

an individual, extracting a feature set from the acquired data, and comparing this feature set 

against the template set in the database [51].   

There are many commercial and government applications. For example, when the U.S. 

Federal government wants to keep track of who is coming into the country, biometrics may be 

the best way to do so. Unlike with documents, it is very hard for a traveler to present a forged 

copy of a fingerprint or iris. That is why the U.S. Department of Homeland Security plans to 

vastly expand the amount of biometric data it collects at the borders [54]. 

While this study will focus on behavioral biometrics, some discussion of physical biometrics 

is also presented in this chapter.  

1.6   Physical Biometric Technologies 

As noted earlier, among some of the well-known physical biometrics are fingerprints, iris 

shape, or facial characteristics [47]. 

 

http://fortune.com/2016/03/22/biometric-sensors-banks/
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1.6.1   Fingerprint 

 

             

 

  

 

 

 

 

 Figure 1.3 above shows the different types of fingerprints [52]. 

Humans have used fingerprints for personal identification for many centuries and the 

matching accuracy using fingerprints has been very high [51, 53]. 

Fingerprints are the tiny ridges, whorls and valley patterns on the tip of each finger [52].  

Fingerprints are now widely used in many devices including smartphones. Typically, a 

fingerprint scanner (e.g., used for passport, crimes, or driver licenses, etc.) takes an image of 

one’s finger to determine ridges and valleys in the image. Systems, like smartphones, use this 

image to compare or match against what they have stored prior images (e.g., in a database). If 

there was a match between the image that was taken and what had been stored in the database the 

user would then be authenticated. Smartphones have been using this technology in recent years 

to authenticate users. 

Fingerprint matching has been one of the most widely used biometric authentication 

methods for decades and continues to be popular today since every individual has a unique 

fingerprint. In a survey conducted by Ericsson in 2014, 52% of surveyed smartphone users 

Figure 1.3 Types of Fingerprints [52] 
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would prefer to use their fingerprints instead of passwords overall and even 50% would prefer to 

use their fingerprints to authorize payments online. In addition, 61% would prefer to use 

fingerprints to unlock their phones [63, 76]. 

Depending on the application context, a biometric system (in this example to capture a 

fingerprint) will have three modes [51]: 

• In the enrollment phase, the system enrolls a person by capturing his/her 

fingerprint profile and stores it in a database.  

• In the verification mode, the system validates a person’s identity by comparing 

the captured biometric data with the user-specific biometric template(s) stored in 

the system database [51]. 

• In the identification mode, the system recognizes an individual by searching the 

templates of all the users in the database for a match [51]. 

 

 

 

 

 

   

  

 

 Figure 1.4 Block Diagrams: Enrollment, Verification, and Identification [51] 
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The Figure 1.4 above shows an example of Block diagrams, which contains Enrollment, 

Verification, and identification [51]. 

1.6.2   Iris Recognition 

The iris is the annular region of the eye bounded by the pupil and the sclera (white of the 

eye) on either side. The visual texture of the iris is formed during fetal development, and it 

stabilizes during the first two years of life [51]. Each iris is distinctive and, like fingerprints, even 

the irises of identical twins are different. It is extremely difficult to, e.g., surgically, tamper the 

texture of the iris [51].      

Iris recognition has been used in many airports (e.g., Washington Dulles or Amsterdam 

Schiphol, London Heathrow, and Dubai Airports) which provide recognition services to the 

immigration offices/departments of many countries. Scanning is widely used in airport 

technologies because everyone’s iris is unique. An iris scanner uses biological characteristics 

that are stored in the database for security checks [54]. It takes a clear picture of a person’s iris. 

Each passenger’s iris is scanned during the airport security check and the information is verified 

with the existing database [54]. Figure 1.5 below shows a sample of steps involved in an IRIS 

recognition system [115]. 

 

 

 

 

 

Figure 1.5  Process: IRIS Identification Steps [115] 
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 Figure 1.6 above shows an example of an IRIS scanner [54]. 

Iris scanning combines security and efficiency. Passengers can be processed accurately and 

quickly from immigration lines at airports. For example, the Schiphol airport in Amsterdam 

employs iris scan cards to speed up the passport and visa control procedures [51, 58].   

The facial recognition at Schiphol airport process can be described as below: 

• Passengers who are enrolled in this scheme receive an Iris card; 

• These passengers insert their card at the gate and then look into a camera;  

• The camera acquires the image of the traveler’s eye and processes it to locate the 

iris and compute the Iris code [51, 55];  

• The computed Iris code is compared with the data residing in the card to complete 

user verifications [51].  

1.6.3   Facial Recognition 

Facial Recognition is also a common sight at airports, particularly for travelers traveling the 

U.S. [63]. Facial recognition technology measures and matches the unique characteristics of each 

Figure 1.6 IRIS Scanners [54] 
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face for identification or authentication. Often leveraging a digital or connected camera, facial 

recognition software can detect faces in images, quantify their features, and then match them 

against stored templates in a database [81].    

Figure 1.7 below is an example of a facial recognition system [82]. 

 

   

Figure 1.7 Facial Recognition [82] 

                                     

Biometric identification technology utilizing personal biometric features like facial 

recognition has been attracting a lot of attention from researchers and engineers in recent years 

[83-93]. Face recognition used to achieve identification by the analysis and comparison of facial 

visual features is the most natural and effective method to identify a person; it is safe, 

convenient, and fast [83].   

Facial recognition analyzes the characteristics of a person's facial image input through a 

digital video camera. It measures the overall facial structure, including the distances between the 

eyes, nose, mouth, and jaw edges. These measurements are retained in a database and are used as 

a comparison when a user stands before the camera [94]. 
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This biometric has been touted as a system for recognizing potential threats (whether 

terrorist, fraud artist, or known criminal) [94]. Every face has numerous, distinguishable 

landmarks, composed of the different peaks and valleys that make up facial features [94]. 

 Each human face has approximately 80 nodal points. Some of these measured by the Facial 

Recognition Technology are distance between the eyes, width of the nose, depth of the eye 

sockets, the shape of the cheekbones, and the length of the jaw line. These nodal points are 

measured creating a numerical code, called a face-print, representing the face in the database 

[94]. 

1.6.4   Voice Verification 

Voice biometrics uses the pitch, tone, and rhythm of speech. From a user’s perspective, the 

implementation costs are reasonable since no special hardware is required—simply a telephone 

or microphone [63].   

 

 

 

.  

  

 

 Figure 1.8 above is an example of Voice verification [96]. 

 

Voice biometrics works by digitizing a profile of a person's speech to produce a stored 

model voiceprint or template. Biometric technology reduces each spoken word to segments 

composed of several dominant frequencies called formants. Each segment has several tones that 

Figure 1.8 Voice Verification [96] 
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can be captured in a digital format. The tones collectively identify the speaker's unique 

voiceprint. Voiceprints are stored in databases like those storing fingerprints or other biometric 

data [95].   

1.7   Behavior Biometric Techniques 

Behavioral biometrics is another very important biometric. The behavioral type includes 

learned movements such as signature, keyboard dynamics (typing) [15, 63, 64], and mouse 

biometrics. 

1.7.1   Signature Verification 

Signature is a behavioral biometric that encodes the flight movements of the signer for his or 

her chosen signature. Signatures have a widespread acceptance, and they have been commonly 

used by banks to validate signed transactions for years [56]. Signatures are among the most 

widely accepted attributes for personal authentication, both socially and legally [77, 78]. Many 

current mobile devices, including tablet computers, smartphones, and digital pens, allow the 

users to sign with a stylus or their fingers [77, 79].   

Biometric systems to verify a signature or handwriting do not just look at how one shapes 

shape each letter; they analyze the act of writing. They examine the pressure one uses and the 

speed and rhythm with which one writes. They also record the sequence in which one forms 

letters, like whether one adds a dot or crosses a letter [80]. 

 

 



30 

 

 

 

 

 The Figure 1.9 above is an example of a signature verification system [80]. 

1.7.2   Keystroke Dynamics 

It is generally understood that authentication serves two primary purposes. The first purpose 

is to identify correctly those users who are authorized to access a resource such as a web page or 

a database, and the second purpose to deny access to those who are not correctly identified [65]. 

It is also generally understood that passwords are not strong and can be stolen. The insufficient 

level of security provided by passwords is what has fueled the search for alternative forms of 

authentication [65, 66].   

A need for improved authentication methods exists on a wide range of devices, from servers 

that store personal information to desktops, laptops, and mobile devices that are used to access 

information on demand [65]. The need for improved authentication forced researchers to 

considered different options, including keystroke dynamics as an alternative to authenticate 

users.  

Figure 1.9 Signature Verification [80] 
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The research into keystroke dynamics as an authentication method relies on developing a 

technique that is robust, inexpensive, and has the potential to be transparent to the user [65]. It 

was researched as early as 1975 [65, 67] and has been the subject of several patents [65, 68, 69, 

70]. Its feasibility has been examined on desktop computers [65, 71, 72, 73], web applications 

[65, 74], and mobile devices such as smartphones and PDAs [65, 75]. 

Keystroke dynamics is a behavioral biometrics measurement that identifies users based on 

the typing patterns of the individual, and thus it can be used to authenticate a user. Keystroke 

patterns are collected of how a user types on a standard keyboard or a mobile device. Since this 

behavior is unique to an individual and to his/her profile, authentication can be performed.  

Identifying or authenticating people based on how they type is not a new idea, but thanks to 

advances in artificial intelligence, it can now be done with a very high level of accuracy, making 

it a viable replacement for other forms of biometrics [60]. Since many users type on keyboards to 

interact with their devices or smartphones, it is thus not intrusive. Since having a keyboard is 

primarily what is required, the cost is negligible.     
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      Figure 1.10 Keystroke Dynamics [60] 

      

 Figure 1.10 above is an example of a keystroke dynamics [60]. 

 This biometric is based on three fundamental components:  

- Key Press, which is the  amount of time that a single keyboard button is pressed and 

released, measured as the time when the key is first pressed down until it is released; 

- Key Flight, which is the timing between two different keyboard presses, and is measured 

as the time between when the first button is released and when the second button is 

pressed; and,  

- Key Sequence, which is the time it takes to type from start to end a full sequence (e.g., 

word) or a part of a full sequence [56].     

The keystroke dynamics biometrics can also be extended to touch screens, used mostly on 

smartphones, to authenticate users. In a study done at Pace University [57] using smartphones 

equipped with sensors like a gyroscope, they achieved an excellent very low EER (Equal Error 

Rate) of 4.3% which provided optimism that keystroke authentication can be achieved with high 

accuracy.  
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While in certain cases keystroke dynamics by itself may not always provide the highest 

expected accuracy, when implemented in conjunction with traditional schemes (e.g., password), 

keystroke dynamics allows for the design of more robust authentication systems than traditional 

password based alternatives alone [61, 62]. 

1.7.3   Mouse Biometrics 

Mouse Biometrics is based on learning a unique pattern from user mouse movements, and 

like keyboard biometrics, it requires no special hardware for data collection. Mouse biometrics is 

based on collecting unique behavioral characteristics for a user based on his or her mouse 

actions, which consist of mouse movements and mouse clicks. The raw mouse data consists of 

mouse movement coordinates, movement angles, and the time to move the mouse from one 

location to the other, the timing of mouse clicks, and drag and drop movements. 

 

 

               

 

 

  

 Figure 1.11 above is an example of mouse biometric process [63]. 

1.8   Sensors:  The Technology behind the Biometrics  

Many of the recent smartphones come equipped with many sensors. Smartphones can use 

these sensors for biometric authentications. There are three categories of sensors: motions, 

environmental, and position [96]. For this study, motions sensors are considered. Of the several 

sensors in the motion category, accelerometer and gyroscope sensors are the ones that are 

relevant for this study.  

Figure 1.11 Mouse Biometrics [63] 
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1.8.1   Sensor Type:  Accelerometer 

An accelerometer is an electromechanical device used to measure acceleration forces. Such 

forces may be static, like the continuous force of gravity, or, as is the case with many mobile 

devices, dynamic to sense movement or vibrations [97]. Accelerometers are useful for sensing 

vibrations in systems or for orientation applications [14].   

 

 

    

 

 

 

 

 Figure 1.12 is an example of an accelerometer works [111]. 

1.8.2   Sensor Type:  Gyroscope  

A gyroscope is a device that uses Earth’s gravity to help determine orientation. Its design 

consists of a freely rotating disk called a rotor, mounted onto a spinning axis in the center of a 

larger and more stable wheel. As the axis turns, the rotor remains stationary to indicate the 

central gravitational pull, and thus which way is “down.” 

 

 

 

Figure 1.12 Sensor Type:  Accelerometer [111] 
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 Figure 1.13 above is an example of a gyroscope sensor. 

1.9   Machine Learning Algorithms 

Machine learning is one of the fastest growing areas of computer science with far-reaching 

applications in biometrics, medicine, transportation, academia, etc. Machine learning is the 

subfield of computer science that gives computers the ability to learn without being explicitly 

programmed [100]. Evolved from the study of pattern recognition and computational learning 

theory in artificial intelligence, machine learning explores the study and construction 

of algorithms that can learn from, and make predictions on, data. Such algorithms overcome 

following strictly static program instructions by making data-driven predictions or 

decisions, through building a model from sample inputs. Machine learning is employed in a 

range of computing tasks where designing and programming explicit algorithms is infeasible; 

example applications include spam filtering, detection of network intruders or malicious insiders 

working towards a data breach, optical character recognition (OCR), search 

engines and computer vision [100].  

Machine learning tasks are typically classified into three broad categories:  

Figure 1.13 Sensor Type:  Gyroscope [99] 
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1.9.1   Supervised Learning 

This algorithm consists of a target/outcome variable (or dependent variable) which is to be 

predicted from a given set of predictors (independent variables). Using this set of variables, a 

function can be generated that maps inputs to desired outputs. The training process continues 

until the model achieves a desired level of accuracy on the training data. Examples of Supervised 

Learning are Regression, Decision Tree, Random Forest, k-NN, and Logistic Regression, etc. 

[101]. 

1.9.2   Unsupervised Learning 

In this algorithm, one does not have a target or outcome variable to predict or to estimate. It 

is used for clustering population in different groups, which is widely used for segmenting 

customers in different groups for specific intervention. Apriori algorithm and K-means [101] are 

two examples of Unsupervised Learning. 

1.9.3   Reinforcement Learning 

Using this algorithm, the machine is trained to make specific decisions. The machine is 

exposed to an environment where it trains itself continually using trial and error. It learns from 

experience and tries to capture the best possible knowledge to make accurate business decisions. 

Markov Decision Process is an example of Reinforcement Learning [101]. 

1.9.4   List of Common Machine Learning Algorithms 

Below is the list of commonly used machine learning algorithms. These algorithms can be 

applied to almost any data problem [101]: 

1. Linear Regression 

2. Logistic Regression 

3. Decision Tree 

https://www.analyticsvidhya.com/blog/2015/01/decision-tree-simplified/
https://www.analyticsvidhya.com/blog/2014/06/introduction-random-forest-simplified/
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4. Support Vector Machine (SVM) 

5. Naïve Bayes (N-B) 

6. K-Nearest Neighbors (k-NN) 

7. K-Means 

8. Random Forest 

9. Multilayer Perceptron (MLP) 

This study will use four of the above algorithms: Support Vector Machines, Naïve Bayes, K-

Nearest Neighbors, and Multilayer Perceptron. 

1.9.5   Support Vector Machine (SVM) 

Support Vector Machine (SVM) is a classification method. In this algorithm, one plots each 

data item as a point in an n-dimensional space (where n is the number of features) with the value 

of each feature being the value of a coordinate. For example, if there are only two features of an 

individual, like height and hair length, one must plot these two variables in a two-dimensional 

space where each point has two coordinates. These coordinates are known as Support Vectors 

[101]. 

 

 

Figure 1.14 is an example of Support Vector Machine. 

Figure 1.14 Support Vector Machine (SVM) Algorithm [101] 
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There is line that splits the data between the two differently classified groups of data. This 

will be the line such that the distances from the closest point in each of the two groups will be 

farthest away. In the example shown above in Figure 1:14, the line that splits the data into two 

differently classified groups is the light black line, since the two closest points are the farthest 

apart from the line. This line is the classifier. Where the testing data lands on either side of the 

line determines what one can classify the new data as [101]. 

1.9.6   Naïve Bayes (N-B) 

This is a classification technique based on Bayes’ theorem of independence between 

predictors. In simple terms, a Naïve Bayes classifier assumes that the presence of a feature in a 

class is unrelated to the presence of any other feature. For example, a fruit may be an apple if it 

is red, round, and about 3 inches in diameter. Even if these features depend on each other or 

upon the existence of the other features, a Naïve Bayes classifier would consider the properties 

that independently contribute to the probability that this fruit is an apple [101]. 

A Naïve Bayesian model is easy to build and particularly useful for very large data sets. 

Along with its simplicity, Naïve Bayes is known to outperform even highly sophisticated 

classification methods. Bayes’ theorem provides a way of calculating posterior probability  

P(c|x) from P(c), P(x) and P(x|c).  
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Equation 1.1 Naive Bayes (N-B) Formula [10] 

 

 

Here, in the above equation 1.1, 

• P(c|x) is the posterior probability of class (target) given predictor (attribute), 

• P(c) is the prior probability of class, 

• P(x|c) is the likelihood that is the probability of predictor given class, and 

• P(x) is the prior probability of predictor.  

1.9.7   K- Nearest Neighbors (k-NN) 

K-Nearest Neighbors is an algorithm that stores all available cases and classifies new 

cases by a majority vote of its K neighbors. The case being assigned to the class is most common 

amongst its K nearest neighbors measured by a distance function [101]. These distance functions 

can be Euclidean, Manhattan, Minkowski and Hamming distance [101,102]. The first three 

functions are used for continuous function and the fourth one (Hamming) is used for categorical 

variables. If K = 1, then the case is simply assigned to the class of its nearest neighbor [101]. 
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Figure 1.15 is an example of K-Nearest Neighbor (k-NN) [101]. 

k-NN can easily be mapped to real world lives. If one wants to learn about a person, of 

whom he or she has no information, he or she might like to find out about that person’s close 

friends and the circles he moves in and out of to gain access to his or her information [101]. 

1.9.8   Multilayer Perceptron (MLP) 

A multilayer perceptron (MLP) is a feedforward artificial neural network model that maps 

sets of input data onto a set of appropriate outputs [103]. An MLP consists of multiple layers of 

nodes in a directed graph, with each layer fully connected to the next one. Except for the input 

nodes, each node is a neuron (or processing element) with a nonlinear activation function. MLP 

utilizes a supervised learning technique called backpropagation for training the network [103, 

104, 105].     

 

Figure 1.15 K-Nearest Neighbor (k-NN) Algorithm [101] 

https://en.wikipedia.org/wiki/Feedforward_neural_network
https://en.wikipedia.org/wiki/Artificial_neural_network
https://en.wikipedia.org/wiki/Directed_graph
https://en.wikipedia.org/wiki/Processing_element
https://en.wikipedia.org/wiki/Activation_function
https://en.wikipedia.org/wiki/Supervised_learning
https://en.wikipedia.org/wiki/Backpropagation
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Figure 1:16 is an example of Multilayer Perceptron (MLP) diagram [106]. 

1.10   Available Machine Learning Tools/Classifiers  

There are many classifiers available on the market. Waikato Environment for Knowledge 

Analysis (Weka) and Pace University Dichotomy Classifier are two examples. 

1.10.1   Waikato Environment for Knowledge Analysis (Weka) 

Weka, a product of the University of Waikato, New Zealand, collects a set of Java machine 

learning algorithms engineered specifically for data mining. This GNU GPLv3-licensed 

collection has a package system to extend its functionality, with both official 

and unofficial packages available [107]. Weka (pronounced to rhyme with Mecca) is a 

workbench that contains a collection of visualization tools and algorithms for data 

analysis and predictive modeling, together with graphical user interfaces for easy access to these 

functions [108]. 

 

 

Figure 1.16 Multilayer Perceptron (MLP) Diagram/Algorithm [106] 
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Figure 1.17 is an example Weka (Waikato Environment for Knowledge Analysis). 

1.10.2   Pace University Classifier  

The Pace University Classifier utilizes a vector-difference authentication model, which 

transforms a multi-class problem into a two-class problem, resulting in an “authenticated” class 

and a “not authenticated” class.” A user’s feature sample is converted into a feature difference 

space by calculating the vector differences between pairs of samples of the same person, as well 

as calculating pairs of samples of different people [109, 110]. 

When authentication is attempted, the sample of a user’s profile is converted into a feature 9 

vector, and that vector is then compared to a previously entered training feature data set. K-

Nearest Neighbor is used to compare the differences between the offered feature vector with the 

previously captured set. What the difference vector returns when comparing the sample with the 

Figure 1.17 Waikato Environment for Knowledge Analysis (Weka) 
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training data determines whether the user is authenticated as the person they claim to be [109, 

110]. 

1.11   Problem Statement 

With the proliferation of smartphones worldwide, authenticating and protecting one’s 

identity has become ever more important and critical. Smartphones are no longer simply used for 

personal use. More and more companies and organizations are requiring employees work with 

smartphones to access the organizations’ systems and data—sometimes very sensitive data. The 

traditional ways of providing protections by using passwords or tokens to authenticate users are 

no longer adequate. 

Passwords and tokens can be stolen. Hackers are becoming ever more sophisticated in 

gaining access to one’s smartphone. They can compromise users’ identity to gain access to a 

smartphone and then subsequently gain access to an individual’s, sometimes, vast personal 

information. The hackers could go further; they could use the credentials they stole in the 

compromised smartphone to then penetrate an organization’s system and gain access to its 

sometimes very important data for malicious reasons. While organizations are constantly 

working on new ways to protect their assets, hackers are not sitting idle, either. They too 

innovate and employ many new and different approaches to crack users’ passwords.   

Finding new ways to authenticate users is becoming very crucial. Using behavioral 

biometrics is the natural next step in the authentication technology where personal identity can 

be used to authenticate a user, through fingerprints, iris, hand geometry, motions, or gaits since 

they are unique to an individual.  
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Additional new studies and focuses are needed to expand the authentications field. The field 

of behavioral biometrics is vast and many different studies and research could be performed. One 

immediate and important area should be to focus on a very specific and targeted area within 

behavioral biometrics where a large number of individuals in public use and interact with 

smartphones daily. 

One of these areas is hand motions. Smartphones are used daily around the world to conduct 

phone conversations. Smartphone users lift their phones to bring it into view (e.g., to see who is 

calling) and then move it to the ear to conduct a conversation. These two motions are normal and 

are widely used by the public worldwide every day. It is intriguing to see if these specific 

motions — very simple and yet widely used — could be unique to individuals and thus provide 

opportunities to authenticate them based on their individual behavioral biometrics signatures. 

Using these specific, targeted hand motions for behavioral biometrics is an interesting area of a 

study and research. 

The contribution of this research is to leverage on that specific focus of behavioral 

biometrics to provide another solution. In this case, the study will investigate if hand motions 

alone are viable behavioral biometrics enough to be used as the sole authentication method if 

accuracy rate is very high like 98% and above.  Or, if the accuracy is less than 98% use hand 

motion authentication in combination with another method like a password to reach high 

accuracy rate to authenticate smartphone users.  
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This study will capture users’ hand motion data from some Android-based smartphones and 

will implement methods to use those data for “training” under some well-known Machine 

Learning algorithms like Naïve Bays (N-B), Support Vector Machines (SVM), K-Nearest 

Neighbor (k-NN), or Multilayer Perceptron (MLP).   

1.12   Study’s Relevance - General 

Using behavioral biometrics has become very prominent recently in authenticating users, 

especially in smartphones. Passwords and security tokens have been the primary means of 

authenticating users for a long time, but they have shown to have inherent weaknesses. Hackers 

could steal the tokens or guess the passwords that could ultimately compromise a smartphone 

users’ identity.   

In the case of identity tokens, there are other considerations as well. There are usually some 

initial investments to acquire equipment, and there are future recurring costs for maintenance and 

licenses. There are also potential costs for training and retraining. These costs add up, and could 

in the end become very expensive for large organizations. Because of the drawbacks noted 

earlier — like inherent weaknesses that passwords and tokens have in protecting one’s security 

— and expensive investments and recurring costs, many organizations and individuals have 

opted to search for other options. Biometric authentication provides the next solution that seems 

viable and economical.  

1.12.1   Study’s Relevance – So What? 

So, the question is … so what? Why is it so important to use behavioral biometrics? The 

following points provide the reasons for the relevance of this study: 
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• The biometrics of a person is something a person has that cannot be stolen. 

Using behavioral biometrics allows smartphones to take advantage of an 

individual’s personal characteristics (e.g., fingerprint, gestures, voice, 

movements, motions, iris, etc.) to authenticate that individual when he or she 

attempts to log in to a smartphone.  

• Behavioral biometrics is difficult to capture. It may be more difficult for 

someone with malicious intent to capture a person’s natural motion as compared 

to a fingerprint or a password. Further, natural motions are committed 

continually in holding or walking around with a device or when holding it up to 

the user’s ear; therefore there is an opportunity for a continuous form of 

authentication [40]. 

• Behavioral biometrics is mostly non-intrusive. Using behavioral biometrics for 

user authentication has huge potential even though historically it has been 

comparatively less established than the use of physiological biometrics or 

passwords and tokens [39]. Behavioral biometrics is mostly non-intrusive and 

includes touch gestures, motion, and orientation (that one normally applies to 

mobile devices), as well as other characteristics such as eye tracking, voice, 

mouse dynamics, handwriting, grip, or gait/stride [40] which users worldwide 

are performing daily. Being non-intrusive will make behavioral biometrics very 

appealing to users. 

• Theft and security issues are increasing for smartphone users.  As noted above 

and to emphasize again, several previous studies have investigated the 

significant increase for the use of non-physiological biometrics for 
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authentication in recent years [41, 42, 43, 44]. The reasons for the increase in 

interest in this field are obvious and numerous: smartphone proliferation [45], 

vast expansion of smartphone theft, cyber security issues, and desire for 

password/PIN alternatives [42].  

• The technology is already here. Today’s smartphones are highly sophisticated. 

They are equipped with many sensors like accelerometer and gyroscope, and 

they come packaged with solid and inexpensive software apps. The technologies 

come built in for the smartphones and biometric authentication can be easily. 

1.12.2   Study’s Relevance – Use Cases 

There are many use cases for the use of behavioral biometrics. One use case is to authenticate 

users when they use their hand motions to lift their smart phones: 

• to login to their bank accounts, 

• to login to their social media sites, 

• to open doors to secure areas, 

• to make reservations at restaurants and hotels, 

• to log in to many e-commerce sites like Amazon.com, or 

• to gain access to information stored locally on the smartphone.  

1.12.3   Study’s Relevance – Using Hand Motions as Behavioral Biometrics 

This study will focus on the movements of the hand when an individual lifts a phone to view 

and moves the phone to his or her ear to conduct a conversation. These two movements are 

widely used by the public. The study is relevant since it focuses on human hand motions that can 

be tracked to authenticate users.  
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Smartphones, through their embedded sensors, can capture one’s movements to create a 

signature of that behavior. The raw data captured via the motions can then be used as training by 

some Machine Learning algorithms like Naïve Bayes or Support Vector Machine (SVM). The 

results could then be used to authenticate users. 

1.13   Purpose of Study  

The ultimate purpose of this study is to research whether two of the more popular hand 

motions can be used as behavioral biometrics to identify and authenticate users of Android-based 

smartphones. This study will answer the following questions:   

• How accurately can users be identified when hand movements are used to bring 

smartphones to eye level and to ear level? 

• What are the accuracy levels in these authentications?  

• Which feature extraction sets provide the best results for providing 

authentication?  

• What sensors are most relevant to capture the motions data for this study? 

• What machine learning algorithms provide the highest level of accuracies? 

• Will the population size matter for these algorithms to learn from the data? 

• Which parameters within the Machine Learning (e.g., 10-fold) provide the best 

results?  

1.14   Scope of this Study  

This study will focus on the movements of the hand when an individual lifts a smartphone to 

view and takes the phone to his orher ear to conduct a conversation as the basis for identifying 
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one’s individual characteristics to authentic a user. These phones will be Android-based 

smartphones equipped with accelerometer and gyroscope sensors. 

This study will consolidate the results of three research studies conducted in three separate 

semesters on the same topic. Every research study expanded on the prior semester’s effort: 

• by increasing the number of participating test subjects,  

• by adding new and different Android-based phones,  

• by applying additional feature extractions, and 

• by employing additional Machine Learning algorithms.  

1.15   Researches Conducted for this Study 

 There were a total of three researches conducted for this study. The three research studies 

were in spring 2015, fall 2015, and spring 2016. This dissertation consolidates all three research 

studies. 

1.16   Chapter Conclusion 

There are huge opportunities in the field of biometrics authentications to provide 

authentications and identifications, and there are many new areas yet to be researched. This 

chapter has shown different areas and types of biometric authentications, and it provided 

information on what different technologies are required (e.g., smartphones, software apps, 

sensors, Machine Learning algorithms, etc.) to conduct research and studies in the field of 

behavioral biometrics. 

1.16   Roadmap 

There are four more chapters in this dissertation document: 
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• Chapter 2, entitled “Review of the Literature and Related Work,” will 

review the available research and literature to provide additional 

background to support this study.   

• Chapter 3, entitled “Solution Methodology,” will describe the methods 

utilized to capture and analyze data from smartphones. 

• Chapter 4, entitled “Experiments and Results,” will provide the details of 

the research conducted for this study.  

• Chapter 5, entitled “Conclusion,” will describe the conclusion of the study, 

and it will show the study accomplish to support the use of behavioral 

biometrics to authenticate users. It will also describe future work in this 

area. 
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Review of the Literature and Related Work 

2.1   Introduction 

This chapter provides a literature search and evaluations to provide background and context 

for this research. This literature review will cover the well-publicized vulnerability cases in the 

news, the traditional models that have been used to protect systems (e.g., user IDs/password and 

tokens), and the weaknesses and limitations of the current models. The review will then cover 

new areas of research, specifically the area of biometrics authentications in smartphones. The 

chapter will also provide literature reviews on recent technologies used to support biometric 

authentication like Machine Learning (ML). The chapter will conclude with the literature review 

on a specific area of biometrics authentication, i.e., movements. While most of the literature 

reviews will be relevant for the majority of today’s systems and computers, the focus of this 

study and literature review will be on biometric authentication and finding context for its use in 

smartphones, specifically in Android-based smartphones. 

2.2   Security Breaches in the News 

The New York Times reported on March 15, 2017 that the Justice Department charged two 

Russian intelligence officers with directing a sweeping criminal conspiracy that stole data from 

500 million Yahoo accounts in 2014 [1]. 

The Washington Post reported on July 9, 2015 that in 2014, there were two major breaches 

of U.S. government databases holding personnel records and security-clearance files, which 

http://www.nytimes.com/topic/company/yahoo-inc?inline=nyt-org
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exposed sensitive information of about at least 22.1 million people, including not only federal 

employees and contractors but also their families and friends [2]. 

Wired.com wrote on February 16, 2017 that Android-based phone hacks could unlock 

millions of cars. In the era of the connected car, automakers and third-party developers competed 

to turn smartphones into vehicular remote controls, allowing drivers to locate, lock, and unlock 

their cars with a screen tap. However, phones can be hacked, and when these phones are hacked, 

those car-connected features can fall into the hands of hackers, too [3].  

The BBC reported on September 2, 2014 that Apple has confirmed that some celebrities' 

iCloud accounts were broken into, but said they had found no evidence that this was caused by a 

breach of its security systems. Instead, the firm suggested the perpetrators carried out their thefts 

by deducing victims' login credentials. The statement was followed with another story about the 

online publication of intimate pictures of about 20 personalities [4]. The report said that there 

had been speculations that the images were obtained due to vulnerability in software allowing 

users to locate missing iPhones that allowed unlimited password guesses [4]. 

CNN reported on May 9, 2016 that LinkedIn was hacked in 2012, and what initially seemed 

to be a theft of 6.5 million passwords was actually a breach of 117 million passwords [5]. The 

worst part is that, because people tend to reuse their passwords, hackers are likely to gain access 

to 117 million people's email and bank accounts [5]. 

These specific news stories, and many similar ones that are reported regularly, reflect the 

significant security vulnerabilities that exist with many of the systems the users interact with 

daily. Many malicious actors and hackers worldwide could access other people’s information 
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stored in local computers, government agencies’ databases, Cloud-provided services, social 

networking sites, smartphones, and many, many other sources. 

2.3   Traditional Technologies Used to Protect Systems and Smartphones  

Users have had several ways to interact with computer systems and smartphones over the 

years. Users have used user ids and passwords, token IDs, and other similar techniques or a 

combination of these techniques within the last several decades to access systems. These 

technologies while widely used have shown to be still vulnerable to hacking for malicious intent 

and to steal users’ identity. 

2.4   User ID and Password Authentications 

The use of user ID and passwords has been one of the primary ways to gain access to 

systems and smartphones. Organizations provided user IDs and users created passwords to gain 

access to the systems. Users of Smartphones used passwords to login to their devices. These 

combinations of user ID and passwords, or just a password, have not proved to provide full 

protections to individual users for their personal use or to employees for their business use. 

These devices have been compromised when hackers find ways to find the users’ credentials to 

gain access to users’ personal information or gain access to organizations’ systems.   

Authenticating a user is the first step to allow a user to interact with a smartphone or with a 

system in general. These users usually use a password. The term “password” may be used for 

passwords, passphrases and PINs [6, 15]. Passwords are typically what only a user knows [15]. 

Using a single password creates vulnerability since passwords can be guessed or cracked.   

Organizations and personal data will be compromised when hackers find ways to gain 

access to users’ credentials (user IDs or passwords or a combination of these two.) For 
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organizations, their intellectual property (IP), marketing information, corporate strategy, or many 

of their other internal secrets could be compromised which could ultimately bring significant 

financial or reputational loss to the organizations.  US News and World Report published a report 

from the Center for Strategic and International Studies and funded by cybersecurity firm McAfee  

reported that hackers are costing consumers and companies between $375 and $575 billion 

annually, a number only expected to grow as online information stealing expands with increased 

Internet use [7]. 

Vulnerabilities caused by these credentials in the form of weak passwords, for example, 

have caused a significant increase in cybercrimes. The following points were noted in a paper by 

Moshe Zviran, called “Password Security: An Empirical Study” [8]: 

• In the fall of 1978, Stanley Rifkin obtained the electronic transfer code for the 

Security Pacific Bank in Los Angeles. Posing as a branch manager, he used the code 

to transfer $13 million from Security Pacific to his Swiss bank account [9]. 

• A group of German hackers penetrated dozens of military, government, and 

commercial computer systems by cracking the passwords of legitimate users and 

system administrators. They were looking for military information that could be sold 

to the then Soviet Union [10, 11]. 

• In April 1994, an English teenager penetrated Pentagon computers and set off a 

massive security alert when his internet probing nearly provoked an act of war with 

North Korea. He entered the Department of Defense systems through the Air Force's 

Rome, New York laboratory using the default password “guest” [12]. 
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• Early in 1998, a trio of Israeli teenagers hacked into the information systems of the 

Knesset, Israel's parliament. By guessing user passwords, they accessed 150 

accounts. They left the data and system unharmed but sent the system administrator 

an e-mail message describing the system's security loopholes [13]. 

• Two California teenagers cracked the passwords of several Pentagon computers to 

enter data on the Department of Defense payroll data and personnel files [14]. 

Passwords do not always provide the required protection since there are ways for passwords 

to be cracked and the users’ information is exposed and compromised. In recent times, another 

layer of protection has been used.  It is called the advanced encryption standard (AES) that has 

recently been adopted as the standard encryption algorithm for the U.S. government [19]. 

Lawrence O’GORMAN explains AES:  

“In physical terms, this algorithm is like a very strong bank vault, practically impossible to 

break into. For AES, the user chooses a private key to perform encryption and decryption. 

For the vault, there is a combination. The maximum AES key length is 256 bit. If an attacker 

were to try to guess the key, it would require on average over 10 guesses to do so, too time-

consuming even by computers in the near future. However, a 256-b key is too long for most 

humans to remember, so in practice this key is stored in a computer file protected by a more 

memorable password. Therein lies the problem, because humans often choose a password 

that is not only memorable to them, but also easily guessable by a person or computer [20 – 

26]. Using the bank vault analogy, this is like storing the vault combination on a piece of 

paper in a hidden place close to the vault. Now, all an attacker should do is to find the piece 

of paper and use the combination to open the vault. The strongest vault can be attacked by 
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exploiting a human mistake, just as the strongest encryption algorithm can be attacked by 

exploiting a weak password.  Because user authentication deals with humans complete with 

humans’ limitations and foibles, and because it often is the front-end protection of otherwise 

strongly secure systems, it is variously called the Achilles’ heel, the weak link, and the last 

yard of secure systems.” [15]   

 Passwords are currently the most common method of authentication. However, they suffer 

from several weaknesses. Passwords are vulnerable to attacks because they are easily guessed. 

They suffer from social engineering attacks, like phishing, pretexting, etc. The usability issue is 

also a serious factor, since users do not like to have to enter, and reenter, passwords or Pins [35]. 

Because of these limitations, many organizations have looked at other options like using security 

or identity tokens.    

2.5   Identity Token Authentications 

Tokens are typically known as “what you have” [15].  An identity token, security 

token, access token, or simply token, is a physical device or software that performs or aids 

authentication. This can be a secure storage device containing passwords, such as a 

bankcard, remote garage door opener, or smart card [15]. This can also be an active 

device that yields one-time passcodes and time-synchronous passcodes … changing in 

synchrony with a master at the host [16]. 

There are certain advantages and disadvantages to security tokens. Security tokens, whether 

in the form of hardware or software, have the advantages of offering a second authentication 

factor. However, they can be stolen, they can incur additional cost to both users or organizations, 
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or require special training [17, 18]. Since the token is at risk of being lost or stolen, many 

combine it with another protection like a password.   

As noted in [15], a token can provide three major advantages when combined with a 

password.  

One is that it can store or generate multiple passcodes. This change the task of remembering 

multiple and changing passwords to one of remembering only the single password needed to 

access the token like a Single Sign On (SSO) device).  

A second advantage is that it provides compromise detection; since its absence is observable 

and loss of a password is not.  

The third advantage is that it provides added protection against denial-of-service attacks.  

For an account with only a password, an attacker can enter incorrect passwords for that user until 

the account locks out; whereas if combined with a token, the attacker cannot just enter incorrect 

passwords because they must steal the token first, which is presumably a more difficult task and 

one requiring physical presence.  

There are some disadvantages as well; the two main disadvantages of a token are 

inconvenience and cost [15]. While identity tokens prove to be a very good way to protect users’ 

identity, research still needs to be taken to the next level where tokens cannot be stolen or 

hacked. 

This opens the door for biometrics authentication — identifying individuals based on their 

unique characteristics.   

2.6   Biometrics Authentications 

Biometrics is what a person is, and it cannot be stolen or hacked. Biometrics authentication 

has been used by itself, or it has been combined with another method like a password, to provide 
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a strong authentication option. As noted in [15], a biometric is a feature measured from the 

human body that is distinguishing enough for user authentication. Biometrics includes 

fingerprints, eye (iris and retina), face, hand, voice, and signature, as well as other more subtle 

obscure or futuristic biometrics [27, 28] such as gait and smell. A biometric purports to 

inextricably link the authenticator to its owner, something passwords and tokens cannot do, since 

they can be lent or stolen [15].    

Since human biometrics is unique to everyone, finding ways to use one’s biometrics to 

authenticate will be a huge leap forward for smartphone users.  While systems may not always 

reach 100% accuracy in identifying individuals, unless the someday authenticate through DNA, 

this field is, increasingly becoming sophisticated with the application and use of new tools, new 

and multiple sensors, new Machine Learning tools and algorithms, etc. While there are many 

devices a user can interface with on biometrics authentications, this study will focus only on 

literature on the use of Android-based mobile phones.   

2.6.1   Using Smartphones to Authenticate Users Performing Daily Activities 

Many researchers have performed research on a specific area of biometrics authentication.  

Biometrics authentication has been used to interact with personal computers (PCs), smartphones, 

and other devices.  For example, the researchers in [29-31] used the data extracted from an 

accelerometer to authenticate users or to identify user traits by mining smartphones. In [30], 

Jennifer R. Kwapisz, Gary M. Weiss, and Samuel A. Moore conducted research using 

accelerometer data to authenticate users. They chose Android-based cell phones as the platform 

for their project because the Android operating system was free, open-source, and easy to 

program, and was expected to quickly become a dominant entry in the cell phone marketplace. 

The project used several types of Android phones, including the Nexus One, HTC Hero, and 
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Motorola Backflip. These Android phones contain tri-axial accelerometers that measure 

acceleration in three spatial dimensions. As noted before, the researchers in this project used 

accelerometer data to identify or authenticate cell phone users. The data is generated while the 

users perform normal daily activities such as walking and climbing stairs with a cell phone in 

their pocket [30]. 

The researchers in this study used certain data collection protocols, applied feature 

extractions, and worked with thirty-six volunteers who performed certain tasks. These subjects 

were asked to walk, jog, climb up stairs, and climb down stairs for specific periods while they 

carried the Android phone in their front pants leg pocket. The researchers generated informative 

features based on the 600 raw accelerometer readings and generated forty-three features. In 

general, they used statistical models like Average, Average Acceleration Value (for each axis), 

Standard Deviation, Standard Deviation (for each axis), Average Absolute Difference, and 

Average Absolute Difference, between the value of each of the 200 readings within the 10-

second interval and the mean value over those 200 values (for each axis).   

The researchers assigned each volunteer a unique ID and worked with them to perform, as 

noted earlier, a certain number of activities like walking, jogging, walking up the stairs and down 

the stairs, and totaled these number of activities per user.as shown in Table 2.1 

They captured six different datasets per user. Table 2.1 below shows the numbers for 

walking, jogging, and going up and down Stairs, and the number of examples per user and per 

activity [32]. 
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The researchers used Weka data mining suite [32] to induce models for personal 

identification.  They used decision trees (J48) [33] and neural networks (NN) [34]. The 

researchers found a high level of accuracy overall and correctly identified with very high 

accuracy the most frequent users. Table 2.2 below shows their accuracy rate:  

 

 

 

 

This specific study showed that Android-based smartphones could be used to positively 

identify and authenticate users. 

 Table 2.1 Biometric Experiment Data: Walking, Jogging, and Stairs [32] 

Table 2.2 Biometric Experiment: Accuracy Rate Using J48 & Neural Net Algorithm [33, 34] 
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2.6.2   Use of Multi-Sensor Authentication to Improve Smartphone Security 

In this section, the review will describe a research study performed by Wei-Han Lee and 

Ruby B. Lee from Princeton Architecture Lab for Multimedia and Security (PALMS) of the 

Department of Electrical Engineering at Princeton University [35].  

 Their report notes that the widespread use of smartphones gives rise to new security and 

privacy concerns. Smartphone thefts account for the largest percentage of thefts in recent crime 

statistics. Using a victim’s smartphone, an attacker can launch impersonation attacks, which 

threaten the security of the victim and other users in the network [35]. Lee & Lee developed a 

threat model including the attacker taking over the phone after the user has logged on with his or 

her password or PIN [35]. The intent of the research was to design a mechanism for smartphones 

to better authenticate the current user, continuously and implicitly, and raise alerts when 

necessary. 

The authors used Android-based mobile phones like the Nexus 5. The intent of the research 

was to use three sensors in a smartphone: accelerometer, orientation sensor, and magnetometer. 

The system leveraged data collected by the three sensors and then trained a user’s profile using 

the SVM [36] machine learning technique. The system continuously authenticated the current 

user without interrupting user-smartphone interactions [35].   

The authors used the model shown in figure 2.1 to retrieve data from the sensor by sensing, 

constructing a feature extraction, re-sampling the data, constructing the training, and finally 

authenticating [35]. 
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Figure 2.1 Biometric Experiment: Capturing Sensors' Data to Train/ Authenticate 

 

In this method, the researchers first constructed a vector at each time by using sensors’ data. 

They used nine values from the accelerometer, magnetometer and orientation sensors in a 

smartphone. Then they re-sampled the data collected from the sensors. Finally, they trained the 

re-sampled data with the SVM technique to get a user’s profile. Based on the user’s profile, they 

could do the implicit authentication [35]. Table 2.3 shows the results. The research provided an 

accuracy of 92.3%.   

 

 

 

 

The authors [35] showed that multiple sensors could be combined to authenticate 

smartphone users. 

2.7   Role of Machine Learning Algorithms in Biometrics Authentication 

Biometric authentications on Smartphones require the use of sensors, even multiple sensors 

simultaneously, to capture data. These sensors produce huge amount of data. As was described in 

the prior sections, Machine Learning (ML) algorithms can be employed to process and train. 

 There are many different types of algorithms. The literature review showed that many of 

Table 2.3 Biometric Experiment with Multiple Sensors: Accuracy Rate [35] 
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these studies use algorithms like K-Nearest Neighbor (k-NN), Support Vector Machine (SVM), 

J48 Decision Tree, Neural network (NN), Multilayer Perceptron (MLP), and Naive Bayes (N-B). 

They each have their own advantages and disadvantages. 

Some of the researchers like Wei-Han Lee and Ruby B. Lee [35] preferred using SVM. It 

allowed them to separate two groups of data. Below is an illustration of SVM [35]:   

   

 

Figure 2.2 SVM:  Find the Largest Margin Separating Two Groups of Data [35] 

Figure 2.2 above is an example of SVM, which shows how to find the largest margin 

separating two groups of data [35]. 

2.8   Applications of Sensor-Based Smartphones 

Users use smartphones for many applications. These applications can be in banking, 

medicine, education, military, and many others. Nationwide Bank in England has been exploring 

the ways in which smartphone users interact with their phones, from how fast they type to how 

they hold their devices, as a new way to verify and authenticate the consumers who use their 

mobile banking services [38]. 
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2.9   The Focus of This Study/Research: Using Motion Data to Authenticate Users 

This research will fill a gap of authentication for Android-based users when they hold a 

phone and move the phone with their hands to view and to the ear. The study of this specific 

application on motion is in line with other research and studies when phones are carried with 

users during walking, jogging, or other motions.   

2.10   Chapter Summary and Conclusion 

In this chapter, the different related work and literature were reviewed on the available 

authentication methods, like using passwords, identity tokens, and biometrics. The chapter 

presented in detail some of the research where researchers used Android-based phones to 

authenticate users. In all, this review found that there is significant literature on the methods to 

authenticate smartphone users, specifically in biometrics. It is interesting to note that much of the 

more recent literature has been on biometric authentication. This might be due partly on the 

findings that Machine Learning tools could now be used to process a huge amount of data to 

train to authenticate users. Smartphones are becoming ever more sophisticated with more and 

expansive sets of sensors that ultimately will help expand the field of biometric authentication. 
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                                      Solution Methodology 

3.1   Introduction 

This chapter describes the methods for this study. It will detail the processes used to capture 

data from mobile phones, the types of phones and the mobile apps used to capture the 

movements of the phones. It will show how the extracted data was analyzed by test participants, 

the organization of data, trials, and data formats (e.g., in Comma Separated Values - CSV 

format), and by sensors (accelerometer and gyroscope). Data preparation for running the 

experiments is also discussed, as well as data storage (e.g., Google Drive). Manual and 

automated feature extraction (via a Java program) is presented. Finally, the Weka Machine 

Learning tool is described for setting up and running the different algorithms: e.g., K-Nearest 

Neighbor (k-NN), Multilayer Perception (MLP), Support Vector Machine (SVM), and 

Naive Bayes algorithms. The specific attributes of the results will be presented to validate the 

problem statement in this research. For example, the time it took to execute the algorithms, per 

data sets, percentage of accuracies after the executions, etc. The chapter also has sections on 

tools, data gathering protocol, and data processing.   

3.2   Chapter Organization 

This chapter will have the following sections: 

• Tools section: In this section, the two tools that this study used will be discussed.  The 

first tool was a mobile app called “Sensor Kinetics Pro” that was used to capture the 

data from Android-based smartphones. The second tool was Weka, a Machine 
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Learning classification tool. Weka is a collection of Machine Learning algorithms for 

data mining tasks.   

• Data Gathering Protocol section: this section will show how the data was collected, 

what types of phones and models were used, and what arbitrary motions/movements 

were selected for this study. 

• Data Storage Section: this section will show examples of files created, the type of 

data storage used, and the types of contents within the folders in this data storage. It 

will also show the type of raw data contained in the files created from sensors, the 

calculated resulting files that contain aggregated data in the form of Averages and 

Variances derived from raw sensor data, and finally, the process to run these 

calculated files under Weka. 

• Feature Extraction section: this section will show both the manual and automated 

feature extraction methods and Machine Learning algorithms used. This study used 

manual feature extractions in the research during spring 2015 and fall 2015s, and used 

automated feature extraction process via a Java program in the spring 2016 research. 

3.3   Tools Used to Support the Methodology and Research 

To support the methodology, there were two specific tools that the study used to capture and 

analyze the data.    

3.3.1   The First Tool:  Sensor Kinetics Pro Mobile App 

The first step in the research was to capture the sensors’ raw data. To capture sensors’ data, 

there were several options available. One option was to write a programming language (e.g., 
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Java, C++, etc.) with an Application Programming Interface (API) to capture the data from an 

Android-based phone. 

Another option was to use an already available Android-based mobile app from the Google 

Play Store. This study found a mobile app and used this app to conduct the three separate 

research studies in spring 2015, fall 2015, and spring 2016.  The study selected Sensor Kinetics 

Pro mobile app that had been developed by INNOVENTIONS® Inc.  to run on Android-based 

phones.  

This app detects the sensors that the phone possesses and allows them to be tested. It allows a 

user to apply filters to the data stream, save the raw sensor data to the user’s phone, view the data 

in a tabular format right on the user’s phone, and export it to a computer [116, 117]. Sensor 

Kinetics Pro gives a user a detailed and comprehensive look at the combined operations of all the 

sensors [116]. Figure 3.1 below shows the X, Y, and Z graphs on the Sensor Kinetics Pro App. 

 

 

Figure 3.1 Sensor Kinetics Pro App: Showing the X, Y and Z Graphs 
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The following paragraphs show a quick review of the product and how one works with it.  

The app supports several different groups and types of sensors. The three-dimensional 

sensors include the accelerometer, gyroscope and magnetometer. The derived 3-D sensors are the 

gravity sensor, linear acceleration sensor and a rotation sensor. The last group of sensors is the 

scalar sensor group that consists of the ambient temperature sensor, proximity sensor, light 

sensor, pressure sensor and relative humidity sensor. Sensor Kinetics Pro allows the user to 

monitor each sensor individually as a chart, save, and share the data. Sensor Kinetics Pro also 

allows the user to run multiple sensors at once to enable the observation of data captured from 

one motion from multiple sensors captured [13]. 

This study used the accelerometer and gyroscope sensors since they were the most common 

sensors found in smartphones and their combination covered the desired range of motion. After 

the data gets collected, the app permits the user to save the data. It saves the motion data points 

as Comma Separated Values (CSV) files.  They have a “.csv” at the end of the file name, and 

they can be viewed as a graph. Included on the .CSV file are numerical values for time and the 

location of the phone on the x, y and z axes. This *.csv file can then be used with Weka to 

process the data [13]. 

A user can begin by downloading the app and opening it. The opening screen contains 

buttons for the accelerometer, gyroscope, and any other sensors the phone has. This screen 

displays the rate at which the sensor data is collected as well as the real-time data. A user starts 

the process by selecting the first button: “Multi-Sensor Recorder - new”.  
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Figure 3.2 Sensor Kinetics Pro: Starting the App 

 

Figure 3.2 above shows how to start the App to start capturing the sensors’ data. 

The sensors are broken down into sections. The next screen shows the sensors that are 

available. By tapping the blue dot next to the sensor, one can toggle that sensor’s recording to 

either on or off. At the bottom of the screen is a Max Rate button. By tapping this button, one 

can choose the max rate at which the sensors are recorded. By selecting Sensor, each sensor will 

record at its max rate. If the sensors record at different rates, this option can allow one to set a 

rate. By selecting the rate of the slowest sensor, all sensors can be recorded at the same rate for 

easier data comparison. This screen also has a start/stop button and a clear button. To record the 

motions: press start, perform the desired motion, and press stop. 
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Figure 3.3 shows how to start either Accelerometer or Gyroscope on the App. 

Each sensor’s recording data needs to be saved separately. Pressing the Chart button next to 

accelerometer will display a chart of the data that was just acquired. This option may be selected 

by pressing the button in the top right corner to open a menu where one has the option to save the 

data. Pressing the Files & Sharing option allows the user to save the file locally on the 

smartphone and then share it with others via e-mail. 

Figure 3.3 Sensor Kinetics Pro:  Starting the Accelerometer or Gyroscope Sensor 
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Figure 3.4 Sensor Kinetics Pro: Save Captured Sensor’s Data Locally 

 

Figure 3.4 shows how to save the captured sensors’ data to a local file or share to send via e-

mail. This will bring up a list of all saved files for that sensor. To save the data, a user presses the 

disk button on the top right, names the file, and presses OK. 

 
 

Figure 3.5 Sensor Kinetics Pro: Save captured Sensor’s Data Locally 
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Figure 3.5 above shows how to save the sensor’s data locally 

Once the file is saved, clicking the file brings up an Options screen. To transmit the file, 

press the Share button. Press the Email button to display the phone share options. This includes 

email as well as shared drives such as Google Drive or Dropbox.  

 
 

Figure 3.6 Sensor Kinetics Pro: Saving Captured Sensor’s Data 

 

Figure 3.6 above shows the selection to save the sensor’s data locally to a CSV-formatted 

file to be sent to an address via an e-mail. 

3.3.2   The Second Tool: Weka Machine Learning 

This study uses Weka’s numerous Machine Learning algorithms to build models for 

identifying users for authentication. For the purposes of this study, Weka’s algorithms for K-

Nearest Neighbors, Multilayer Perceptron, and Naïve Bayes, Support Vector Machine (SVM) 

were used. The following paragraphs show a quick review of the product.   
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Weka is data mining software that provides a collection of Machine Learning algorithms 

that can be found at http://www.cs.waikato.ac.nz/~ml/weka/ [118]. Weka provides a graphical 

user interface (GUI) or Java code that can be directly implemented in a software program. The 

paragraphs below show the basics of how to use the Weka Explorer GUI.   

Weka is a library with a collection of Machine Learning algorithms. It is an open source 

software package developed at the University of Waikato, New Zealand, and it is available under 

the GNU General Public License. The most recent version of Weka is fully Java-based which 

makes it easily accessible to most users. Weka is mainly used for data preprocessing, clustering, 

classification, regression, visualization, and feature selection [16]. 

After installing and opening the Weka GUI, the first screen to display is the Weka GUI 

Chooser. This screen displays four applications that can be run. This study used the “Explorer” 

option from this window.  Figure 3.7 below shows Weka’s Graphic User Interface. 

 

 
 

Figure 3.7 Weka: GUI Chooser User Interface 

http://www.cs.waikato.ac.nz/~ml/weka/
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After selecting the Explorer option, the Weka Explorer window will be displayed with the 

Preprocessor tab selected. This tab is where the data file that will be used to train the classifier 

will be selected. Click the Open File… button and an Explorer window will open.  

There is a drop-down menu where the type of file can be chosen. .ARFF and .CSV files can 

both be used in Weka. One can choose by selecting the appropriate file type and by clicking the 

“Choose” button. This study used the .CSV. 

Once the file is chosen, there are options on this screen like adding filters and attributes to 

remove from the uploaded data. In addition, an analysis and visualization for each attribute is 

displayed. 

  

Figure 3.8 Weka: Selecting Data Type as Input to Weka 

 

 Figure 3.8 above shows how to select the file type to use as input to Weka. 

The file uploaded should have one set of data per line. Each set of data should have all the 

attributes associated with that set and one class. Multiple sets of data can have the same class, 

and the class is used to determine the accuracy of the classification. Table 3.1 below shows eight 
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attributes with the classes of HW and NB. The classifier will then know which sets of data 

belong to HW and which belong to NB. This table was a snapshot of a file of the research 

conducted in fall 2015 for this study. The classes NB and HW are the initials of the two test 

participants. In the table, it shows 25 trials performed by the test participant with the initials HW. 

When the classifier was trained, the test data is classified as HW or NB based on the training 

data classes. The classification would be compared to the actual class provided to determine if 

the classification was correct.  

Table 3.1 The Data Type within a CSV Format File 

 

 

Table 3.1 above shows the data types with a CSV-formatted file to be used as input to 

Weka. 

Next, select the Classify tab. This tab classifier and test options are selected. The results of 

the test are also displayed in this tab.   
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First, click the Choose button under Classifier. This will display a list of the classifiers 

algorithms loaded into Weka. Naïve Bayes is listed under bayes, K-Nearest Neighbor is listed as 

IBk under Lazy, and Multilayer Perceptron is under Functions. Once the classifier is chosen, one 

can click Close. 

    

Figure 3.9 Weka:  Selecting the Algorithm Type 

Figure 3.9 above shows the different available algorithms in Weka. 

After the classifier is chosen, one can choose one of the four test options. The Use training 

set option will use the uploaded file to train the classifier and then classify that same file. The 

Supplied test set gives the ability to upload another file with separate test data sets.  

The Cross-validation option provides the ability to select the number of folds. The data was 

divided into that number of equal sections. Each section was used one time each as test data 

while the remaining sections were used as training data. Finally, Percentage provides the ability 

to select the percent of the data to be used for training while the rest of the data was tested. Once 
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the test option is chosen, click the Start button to begin the training and testing. The Results list 

will display the time of test and the classifier used. If multiple tests are run, this provides a test 

history and an ability to look at previous test results. In addition, the Classifier output frame will 

display a summary of the data and the classifications with the accuracy data. The confusion 

matrix displays how the data sets were classified in comparison to their actual class. The actual 

class with the key to the class type is displayed down the right side while the class that the set 

was classified as is displayed along the top. Figure 3.10 below shows the results of a run when 

Naïve Bayes was used in Weka. 

 

 

Figure 3.10 Sample Result of a Run Using Naïve Bayes (NB) Algorithm 

3.4   Data Gathering Protocol – General for the Three Researches Performed 

Behavioral biometrics needs a larger set of training data for the phone to learn users’ unique 

use patterns, in comparison to physiological biometrics capture, such as fingerprinting and iris 
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scanning. Unlike physiological biometrics capture, behavioral biometrics requires a larger set of 

training data for the phone to learn the users’ unique use patterns. 

In the research conducted in spring 2016, there were six test coordinators and each had an 

Android-based smartphone. Each test coordinator researched with his/her test participants using 

the phone that he/she had. The list below shows the phones and models used for the spring 2016 

research: 

1. LG Nexus 5 

2. Motorola Moto G (3rd Gen) 

3. HTC One m8 

4. Samsung Galaxy Note 4 (2 testers) 

5. Samsung Galaxy Note 5 

Every test coordinator gathered data from 10 participants, who performed 20 trials each, for 

a total of 200 runs per tester or 1200 runs in total. It is worth noting that the “Motorola Moto G” 

did not have a gyroscope sensor; therefore, it only recorded data from its accelerometer sensor. 

The tester coordinators facilitated by running the “Sensor Kinetics Pro” application, by preparing 

the Android phone for capture, by observing while the test participants motioned the phone in 

accordance with the test protocol, and  by preparing the device for the next round of capture. 

While various motions were considered for this study, the one chosen was deemed best because 

they comes naturally to most people and did not feel artificial. The motions were to lift the phone 

to view, pause, and then move the phone to ear level.  No time limit was set for the test 

participants. The only time enforcement involved was the 2-3 second pauses in between motions. 
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3.4.1   Data Gathering Protocol in spring 2016 

The trial procedure was straightforward. The participant sat at or stood by a table or desk 

with the phone face up on the surface of the table/desk. The participant pressed the Start button 

while the phone was still lying flat, and then lifted it up to view. After a 2-3 second pause the 

participant raised the phone with his or her hand of choice to his or her ear. The test participant 

then pressed the Stop button at the ear after another 2-3 second pause to finish that trial. 

Operating a 10-fold cross validation test ( a parameter on the Weka Machine Learning tool), 

90% of those trial runs worked as the training data, while the other 10% were used as the testing 

data which the algorithm was required to perform against. This procedure then repeated itself with 

a different tenth serving as the testing data. 

The tester then stopped the motion capture of the device, and prepared for the next trial run 

until all the trials were completed. Table 3.2 below shows a sample image of the data captured.   

3.4.2   Data Gathering Protocol in fall 2015 

The test coordinators assisted by running the “Sensor Kinetics Pro” application, prepping the 

device for capture, standing back while the test participant motioned the phone in accordance 

with the test protocol, stepping in to stop the motion capture when the motion was completed, 

and preparing the device for the next round of capture.  

Upon positive cue from the test coordinator, the standing participant performed the following 

actions in fall 2015: 

1. He/she raised the phone from waist height to view the identity of the caller. 

2. He/she reviewed the screen for a moment, gently shook the phone with a simple flick of 

the wrist. This helped to signify that one motion had ended and another began. 
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3. Finally, he/she raised the phone the rest of the way to their ear.  

4. A fourth motion was also captured, as the device was removed downwards from the ear 

to end the motion capture. 

The test coordinator then stopped the motion capture of the device, and prepped for another 

trial run as needed. Sample images of these trials are represented in Table 3.2 and Figure 3.11 

below. 

Table 3.2 A CSV-formatted Accelerometer Data from the App. (3-axis) 

 
 

Figure 3.11 below shows a simple graph of the motions with manual feature extraction 

highlighted.  

 

Figure 3.11 Simple Method: Graph Motions - Manual Feature Extraction Highlighted 
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3.5   Definition of Arbitrary Motions Using a Smartphone 

In all the research conducted in spring 2015 [112], fall 2016 [113], and spring 2016 [113], 

users used arbitrary motions to lift or pick up a phone, bring it to a view position, and move it to 

ear level. The paper will detail the methods later, but in general the motions and moves are shown 

below in Figure 3.12.   

 

 

 

 

 

 

 

 

3.6   Details on the Motions and Data Collection Steps 

While there were small variations between the three researches conducted, in general, the 

following steps were followed to collect data:   

• First, the phone was laid flat on a table (or kept at waist level); and then the test 

coordinator to test participant started the “Sensor Kinetic Pro” App to begin capturing 

the data from the motion. 

 

 

 

Figure 3.12 Arbitrary Motions in the fall 2015 Research 

Figure 3.13 Test: Process Started Smartphone on a Table 
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Figure 3.13 above shows the starting point.  A phone is placed flat on a table. Figure 3.14 

shows the homepage of Sensor Kinetic Pro app. 

  

 

 

  

 

 

 

 

 

 

 

 

• Second, the test participant starts the motions. The first part of the motion is raising the 

phone from the starting position to about halfway between the starting position and the 

participant’s face. 

 

 

 

 

 

 

Figure 3.14 Test: Sensor Kinetic Pro: App Home Page 

Figure 3.15 Test: First Motion - Bring the Phone to View (First Long Motion) 
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• Third, the next part of the motion is moving the phone to view and wait for couple of 

seconds in that position as shown in graph 3.16. 

 

 

 

 

 

 

• Fourth, the next step, as shown in graph 3.17, is to have the participant raise the phone all 

the way to their ear and wait for couple of seconds.   

 

Figure 3.17 Test: The Second Long Motion: Move the Phone to the Ear Level 

   

• Finally, while the phone is at ear position, stop the recording, save the data, clear the chart, 

and prepare for the next trial.   

Figure 3.16 Test: Second Motion – Pause While Viewing 
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In all, there were four motions: two small and two large motions. The first motion was 

small, just to pick up the phone from the table; the next was a big motion of moving the phone to 

the face/view position; the third move was another big motion of moving the phone to the ear, 

and the final position was to move a little to press the Stop button to stop recording. 

3.7   Complete Steps of Capture and Process of the Motion Data: 

The complete process of the work from the start of the app to the final execution of the data 

for this experiment is shown below in Figure 3.18: 

 

 

 

 

 

 

 

 

      

3.8 Data Storage 

All the trial data were captured on Android-based phones, and after converted to “.CSV” 

formatted file, were uploaded onto to a group Google Drive folder for the spring 2016 research.  

The folder had the name of each test coordinator. Each test coordinator was responsible for ten 

test participants and thus there were ten folders per test coordinator, numbered accordingly. The 

folders 0-9 belonged to one test coordinator, 10-19 to another test coordinator, and so on. There 

were six test coordinators and each had ten participants for 60 test participants in total. As noted, 

Figure 3.18 Process: Complete Capture and Evaluation of the Data from Motions 
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the data from each participant was saved in a folder belonging to a test coordinator. Figure 3.19 

below shows the screen capture of the Google Drive. 

 

 

Figure 3.19 Data Storage: View of the Folders on Google Drive 

  

The folders were numbered 0 to 62. There were some invalid tests, which was why there were 

three extra folders. As noted before, there were ten folders for a given test coordinator to store 

his or her participants’ data, and as mentioned earlier, every folder contained the trial data from 

each participant for that test coordinator. Below are the files of each trial for folder one. File 

names started with letters “chart1” through “chart 20” since each participant tested 20 times. It 

contained data for both accelerometer and gyroscope, if the phone was equipped with both 

sensors; the file names would be like “chart xx_acc.csv from SensorKineticsPro” if the data was 

from accelerometer sensor and “chart xx_gyr.csv from SensorKineticsPro” if the data was from 

the gyroscope sensor of that phone.  If the phone was only equipped with one sensor (only 
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accelerometer), the name would then had the name with ‘*._acc*’ to show the data was from the 

accelerometer sensor.  

 

 

 

Figure 3.20 Data Storage: Accelerometer and Gyroscope Data - Participant’s Trials 

 

Figure 3.20 above shows the files created from participants’ different trials. The file types 

were of accelerometer or gyroscope types.   
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These folders also were synchronized locally on a user’s drive as shown below on a Windows 

explorer. 

 

Figure 3.21 Data Storage: Google Drive Files Locally 

 

Figure 3.21 above shows files at local level synchronized with the files on Google Drive. 

Below is an example of data collections and contents of a directory.  For every trial, as noted 

earlier, when applicable for both sensors, there was a file name with 

“chart_nn_sensor_type_format_type” from the source.  For example, “chart_1_acc_csv_from 

SensorKineticPro” meant that it was a participant’s first trial, sensor type was accelerometer and 

data type format was of “.CSV” type, and the data was captured from the “Sensor Kinetic Pro” 

App. With the same definition, “char 15_gyr_csv_from Kinetic Sensor Pro” meant this file was 

created on participant’s fifteenth (15th ) trial, was of sensor type gyroscope, data type was of 

’.CSV” format and the data was from “Sensor Kinetic Pro” app. 
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Figure 3.22 Data Storage: Contents of a Directory with Data from the Sensors 

 

Figure 3.22 shows the contents of each file. As shown above, each participant tried 20 times. 

To repeat again, for each trial, one file per sensor (two when both were available) were created. 

These files, in .CSV formats, were saved locally on a smartphone and were transferred to the 

team’s Google Drive. Figure 3.23 below shows a sample of .CSV-formatted data for a 

gyroscope: 

 

 

Figure 3.23 Data Storage: Sample *.CSV Data from Gyroscope 
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The contents of each file from each participant were then put together and averages and 

variances were taken. Figure 3.24 below is a screenshot that shows the data summarized of all 

participants for both sensors (when applicable) plus the statistical methods of AVG (Average) 

and VAR (Variance) that were calculated and all were collectively kept in a .CSV-formatted file. 

 

 

 

 

 

 

 

This file was subsequently used as an input to the Weka Machine Learning tool. Below is an 

example of how Weka Machine Learning (ML) tool displays the results: 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.24 Data Storage: The Aggregated Data with Average and Variance 

Figure 3.25 Weka: A Sample Execution with Accuracy Rate 
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Figure 3.25 above shows the output of a run under Weka that shows the accuracy rate. 

 

3.8   Feature Extractions, Data Processing & Machine Learning Algorithms 

As noted before, three separate research studies were conducted and three separate papers 

were produced accordingly in three semesters. All were the foundations of this dissertation. In 

the first two research studies done in spring 2015 and fall 2016, the research used manual feature 

extractions. However, the feature extraction was automated in the final research in spring 2016. 

The following paragraphs below describe the manual feature extraction, the fully automated 

data processing, and the algorithms used. 

3.8.1   Manual Feature Extraction 

For the manual feature extraction, the following steps were performed:  

1. Using a graph of the accelerometer data, the motions were visually inspected to 

isolate the times a given motion began and ended;  

2. With the relevant “timestamps” marking the “beginning” and “end’ of a given 

motion, the motions were broken into quartiles; 

3. Depending on whether the accelerometer and gyroscope captured data at the same 

sampling rate (the Nexus 5 did not), the time indices for the gyroscope were 

adjusted to match the timestamps identified for the accelerometer. More 

accurately, the row numbers were used, with the assumption that the sampling 

occurred at relatively constant rates;  
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4. The quartiles per motion were then averaged ({x, y, z} (separately)) and had a 

variance taken ({x, y, z} (separately)), so that each motion had 24 attributes for the 

accelerometer, and 24 attributes for the gyroscope, if gyroscope sensor was 

present. Each trial consisted of two major motions, and thus consisted of 96 total 

data points (again, 48 for the “Motorola G 3rd Gen” phone, which lacked a 

gyroscope sensor). 

The use of quartiles was intended to recapture individual idiosyncrasies, while making the 

data amenable to the Weka’s numerous classification algorithms. Dividing the data into smaller 

partitions would possibly have created samples with too few data points, resulting in meaningless 

variances.  

3.8.2   Automated Feature Extractions 

A separate processing of the data was performed that was entirely automated using a Java 

program. This Java program accepted the “.CSV”-formatted files with user motion data, and then 

partitioned the data stream for the entire motion into eight segments. Eight segments were 

selected to maintain parity with the two sets of quartiles from the manual feature extraction. As 

above, the data points in the eighths were averaged and had their variances calculated in the X, Y 

and Z-axes separately. 

For both the manual data extraction and the automated version, the information was 

aggregated into .CSV files that were plugged into Weka, and each 96-data-point row was post-

pended with an identifier … the test participant’s initials.  

Once the data was appropriately captured and pre-processed, the following Machine 

Learning algorithms were applied using Weka: First, the Multilayer Perceptron was used. 

Second, the K-Nearest Neighbors (k-NN) algorithm was employed because it was a benchmark 
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in addition to being fast and simple to run. Third, the Naïve Bayes (N-B) was selected because it 

was a well-known and widely used algorithm. These three algorithms were used in spring 2015 

and fall 2015 research studies. Support Vector Machine (SVM), also a widely used algorithm, 

was the additional algorithm used in the final research study in spring 2016. 

A Multilayer Perceptron (MLP) is a feedforward artificial neural network. Patterns are 

presented via the input layer that communicates with hidden layers where the actual processing is 

done via the system of weighted connections. The hidden layers then link to an output layer. 

 

Figure 3.26 Multilayer Perceptron: Input, Output, and Hidden Layers [13] 

 

Figure 3.26 above shows Multilayer Perceptron with input, output, and hidden layers. 

The network is trained using backpropagation—a supervised process that occurs with each 

cycle or “epoch” (i.e. each time the network is presented with a new input pattern). When a 

neural network is initially presented with a pattern, it makes a random “guess” as to its 
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classification. It then sees how far its answer was from the actual one and makes an appropriate 

adjustment to its connection weights. 

The K-Nearest-Neighbor (k-NN) algorithm assigns an unknown object to the class most 

common among the unknown K’s nearest neighbors in feature space. A shortcoming of the k-NN 

algorithm is that it is sensitive to the local structure of the data.  

The Naïve Bayes classifier is a simplification of Bayes’ decision method that assumes the 

features are independent of each other. Naïve Bayes algorithms are quite successful at resolving 

real world classification problems. 

3.8.3   Manual Feature Extraction & Automated (spring/fall 2015 Research) 

Upon downloading the .CSV files from “Sensor Kinetics Pro”, the data may appear as 

follows in Table 3.3: 

Table 3.3 Data extracted from Sensor in CSV-Formatted Form 

 

For each trial run, a *.CSV file is generated separately for the accelerometer and gyroscope. 

Graphed, this should appear as follows (showing the accelerometer data): 
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Figure 3.27 Acceleration vs. Time 

 

Upon visually inspecting the data, the beginning and end-points of a motion of interest must 

be identified. In the case of this study, motions 1 (raising the phone to visual level) and 3 (raising 

the phone to the ear) are specified. For the purposes of the experiment, long pauses are enforced 

between the motions to show peaks and valleys; however, in life such long pauses would not be 

present. A specially filled out excel spreadsheet is shown below in Figure 3.28, which shows the 

calculations. This work was done during the research of spring 2015 and fall 2015.   
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     Figure 3.28 Data: Raw Motion Data 

Figure 3.28 above shows the beginning and end-points of the motions outlined in the four boxes 

as saved in an Excel worksheet. 

The spreadsheet does the rest. The motions are quartered: First, it finds the midpoint 

between the start and end-point (rounding down for the end of the second quarter’s end, and 

rounding up for the third quarter’s beginning). Likewise, it finds the quarter cut points to 

distinguish the first quarter from the second, and the second from the fourth. 

Roughly speaking, it could be designed as: 

 

start 

(start+end)/4 

(start+end)/2 

3*(start+end)/4 

end 

To adjust for differing sample rates between accelerometer and gyroscope, all the cut-points 

distinguishing the quarters are simply multiplied by 
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“gyrometer_samples/accelerometer_samples”. Then, the average and variance were calculated 

for each quarter, in each axis, for each motion, and for each sensor. In total, this should generate 

96 data points for each trial run. The spreadsheet pulls this all to the front page (which is already 

pre-labelled). A person’s individual 25 runs (for spring and fall 2015 researches) also had their 

initials appended as the 97th data point. 

3.8.4   Automated Data Processing 

During the spring 2016 research, the study used an automated script in Java (shown in 

Appendix B) that performed the steps of breaking the motion into eighths and generated the 

averages and variances in the X, Y and Z-axes. After the Java program was run, two .CSV-

formatted files were generated in the same directory and could be combined as needed, for 

example, with each phone, or altogether. One is called “Simple” and the other called “Complex”; 

this will be explained later in chapter 4. 

3.8.5   The Java Program 

This research study used a Java program to read the sensors’ data and to create the 

appropriate output—it is shown in Appendix B. 

3.10   Chapter Conclusion 
 

This chapter described the three different research studies conducted to support the study, 

and it showed how this study required different and integrated steps, tools, and methods to lay the 

foundations and infrastructure to get the required data and results. 
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Experiments and Results 

4.1   Introduction  

To conduct the study and prepare for this dissertation, three separate research studies were 

conducted over three different semesters. This chapter will first provide a quick review of the 

first research study conducted (in spring 2015) and the second research study conducted (in fall 

2015) to show the history and the supporting work that were done. This chapter, for most part, 

will focus on the research conducted in spring 2016 that was, by far, the largest and the most 

extensive among the three research studies performed.   

4.2   Chapter Organization 

This chapter will have the following sections: 

• Timeline of the research: In this section, the overall research timelines and 

number of research studies performed will be described. 

• The research study in spring 2015: In this section, the detail of the research 

conducted in spring 2015 will be described. This research was mainly 

conducted to establish a feasible study. 

• The research study in fall 2015: In this section, the details of the research 

conducted in fall 2015 will be described. This research was to build upon the 

first research study done in spring 2015. In this study, the number of 

participants was expanded to 20 from 10, the number of phones used was 

increased to three from one, and the number of employed Machine Learning 
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algorithms was increased to three from one. The research in fall 2015 [113] was 

expanded overall to build on the proof of concept established in the prior 

research in spring 2015 [112]. 

• The research study in spring 2016 [113]: In this section, the details of the 

research conducted in spring 2016 will be described. This study built upon the 

prior two studies to increase the confidence about the results of the research by 

making it more expansive. The results of the research in spring 2016 were used 

to write a paper and to present in an international conference on biometrics in 

August of 2016. The conference was the Intelligence and Security 

Informatics Conference (EISIC) [114] held at Uppsala University in Sweden. In 

this study, the number of participants was increased to 60, the total phones used 

were increased to six (two participants used the same type and model), and four 

Machine Learning algorithms were employed. In spring 2016, the research 

conducted additional experiments such as different sample sizes (e.g., five 

random sets of five, ten, and twenty datasets) to measure if accuracy rates 

would change when Machine Learning algorithms processed different sample 

sizes. The research also experimented with the effect of using different 

statistical methods. While the main part of the study had utilized both the 

Average and Variance statistical methods, the additional experiments examined 

the accuracy rate if the machine learning algorithms had to process only one of 

the statistical methods—either the Average or just the Variance. This would 

allow the research to optimize and select one statistical method over the other in 

the future. In these expanded experiments, the study used Naïve-Bayes (N-B) 
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and K-Nearest Neighbor (k-NN) algorithms to measure the effectiveness of 

using either the Average or Variance methods. The study benefited immensely 

through expanding the research in spring 2016 and conducting these additional 

experiments. The study returned valuable information. 

4.3   Timeline of the Study and Related Researches 

Below shows a quick timeline and specific profiles: 

 

Figure 4.1 Research Timeline 

  

The figure above shows the timeline for the research that spanned three semesters. 

 

4.4   Research Study in spring 2015 

The initial research began in spring of 2015 to establish the proof of concept. The study used 

the same mobile app as the other two to capture data from the motion and the movement of the 

phones. The app was an Android-based application called “Sensor Kinetics Pro” produced by 

INNOVENTIONS, Inc., and the phone was “Nexus 5”, an Android-based phone. The phone was 
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equipped with both the gyroscope and accelerometer sensors. During this experiment, there were 

ten volunteers (five male, five female) all in the age group of 19-25.  

Each participant simulated a phone conversation, and he/she was asked to repeat the process 

five times. To have a controlled environment, the smartphone was placed face up flat on the 

table. Each participant would pick up the phone with either hand depending on his/her 

preference, hold the phone to his or her ear for five seconds and return the phone to the table. 

The test used the app’s built-in accelerometer and gyroscope sensors to record the exact 

positioning and rotation of each axis of the device. The app would collect data during these 

movements. The most important moves were picking up the phone to look and then move the 

phone to the ear.   

The results were all saved as .CSV-formatted files and later were input into the Weka 

Machine Learning (ML) tool to be examined under its Multilayers Perceptron (MLP) algorithm. 

The collected data were classified as phases such as “Answering the Call,” “During the Call,” or 

“Hanging up the Call.”  As noted above, the research used the Multilayer Perceptron (MLP) 

algorithm and the following results were gathered: 

• Results of experiment of “Answering the Call” phase: During this experiment, the 

testers picked up the phone from the table to view or answer the call. The accuracy 

rate was at 78% as table 4.1 below shows:   

Table 4.1 Correct Classified Instance - Bringing Phone to View 
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• Results of experiment of “During the Call” phase: During this experiment, the device 

was on the participant’s ear for the duration of the phone call. The accuracy rate was 

at 88% as shown in Table 4.2 below: 

Table 4.2 Correct Classified Instance When Phone at Ear Level 

 

 

 

 

• Results of experiment of “Hanging up the Call” phase: During this final phase of the 

experiment, the phone was on its descent back into the stop position. The accuracy rate 

was at 74% as shown in table 4.3 below: 

Table 4.3 Correct Classified Instance - Hanging Up the Phone 

 
         

4.4.1   Result of the spring 2015 Research  

  The research was successful. It showed that there were accuracies ranged between 74% and 

88% using MLP algorithm for authenticating users depending on the motion of the phone. 

However, the main conclusion from the research was that sensor data can be used to authenticate 

Android-based mobile phone users and measure accuracy rates when both accelerometer and 

gyroscope sensors were used.     
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Proof of concept was accomplished with this project in spring 2015, and it proved that 

motions or movement of a phone could be used as a method of biometric authentication. With 

this baseline and the proof of concept established, the study was then expanded by having two 

additional studies in the following two semesters. 

4.4.2   Conclusion of the Research of spring 2015 

When looking at the results, it was clear that the accelerometer combined with the gyroscope 

was very accurate when the device was in a stationary position as seen in the “Talking On The 

Phone” experiment. The tests showed an accuracy rate of 88%. The conclusion was to follow up 

with the experiments by increasing the number of participants and by increasing the test cases to 

receive more data to provide confidence in the accuracy of the experiment. 

4.5   Research Study in fall 2015 

Upon having the proof of concept from the first study, the research continued in fall 2015 by 

conducting a study with a completely different, but larger, number of participants. There were a 

total of 20 participants who volunteered for the tests which was an increase of ten from the 

research that had been done in spring 2015. The research was successful in proving the 

hypothesis that one’s movements and motions measured from an Android-based phone could be 

used to authenticate a user. The study continued to use Android-based phones, the same mobile 

app that was used before (Sensor Kinetics Pro) and Weka Machine Learning library tool, to 

analyze the data generated by the built-in accelerometer and gyroscope sensors on those phones. 

This research incorporated increased training data, improved the data filtering, and used two 

additional Machine Learning classification algorithms compared to the prior semester’s study. 

With these improvements, this study supported the use of behavioral motion biometrics for 
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authentication. It achieved authentication accuracies of over 98% with several classification 

methods on three of the four devices tested. 

4.5.1   Data Gathering Protocol for fall 2015 Research 

There were four testers, each with one Android-based phone, for a total of four phones. Each 

teste coordinator found five individuals (as test participant) on whom to perform the tests. Each 

test participant performed the motion 25 times. Using a 10-fold cross-validation test, 90% of 

those served as the training data, while the remaining 10% served as the testing data against 

which the algorithm had to perform. This process repeated itself with a different tenth serving as 

the testing data.  

The participants were handed one of the following four possible Android-based phones:  

1. Google (LG) Nexus 5 

2. HTC One M8 

3. Motorola Moto G (3rd Generation) 

4. Sony Xperia Z1 Compact 

(Note: the “Motorola Moto G” phone did not have a gyroscope; it only captured accelerometer 

data.) 

The tester coordinators assisted the test participants by running the “Sensor Kinetics Pro” 

application, prepping the device for capture, and stood back while the test participant motioned 

the phone in accordance with the test protocol, and stepped in to stop the motion capture when 

the motion was completed. They then prepared the device for the next round of capture. Upon 

positive cue from the teste coordinator, the standing participant performed the following actions 

the test protocol: 
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1. First long motion: he/she raised the phone from waist height to view. 

2. Reviewed the screen for a moment, gently shook the phone with a simple flick of the 

wrist. This helped to signify that one motion had ended and another began. 

3. Second long motion:  he/she raised the phone the rest of the way to their ear.  

4. A fourth motion was also captured, as the device was removed downwards from the ear 

to end the motion capture. 

4.5.2   Test Results for fall 2015 Research 

Cross-validation (10 fold) was used to evaluate the learning algorithms. This meant that 

each data set was randomly broken into 10 equal parts, and then the algorithm was trained on 

nine of those parts, testing the algorithm’s accuracies on the remaining data. This was repeated 

for each fold. Tables 4.4, 4.5, 4.6 show the results for four phones, each tested using five 

individual users, each user performing 25 trials, using Naïve Bayes (N-B), K-Nearest Neighbor 

(k-NN), and Multilayer Perceptron (MLP) algorithms. Further, the data from all the phones were 

aggregated together and put through the machine learning algorithms.    

Unsurprisingly, there was degradation in performance when fewer data points were made 

available to the algorithms when only one sensor or only one motion was run.   

Table 4.4 below shows the accuracy rate when Accelerometer only was used. 

Table 4.4 Fall 2015 Research - Accuracy Rate with Accelerometer - Manual Extraction 
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Table 4.5 below shows the accuracy rate when Gyroscope only was used.  

 

 

 

Table 1b:  Fall 2015 Research - Accuracy Rate with Gyroscope 

 

 

 

 

 

 

 

Table 4.6 fall 2015 Research: Accuracy Rate – Two Sensors – Manual Extraction 

 

 

Table 4.6 above shows the accuracy rate with both Accelerometer and Gyroscope (manual 

feature extraction run) in fall 2015 Research 

Table 4.5 fall 2015 Research - Accuracy Rate with Gyroscope – Manual Extraction 
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Table 4.7 below shows the Weka learning algorithms performed on the data with no manual 

feature extraction; the entire run was broken into eighths, processed, and run in Weka. Table 4.7 

shows the automated run for accelerometer only, gyroscope only, and both sensors were used. 

With the additional data from both sensors incorporated (that is, not taken out via the process of 

feature extraction), the accuracy tended to improve overall.  

Table 4.7 fall 2015 Research: Accuracy Results (Automated Run) 

 

 

4.5.3   Conclusion of the fall 2015 Research 

      The results supported that biometric authentication could reliably be used. The best 

performing algorithm, of the ones tested, was the Multilayer Perceptron (MLP) algorithm. It also 

carried the heaviest data-processing footprint of the three to build its model. It is worth noting 

the improvements in the performance of the MLP algorithm of this research compared to the 

analyses by the prior semester’s research of spring 2015 (~78%) for comparable motions that 

that had been tested. There were several possibilities to explain the causes of this improvement in 

quality:  
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• First, the drastic expansion in number of samples per person, likely played a role in 

better training the algorithm to recognize different individuals.  

• Second, breaking the motions into quartiles during the manual feature extraction, and 

eighths during the automated runs of the full motion, created much more idiosyncratic 

data points for everyone, rather than the overall averaging of the x, y and z 

components across the entire motion. Furthermore, the motions analyzed here were 

from waist/pocket height to visual inspection level, then to one’s ear (two separate 

motions), as well as having the entire trial run for the fully automated process. In 

other words, each dimension was broken into eight sections, rather than averaged 

overall. 

• Third, cutting out the additional processing steps helped. For example, filtering out 

the effects of gravity via approximation, which likely served to introduce noise; or 

attempting to determine the most salient attributes and filtering out the less salient 

ones. These steps likely improved the results by providing the maximum number of 

data points with the minimum amount of noise to the MLP algorithm. The MLP 

algorithm internally handles assigning salience values to the various elements being 

compared, likely done during the longer (approximately four seconds in duration) 

model building process. After analyzing the three algorithm results, it was determined 

that MLP was accurate enough that fusing the results would result in degradation in 

accuracy. There were no samples found that MLP did not classify correctly that k-NN 

and N-B both could classify correctly. It would be more likely that MLP would make 

a correct classification that k-NN and N-B would misclassify. Therefore, in these 
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instances, fusing the results of all three would not achieve any improvement over 

MLP alone.    

• Finally, the quality of the algorithms’ models seemed positively correlated with 

having a better gyroscope sensor. The worst performance occurred on the “Moto 3 

(3rd generation)” phone, which lacked the gyroscope entirely. The middle performer, 

the “Nexus 5”, had a gyroscope that only sampled at approximately 50% the rate of 

the accelerometer. Moreover, the remaining phones with superior gyroscopes that 

sampled as the same rate as their accelerometers fared best. 

4.6   Research Study in spring 2016 

The final and most comprehensive tests were performed in spring 2016.  There were 60 

different and new test participants. The research was successful, and it proved again that 

behavioral biometrics (in this case, the ways a phone is held and moved for two large motions) 

could even reach higher level of accuracy rate to authenticate a user of an Android-based 

smartphone. The research was focused on two large motions: picking up a phone that had been 

laid flat on a table after the mobile app had started, and bringing it up to the holding position in 

the front of the face, pausing for couple of seconds, and then moving it to the ear level. 

4.6.1   Data Gathering Protocol for Research of spring 2016 

 

Behavioral biometrics require a larger set of training data for the phone to learn a user’s 

unique use patterns when compared to physiological biometrics capture, such as fingerprinting or 

iris scanning. Therefore, in this final study in spring 2016, the data gathering sources like test 

participants and phones were increased:  



109 

  

 

a) To create large number of training datasets from different models of Android-based 

phones (to diversify and to provide transparency that the research was not dependent on only one 

model or from one manufacturer), and  

b) To increase the value and depth of the study by having large number of test participants 

of different ages, genders, and locations, again to increase the value of the research. In this final 

study, there were six test coordinators, each tested and worked with nine additional test 

participants and tested with different Android-based phone models.  

The following phones and models were used (two test coordinators used the same type and 

model):  

1. LG Nexus 5  

2. Motorola Moto G (3rd Gen)  

3. HTC One m8  

4. Samsung Galaxy Note 4 (2 testers)  

5. Samsung Galaxy Note 5  

(Note: the “Motorola Moto G” phone did not have a gyroscope; it only captured accelerometer 

data.) 
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Figure 4.2 below shows summary information about the data and participants’ profile: 

 

 

 

Figure 4.2 Profile of Test Participants in spring 2016 Research 

 

The following in Figure 4.3 is a quick summary of the data and results.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 4.3 spring 2016: Summary of Research Data and Activities 



111 

  

 

Each test coordinator gathered data from 10 participants (many test coordinators were also 

participants themselves) who performed 20 trials each, for a total of 200 runs per tester or 1200 

runs in total. There were 60 participants. As noted above, the “Motorola Moto G” did not have a 

gyroscope sensor; therefore, it only recorded data from its accelerometer.  

The test coordinators facilitated by running the “Sensor Kinetics Pro” application, preparing 

the Android phone for capture, observing while the test participant motioned the phone in 

accordance with the test protocol, and getting the device ready for the next round of capture.  

While various motions were considered for this study, the ones chosen were deemed best 

because it came naturally to most people and did not feel artificial. No time limit was set for the 

test participants. The only time enforcement involved was the 2-3 second pauses in between 

motions.  

The trial procedure was straightforward. The participant either sat at or stood by a table or a 

desk with the phone face up on the surface of the table/desk. The participant pressed the “Start” 

button while the phone was still lying flat, and then lifted it to view. After a 2-3 second pause, 

the participant raised the phone with his or her hand of choice to his or her ear. The “Stop” 

button was then pressed at the ear after another 2-3 second pause. Again, as noted above, the test 

coordinator then stopped the motion capture of the device, and prepared for the next trial run 

until all the trials were completed. Table 4.8 shows a sample image of the data captured. 
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4.6.2   Discarding Some Data 

During the process of gathering the 20 trial runs from participants, the test coordinators 

would find that occasional trials would have to be discarded. The rate of discards per test 

participant ranged from 1 to 4, or a rate of 5% to 20%.  

4.6.3   Data Processing Methods and Machine Learning for Research of spring 2016  

Data was processed using two different methods. First, a Simple division of the recorded 

trial runs was executed, and then an advanced feature extraction process (referred here as 

Complex) to isolate the motions and pauses into separate segments.  

4.6.3.1   Simple Division Method 

 

The approach of simple division was entirely automated using a Java program. The Java 

program read in the 20 trials of participant motion data, provided in .CSV format from “Sensor 

Kinetics Pro” application. Then that data was divided into 16 sections, which was chosen to 

maintain parity with the second method that was the algorithmic feature extraction detailed 

below (four segments, each broken into four sections). The data points in the 16 sections were 

Table 4.8 Data Captured from the Sensor Kinetics Pro Application. 
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averaged and their variances were calculated in the x, y, and z-axes separately. With two sensors, 

this totaled 192 data points. 

The following graph in Figure 4.4 shows how the each of the four large segments were further 

divided into four to provide further detailing and observation for movements of the phones: 

   

 

 

 

 

 

 

 

 

 

The Figure 4.4 above shows how the “Simple” division works: simple division method 

divides a trial run into 16 sections with no attention paid to areas of motion or stillness 

4.6.3.2   Complex Division (Algorithmic Extraction) Method 

 

For the algorithmic feature extraction, the following steps were performed: Using a graph of 

the accelerometer data, a moving average and variance was calculated for each time sample 

(separate x, y and z-axes). Summing the variances for each sample gave a picture of the motion 

of the phone at each point in the trial run. A temporary threshold of motion was then adjusted via 

processing each run until it produced four segments: two in motion and two at rest (held in front 

of the face and at the ear level). Depending on whether the accelerometer and gyroscope 

captured data at the same sampling rate (the “Nexus 5” phone did not), the time indices for the 

gyroscope were adjusted to match the timestamps identified for the accelerometer. 

 

 

 

Figure 4.4 Simple Division Method 
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Figure 4.5 above shows the complex process: complex processing of the motion was to 

isolate movement from periods of stillness. Not shown are the divisions of these four segments 

into four sections.   

Each segment was divided into quarters, and then averaged {x, y, z} separately, and had a 

variance taken {x, y, z} separately. This way, each segment had 24 attributes for the 

accelerometer, and 24 attributes for the gyroscope, if a gyroscope was present. Each trial 

consisted of four segments, and thus consisted of 192 total data points.  

The Average and Variance per dimension {x, y, and z} were taken in each section with the 

intention of capturing everyone’s idiosyncrasies. As the test participants performed the motions 

in accordance with their own preferences, the relative speed/acceleration of those motions should 

be distinguishable from the motions of others: using the quarter-section averages in each 

dimension representing the speed/angle of the motion of that section on average and the 

variances to approximate individual variation within each section.  

The use of quartiles was intended to recapture individual idiosyncrasies, while making the 

data amenable to the WEKA library’s numerous classification algorithms since dividing the data 

into smaller partitions would possibly create samples with too few data points that resulted in 

Figure 4.5 Complex Processing of the Motion to Isolate Movement 
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meaningless variances” [6].  For both the Simple division and the feature extraction algorithm 

(i.e., Complex in this study), the information was aggregated into different .CSV files that were 

processed using Weka, and each 192-data-point row was post-pended with an identifier: the test 

participant’s number.  

4.6.3.3   Feature Extraction Summary 

The following is a summary of the feature extraction: 

 

 

Figure 4.6 Feature Extraction Summary 

4.7.4   Summary of the High-Level Data Processing 

 Used an Automated process (Java Program) to divide the data into sixteen equal 

sections 

 Calculated the average and variance at each data point 

 Divided into sixteenths to match up evenly with the automated feature extraction 

 16x sections 

 2x sensors 

 3x dimensions 

 2x values (Average and Variance) 

 Ended up with 192 data points per trial 
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4.7.5   Machine Learning Algorithms Used in the spring 2016 Research 

With the data in this form, the algorithms selected to learn the participants and attempt to 

identify them were Naïve Bayes (N-B), K-Nearest Neighbors (k-NN), the Multilayer Perceptron 

(MLP), and Support Vector Machines (SVM). 

Naïve Bayes is a well-known and widely used algorithm, selected by the team precisely for 

these reasons. Further, it was a very fast algorithm to run, however the ultimate performance of 

Naïve Bayes was not strong. It assumes features are independently formed from one another.  

The K-Nearest Neighbors algorithm serves as a benchmark as being the standard in Machine 

Learning, and was a fast and simple algorithm to run. It is also a well understood and widely 

used algorithm, known for sensitivity to local structures in the feature space.  

Multilayer Perceptron (MLP) was also selected in prior studies in spring 2015 and fall 2015. 

As noted earlier, the training of the artificial neural network is performed by backpropagation 

training data back up to the input layer. The connections to the hidden layer underneath are 

weighted to create the desired results. During the training, the weights are adjusted after an initial 

arbitrary setting to close in upon the intended results.  

Support Vector Machines (SVM) was also selected for its wide popularity. It creates two 

categories, then takes the training data, and assigns them to one or the other category. 

4.7.6   Separate and Additional Experiments Conducted in spring 2016 

This study also conducted two categories of additional experiments to measure the behavior 

of Machine Learning algorithms if certain variations were made. First, the experiments were run 

to measure if statistical Average was better if used instead of statistical Variance for the data 

points. Second, the researcher conducted a series of different sample sizes, again to measure how 

size influenced the accuracy rate. 
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4.7.6.1   Additional Experiments: Using Average vs. Variance 

The same data samples of “Simple” and “Complex” were used. The data samples for both 

Simple and Complex contained data for both accelerometer and gyroscope sensors, and these 

data sets were then updated to either contain datasets for Averages or for Variances. To test for 

Average, all columns that contained Variances were deleted and the file was saved. A similar 

approach used to test for Variances. All columns that had the data for Average were all deleted 

and the file was saved with just Variance data. The results showed that all algorithms (Naïve 

Bayes, k-NN, and MLP) had a significantly higher level of accuracies when Average (AVG) was 

used when compared with Variance (VAR). Naïve Bayes had a significantly higher accuracy if 

Average was used instead of Variance. For example, it was at 90% accuracies for Simple method 

for Average, and 64% for Simple method for Variance.  k-NN also had a higher accuracy if 

Average was used instead of Variance. For example, the accuracy rate was at 88% for Simple 

method for Average and 64% for Simple method for Variance. 

Below is a summary of improvements when different ML algorithms were used to test 

Average vs. Variance statistical methods. The study compared the results between these two-

separate statistical approached, AVG (Average) vs. VAR (Variance).   

 

 

 

 

 

 

 

Figure 4.7 Accuracy Rate: Average vs. Variance 
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Figure 4.7 above shows the accuracy rate when either Average or Variance was used. The 

results showed that all three algorithms had higher accuracy rates when Average statistical 

method was used. MLP was higher in all instances.   

Below is the summary of all the test runs in graph form that shows that MLP in most cases 

did better.   

 

Figure 4.8 All Runs vs. the Additional Test Using Either Average or Variance 

 

Figure 4.8 above shows the comparison of all runs including the additional experiment using 

Average vs. Variance. 

4.7.6.2   Additional Experiments: Using Different Sample Sizes 

The study then tried to use different sample sizes to measure the accuracies of the algorithms 

as the population size changed for both Simple and Complex methods. The study covered 

random samples sizes of five, ten and twenty. In all, as the population sizes grew, the accuracies 

changed (went down) or stayed almost the same when the same algorithms were used. However, 

when the algorithm was changed, the results were very different. Therefore, the choice of 
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algorithm mattered. Here, K-Nearest Neighbor (k-NN) fared far better than Naïve Bayes did, in 

all of the three sample sizes. 

4.7.6.3   Results for Simple Method of Different Sample Sizes 

 

Table 4.9, below, shows how algorithms behaved, and what type of accuracy rates were 

accomplished when random sizes of five, ten, or twenty were used. The study only used Naïve 

Bayes (N-B) and K-Nearest Neighbor (k-NN). 

Table 4.9 Using Simple Methods Using Different Size Datasets 

 

 

Figure 4.9 below shows. In graph, that in Simple datasets, there were higher level of 

accuracies when k-NN algorithm was used as compared to Naïve Bayes.    

 

Figure 4.9 Using Simple Methods for Different Size Datasets 
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4.7.7   Results for Complex Method Using Different Sample Sizes 

  Table 4.10 below shows the accuracy rate of using Complex method when random sizes of 

five, ten and twenty were under Naïve Bayes and K-Nearest Neighbor. The algorithms had 

higher level of higher accuracy rates or stayed the same as population size grew. 

Table 4.10 Results for Complex Method Different Sample Sizes 

 

Figure 4.10 below shows that in Complex method, there were significantly higher 

accuracies for k-NN algorithm as compared to Naïve Bayes. 

 

 

 

Figure 4.10 Complex Method: Accuracy Rates - k-NN Algorithm vs. Naive Bayes 
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4.7.8   The Final Test Results for Research of spring 2016  

The Cross Validation using 10-folds was used with each of the algorithms. For each 

algorithm, the total test data was split into ten equal partitions, and the algorithms were trained 

on 9/10ths. Then the remaining 10th was tested against the trained algorithms. This process was 

repeated for each partition—a different tenth—serving as the testing data.  

Table 4.11 shows the results for the 60 users, tested using six phones (five different models), 

using algorithms Naïve Bayes (N-B), K-Nearest Neighbors (k-NN), the Multilayer Perceptron 

(MLP), and Support Vector Machine (SVM).  

First, worth noting is the clear improvement in results when the gyroscope is added to the 

analysis: As shown here and observed in the fall 2015 research paper [6], having the additional 

sensor aided the algorithms in correctly identifying individuals, resulting in nearly across the 

board improvements of 1.1%.  

Second, the improvement in specifically isolating the motions using the complex 

segmentation method is visibly evident in the results. An improvement of 1.1% is noted by doing 

this additional work 

Third, the choice of algorithm mattered and it was significant. Going from Naïve Bayes to 

K-Nearest Neighbors provided a jump of 6.4% for tests used the Complex extraction method and 

when both sensors were used. Then moving to Multilayer Perceptron resulted in a 5.0% 

improvement. From the worst to the best performing algorithm, there was a difference of 11.8%. 
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Table 4.11 Comparison of Results from Four Algorithms  

 % 
Simple 

(accelerometer) 

Simple 

(both) 

Complex 

(accelerometer) 

Complex 

(both) 

N-B 82.7 83.2 81.1 83.6 

k-NN 86.3 87 88.7 89.8 

MLP 91.4 92.5 92.9 92.7 

SVM 96.3 92.8 97.7 92.2 

 

Table 4.11 above shows how the four algorithms (Naïve Bayes, K-Nearest Neighbors, 

Multi-Layer Perceptron, and Support Vector Machine) fared when the data from the sensors 

were used, either individually or when both were used, under either the Simple or the Complex 

method.  Support Vector Machine (SVM) and Multilayer Perceptron (MLP) did far better than 

Naïve Bayes (N-B) and K-Nearest Neighbor (k-NN). SVM even reached 97.7% accuracies when 

both sensors were used under the Complex method.   

  

Figure 4.11 Comparison of Results from Three Algorithms 
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Figure 4.11 above shows how the four algorithms (Naïve Bayes, K-Nearest Neighbors, 

Multi-Layer Perceptron, and Support Vector Machine) fared when the data from the sensors 

were used, either individually or when both were used, under either the Simple or the Complex 

method. Table 4.12 below shows the percentage improvements when the study applied either of 

the three algorithms (MLP, k-NN, and N-B), from one sensor to two sensors, or when either 

Simple or Complex methods were used: 

In one specific case, changing algorithm to MLP instead of N-B provided 9.1% performance 

increase. 

Table 4.12 Approximate Values of Improvements of Research in Spring 2016 

 

Improvement Percent 

From 1 sensor to 2 sensors (for MLP) 1.1% 

From simple to complex (for K-NN) 2.1% 

From N-B to k-NN (For Complex) 6.2% 

From k-NN to MLP (for Simple) 5.5% 

From N-B to MLP (for Complex) 9.1% 
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Figure 4.12 Approximate Values of Improvements Using Different Parameters 

 

Figure 4.12, shows the approximate improvements when increasing the number of sensors, 

using Complex segmentation, or using a sophisticated algorithm. 

One minor detail worth noting was that the Multilayer Perceptron algorithm seemed to 

perform slightly worse moving from one to two sensors in the Complex extraction. Given the 

general propensity of the algorithms to improve when (1) more sensors are used, and (2) the 

Complex method was applied, the research showed that overall, the best combination of factors 

was two sensors, Complex extraction, and the Multilayer Perceptron algorithm.  

0.00% 1.00% 2.00% 3.00% 4.00% 5.00% 6.00% 7.00% 8.00% 9.00%10.00%

From 1 sensor to 2 sensors (for MLP)

From simple to complex (for K-NN)

From NB to k-NN (For Complex)

From k-NN to MLP (for Simple)

From NB to MLP (for Complex)

Spring 2016 Test Results: Percentage Improvements when Using 
Different Machine Learning Algorithms
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4.8   False positive Rates per Individual Test Participant 

One final piece about the data was that Weka provides some false positive rates per 

individual test participant that helps to determine the relevance. The figure below shows sample 

results from Weka displaying true positive and false positive rates per individual test participant:  

 

Figure 4.13 True Positive and False Positive Rates per Individual Test Participant 

4.9   Chapter Conclusion 

In this chapter, the study concluded that the motion of hands could in fact be used as a valid 

behavioral biometrics method. The study showed that the research could be conducted multiple 

times (three times in this study) and the results could be duplicated to support the hypotheses 

noted in the problem statement described in chapter one. The study also concluded that the tests 
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could run data on Weka Machine Learning (ML) under several different ML algorithms to 

measure and compare the accuracy levels produced by the different algorithms. The study 

employed different tests on a specific statistical method, and it proved that selecting a specific 

statistical method matters. For example, using Average instead of Variance could result in vastly 

different and much higher accuracy rates. The next chapter will discuss the results of the study 

and research conducted and will recommend ways to enhance and add to the work in future 

similar studies. 
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Conclusions 

 

This chapter summarizes the results from the three different research studies and answers the 

question in the problems statement. It will discuss the limitations of the research and will provide 

recommendations for future study in this area. 

5.1   Research Conclusion 

All three research studies conducted show that there were advantages in using behavioral 

biometrics for authentication. However, given that while the research tests reached very high 

percentage accuracies in certain trials and in using certain algorithms, the test never reached 

100% of accuracies. The results do not support the lone use of behavioral biometrics for 

authentication; it instead, it should be used as a complement or as an added authentication 

method. As an example, users could use behavioral biometrics in conjunction with a password or 

could combine it with some physiological biometrics like fingering to better authenticate users. 

In some cases, for example to unlock a device, it might be more advisable to rely upon 

physiological biometrics. Then, after being unlocked with a physiological biometric, it might 

make more sense to take advantage of behavioral biometrics to keep the phone unlocked over 

extended usage.  

Worth noting is that this study’s results in spring 2016 are slightly worse than the previous 

iteration of this experiment performed in fall 2015. In the previous study performed in fall 2015, 

a ~98% result was achieved when MLP algorithm, with dual sensors, and complex extraction 

method were used. One explanation for the mild decrease in the performance was due to the 

drastic increase in the number of participants, from 20 to 60. It was expected that the overall 
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performance would suffer because of the sizeable increase. It is also worth noting that, in the 

final study, data from identical twins was included.  The additional discovery regarding the twins 

(detailed below) was confusing the algorithms to such a strong degree that it became a great 

concern with respect to security.   

However, one improvement in performance was a result of the automated method for feature 

extraction, compared to the simplified version, which was a complete inversion from the 

research in fall 2015. First, the previous research in fall 2015 used a manual effort to visually 

identify the lifting motions and still portions, which compared unfavorably to the simple division 

into an arbitrary number of sections. In the last research, the simple division method 

underperformed compared to the algorithm that automated isolating the motions.  

Like the research of fall 2015, the research in spring 2016 did not include extra processing 

steps such as filtering out the effects of gravity. This meant that when the algorithms were run, 

they had the maximum number of data points to work with along with a minimum amount of 

noise created by superfluous calculations.  

It is worth noting that the MLP algorithm, when fed 1200 test trials and 196+1 attributes (+1 

being the identification label), struggled under the weight of the learning data. With the 236,400 

data points (1200 trials multiplied by 197), the MLP with 10-fold learning took over 40 minutes 

to complete.  

After the experiment, the results dictate that MLP was accurate enough that combining it 

with any of the other algorithms would weaken the results. There were no instances where MLP 

misclassified a sample, and k-NN and N-B classified it correctly. Therefore, fusing the results of 

all three algorithms would serve no purpose other than to lower the results of MLP alone.  
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As with the previous research of spring 2015 and fall 2015, the learning algorithms in spring 

2016 performed better with additional data: having the gyroscope data added to the analysis 

improved the results across the board. Some phones had middling sensors, particularly the 

gyroscope that sampled at lower rates. The “Nexus 5’s” gyroscope sampled at half the rate of its 

accelerometer. When isolated, the phones with superior sensors fared better, per the previous 

research in fall 2015 [6].  

For phones with sensors that have a lower sampling rate but still wish to offer biometric 

authentication, cubic interpolation could possibly be an option. Cubic interpolation makes use of 

neighboring data points to approximate missing data. This idea, however, would require 

significant additional testing to see whether such virtual data would be able to compete with 

phone with high sample rates.  

As noted earlier, one particularly noteworthy feature of the results was the fact that the 

Machine Learning algorithms frequently confused the data samples provided by the twins, 

participants 43 and 44. Their data samples were not correctly ascribed to the correct individual. 

This is likely due to their identical genetic makeup causing them to have identical or nearly 

identical physical characteristics. This finding had some influence on the study’s outcome, but it 

is a large factor in the final recommendation that the sort of behavioral biometric described in 

this study would not be effective as a sole means of authentication. 
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Figure 5.1 Confusion Matrix 

 

Figure 5.1 above shows a Confusion matrix. The box highlights the effect of twins in the 

study. Results are taken from the K-Nearest Neighbor algorithm run against the complex feature 

extraction with both Sensors. 

5.2   Quick Summary of Conclusion 

The study came to the following conclusions: 

 

✓ It supports the importance of behavioral biometrics for authentications 

✓   It does not support the lone use of behavioral biometrics  

✓   It is better to combine behavioral biometrics with another authentication 

method like a password  

✓   Use of specific algorithm matters; Support Vector Machine was excellent 

✓   Use of two sensors is better than just one 

✓   Use of specific statistic method matters, e.g. Average (AVG) vs. Variance 

(VAR). Average did far better 

✓   Population size matters 
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5.3   Future Development 

 

After completing the analysis, there are some suggestions for future iterations of the 

experiment. One change would be to break up the data gathering into sections. In these 

experiments, the test participants had to perform all 20 trials in a single sitting. It would be 

interesting to see if collecting trials over multiple sessions for a test participant would have any 

effect on the results.  

Another change would be to increase the number of participants to at least 100 or even 

more. Future studies could also benefit from having multiple populations from different ethnic 

backgrounds and from different locations around the world. In addition, this study recommends 

adding tests from more identical twins to see if the findings in the spring 2016 study could be 

duplicated with larger number of identical twin sets. Finally, the study recommends conducting 

additional tests to compare motions of right hands versus left hands of the same participant.  
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Appendix A 

Execution Results of Random Sets of Five, Ten and Twenty 

Below is the summary execution of sets of five by the Naïve Bayes and k-NN algorithms – 

based on either Simple or Complex data sets: 

Simple Data Sets 0 to 4 (Total of five sets) 

Simple:  Naïve Bayes 

Scheme:weka.classifiers.bayes.:    NaïveBayes  

Relation:     simple Dataset 0 to 4 

Simple:   Naïve Bayes 

Correctly Classified Instances         93               93% 

Total Number of Instances               100      

=============================================================== 

Simple Data Sets 0 to 4 (Total of five sets) 

Simple:  K-NN- ILK 

Scheme:weka.classifiers.lazy.IBk -K 1 -W 0 -A Relation:     simple Dataset 0 to 4 

=== Stratified cross-validation === 

=== Summary === 

Correctly Classified Instances           96              96% 

Incorrectly Classified Instances         4                4% 

Kappa statistic                           0.95   

Mean absolute error                      0.032  

Root mean squared error                   0.1249 

Relative absolute error                  10      % 

Root relative squared error              31.2261 % 

Total Number of Instances               100      

=== Detailed Accuracy By Class === 

=============================================================== 

Complex Data Sets 0 to 4 (Total of five sets) 

Complex:  Naive Bayes 

Scheme:weka.classifiers.bayes.NaiveBayes  

Relation:     complex Datasets 0 to 4 

Time taken to build model: 0.03 seconds 

=== Stratified cross-validation === 

=== Summary === 
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Correctly Classified Instances           92             92% 

Incorrectly Classified Instances         8                8% 

Kappa statistic                           0.9    

Mean absolute error                       0.032  

Root mean squared error                   0.1789 

Relative absolute error                  10      % 

Root relative squared error              44.7214 % 

Total Number of Instances               100      

=============================================================== 

Complex Data Sets 0 to 4 (Total of five sets) 

Complex:  IBK-K-NN 

Scheme:weka.classifiers.lazy.IBk -K 1 -W 0 -A  

Relation:     complex Datasets 0 to 4 

Correctly Classified Instances           99              99% 

Incorrectly Classified Instances          1                1% 

Kappa statistic                             0.9875 

Mean absolute error                        0.0206 

Root mean squared error                   0.0651 

Relative absolute error                    6.4474 % 

Root relative squared error               16.2648 % 

Total Number of Instances                100      

Simple Data Sets 10 to 14 (Total of five sets) 

Data sets 10 to 14 

 

Simple: Naive Bayes 

 

Scheme:weka.classifiers.bayes.NaiveBayes  

Relation:     simple 10 to 14 

Time taken to build model: 0.02 seconds 

=== Stratified cross-validation === 

=== Summary === 

Correctly Classified Instances           87               87% 

Incorrectly Classified Instances         13               13      % 

Kappa statistic                             0.8375 

Mean absolute error                        0.052  

Root mean squared error                   0.228  

Relative absolute error                   16.2529 % 

Root relative squared error               57.0088 % 

Total Number of Instances                100      
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Simple Data Sets 10 to 14 (Total of five sets) 

Data sets 10 to 14 

Simple:  IBK-K-NN 

Scheme:weka.classifiers.lazy.IBk -K 1 -W 0 -A "weka.core.neighboursearch.LinearNNSearch -A 

\"weka.core.EuclideanDistance -R first-last\"" 

Relation:     simple 10 to 14 

Time taken to build model: 0 seconds 

=== Stratified cross-validation === 

=== Summary === 

 

Correctly Classified Instances           92             92% 

Incorrectly Classified Instances          8                8% 

Kappa statistic                             0.9    

Mean absolute error                        0.0472 

Root mean squared error                   0.1754 

Relative absolute error                   14.7368 % 

Root relative squared error               43.8456 % 

Total Number of Instances                100      

============================================================== 

Complex Data Sets 10 to 14 (Total of five sets) 

Data sets 10 to 14 

Complex:  Naive Bayes 

Scheme:weka.classifiers.bayes.NaiveBayes  

Relation:     complex 10 to 14 

Time taken to build model: 0.02 seconds 

=== Stratified cross-validation === 

=== Summary === 

 

Correctly Classified Instances           86               86% 

Incorrectly Classified Instances         14               14% 

Kappa statistic                             0.825  

Mean absolute error                        0.0557 

Root mean squared error                   0.2353 

Relative absolute error                   17.4109 % 

Root relative squared error               58.8367 % 

Total Number of Instances                100      

 

 

 

 

 

Complex Data Sets 10 to 14 (Total of five sets) 

Data sets 10 to 14 
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Complex: IBK-K-NN 

Scheme:weka.classifiers.lazy.IBk -K 1 -W 0 -A "weka.core.neighboursearch.LinearNNSearch -A 

\"weka.core.EuclideanDistance -R first-last\"" 

Relation:     complex 10 to 14 

Time taken to build model: 0 seconds 

=== Stratified cross-validation === 

=== Summary === 

Correctly Classified Instances           92             92% 

Incorrectly Classified Instances          8                 8% 

Kappa statistic                             0.9    

Mean absolute error                        0.0472 

Root mean squared error                   0.1754 

Relative absolute error                   14.7368 % 

Root relative squared error               43.8456 % 

Total Number of Instances                100      

 

Simple Data Sets 32 to 36 (Total of five sets) 

 

Data sets 32 to 36 

Simple:  Naive Bayes 

 

Scheme:weka.classifiers.bayes.NaiveBayes  

Relation:     simple 32 to 36 

 

Time taken to build model: 0.02 seconds 

 

=== Stratified cross-validation === 

=== Summary === 

 

Correctly Classified Instances           88               88% 

Incorrectly Classified Instances         12               12% 

Kappa statistic                             0.85   

Mean absolute error                        0.048  

Root mean squared error                   0.2191 

Relative absolute error                   15      % 

Root relative squared error               54.7723 % 

Total Number of Instances                100      

 

 

 

Simple Data Sets 32 to 36 (Total of five sets) 

Simple:  IBK - K-NN 

 

Scheme:weka.classifiers.lazy.IBk -K 1 -W 0 -A  
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Relation:     simple 32 to 36 

 

Time taken to build model: 0 seconds 

 

=== Stratified cross-validation === 

=== Summary === 

 

Correctly Classified Instances           96             96% 

Incorrectly Classified Instances          4                4 % 

Kappa statistic                             0.95   

Mean absolute error                        0.032  

Root mean squared error                   0.1249 

Relative absolute error                   10      % 

Root relative squared error               31.2261 % 

Total Number of Instances                100    

 

Complex Data Sets 32 to 36 (Total of five sets) 

Complex:  Naive Bayes 

 

Scheme:weka.classifiers.bayes.NaiveBayes  

Relation:     complex 32 to 36 

 

Time taken to build model: 0.02 seconds 

 

=== Stratified cross-validation === 

=== Summary === 

 

Correctly Classified Instances           82               84.53 % 

Incorrectly Classified Instances         15               15.4639 % 

Kappa statistic                             0.8071 

Mean absolute error                        0.0614 

Root mean squared error                   0.2467 

Relative absolute error                   19.2048 % 

Root relative squared error               61.6813 % 

Total Number of Instances                97      

 

 

 

 

Complex Data Sets 32 to 36 (Total of five sets) 

 

Complex:   K-NN 
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Scheme:weka.classifiers.lazy.IBk -K 1 -W 0 -A "weka.core.neighboursearch.LinearNNSearch -A 

\"weka.core.EuclideanDistance -R first-last\"" 

Relation:     complex 32 to 36 

 

Time taken to build model: 0 seconds 

 

=== Stratified cross-validation === 

=== Summary === 

Correctly Classified Instances           87               89.69 % 

Incorrectly Classified Instances         10               10.3093 % 

Kappa statistic                             0.8708 

Mean absolute error                        0.0563 

Root mean squared error                   0.1987 

Relative absolute error                   17.6195 % 

Root relative squared error               49.6818 % 

Total Number of Instances                97      

=============================================================== 

Simple Data Sets 40 to 44 (Total of five sets) 

Data Set 40 to 44 

 

Simple:   Naive Bayes 

 

Scheme:weka.classifiers.bayes.NaiveBayes  

Relation:     simple 40 to 44 

 

Time taken to build model: 0.02 seconds 

 

=== Stratified cross-validation === 

=== Summary === 

Correctly Classified Instances           72               72 % 

Incorrectly Classified Instances         28               28 % 

Kappa statistic                             0.65   

Mean absolute error                        0.112  

Root mean squared error                   0.3346 

Relative absolute error                   34.9931 % 

Root relative squared error               83.6495 % 

Total Number of Instances                100      
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Simple Data Sets 40 to 44 (Total of five sets) 

Simple:  IBK 

 

Scheme:weka.classifiers.lazy.IBk -K 1 -W 0 -A "weka.core.neighboursearch.LinearNNSearch -A 

\"weka.core.EuclideanDistance -R first-last\"" 

Relation:     simple 40 to 44 

 

Time taken to build model: 0.02 seconds 

 

=== Stratified cross-validation === 

=== Summary === 

 

Correctly Classified Instances           72               72 % 

Incorrectly Classified Instances         28               28 % 

Kappa statistic                             0.65   

Mean absolute error                        0.1229 

Root mean squared error                   0.3264 

Relative absolute error                   38.4211 % 

Root relative squared error               81.6044 % 

Total Number of Instances                100  

=============================================================== 

Complex Data Sets 40 to 44 (Total of five sets) 

 

Complex:   Naive Bayes 

 

Scheme:weka.classifiers.bayes.NaiveBayes  

Relation:     complex 40 to 44 

 

=== Stratified cross-validation === 

=== Summary === 

Correctly Classified Instances           75               75 % 

Incorrectly Classified Instances         25               25 % 

Kappa statistic                             0.6875 

Mean absolute error                        0.0997 

Root mean squared error                   0.3134 

Relative absolute error                   31.1473 % 

Root relative squared error               78.3467 % 

Total Number of Instances                100      
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Complex Data Sets 40 to 44 (Total of five sets) 

Complex:   K-NN - IBK 

 

Scheme:weka.classifiers.lazy.IBk -K 1 -W 0 -A "weka.core.neighboursearch.LinearNNSearch -A 

\"weka.core.EuclideanDistance -R first-last\"" 

Relation:     complex 40 to 44 

=== Stratified cross-validation === 

=== Summary === 

 

Correctly Classified Instances           82               82 % 

Incorrectly Classified Instances         18               18 % 

Kappa statistic                             0.775  

Mean absolute error                        0.0851 

Root mean squared error                   0.262  

Relative absolute error                   26.5789 % 

Root relative squared error               65.5046 % 

Total Number of Instances                100      

=============================================================== 

Simple Data Sets 57 to 62 (Total of five sets) 

 

Data Set 57 to 62 

 

Simple:  Naive Bayes 

 

Scheme:weka.classifiers.bayes.NaiveBayes  

Relation:     simple 57 to 62 

 

Time taken to build model: 0.02 seconds 

 

=== Stratified cross-validation === 

=== Summary === 

 

Correctly Classified Instances           86               86 % 

Incorrectly Classified Instances         14               14 % 

Kappa statistic                             0.825  

Mean absolute error                        0.0571 

Root mean squared error                   0.2373 

Relative absolute error                   17.8419 % 

Root relative squared error               59.3186 % 

Total Number of Instances                100     
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Simple Data Sets 57 to 62 (Total of five sets) 

 

Simple:  IBK - K-NN 

 

Scheme:weka.classifiers.lazy.IBk -K 1 -W 0 -A "weka.core.neighboursearch.LinearNNSearch -A 

\"weka.core.EuclideanDistance -R first-last\"" 

Relation:     simple 57 to 62 

 

=== Stratified cross-validation === 

=== Summary === 

 

Correctly Classified Instances           84               84 % 

Incorrectly Classified Instances         16               16 % 

Kappa statistic                             0.8    

Mean absolute error                        0.0775 

Root mean squared error                   0.2471 

Relative absolute error                   24.2105 % 

Root relative squared error               61.7833 % 

Total Number of Instances                100      

 

Complex Data Sets 57 to 62 (Total of five sets) 

complex:  Naïe Bayes 

 

Scheme:weka.classifiers.bayes.NaïveBayes  

Relation:     complex 57 to 62 

 

Time taken to build model: 0 seconds 

 

=== Stratified cross-validation === 

=== Summary === 

 

Correctly Classified Instances           87              92.55% 

Incorrectly Classified Instances          7                  7.46 % 

Kappa statistic                             0.9064 

Mean absolute error                        0.0298 

Root mean squared error                   0.1717 

Relative absolute error                    9.3416 % 

Root relative squared error               42.9884 % 

Total Number of Instances                94      
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Complex Data Sets 57 to 62 (Total of five sets) 

Complex:  IBK - K-NN 

 

Scheme:weka.classifiers.lazy.IBk -K 1 -W 0 -A "weka.core.neighboursearch.LinearNNSearch -A 

\"weka.core.EuclideanDistance -R first-last\"" 

Relation:     complex 57 to 62 

 

 

=== Stratified cross-validation === 

=== Summary === 

 

Correctly Classified Instances           86              91.49 % 

Incorrectly Classified Instances          8                8.5106 % 

Kappa statistic                             0.8931 

Mean absolute error                        0.05   

Root mean squared error                   0.1806 

Relative absolute error                   15.68   % 

Root relative squared error               45.2388 % 

Total Number of Instances                94 
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Appendix B 

                                Java Program for Automated Feature Extraction 

 
import java.io.BufferedReader; 

import java.io.FileReader; 

import java.io.PrintWriter; 

 

public class Demo { 

 

    //RUNTIME SETTINGS 

    public static final String directory = 

"/home/jonl3379/Downloads/data/"; 

    public static final int[] subjects = {0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 

            10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 

            20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 

            30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 

            40, 41, 42, 43, 44, 45,     47, 48, 49, 

            50, 51, 52, 53, 54, 55,     57, 58, 59, 

            60,     62}; 

    public static final int trials = 20; 

 

    //GLOBAL SETTINGS 

    //segments will be 4; sections per segment will be 4; to be defined 

in feature_extraction() 

    public static final String[] sensors = {"acc", "gyr"}; //{0,1} in 

array notation 

    public static final int[] sections = {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 

11, 12, 13, 14, 15, 16}; 

    public static final String[] statistics = {"avg", "var"}; 

    public static final String[] dimensions = {"x", "y", "z"}; //{1,2,3} 

in array notation 

 

    //DEMO MAIN BEGINS HERE 

    public static void main(String[] args) throws Exception { 

 

        //SETUP FILES START 

        PrintWriter simple = new PrintWriter(directory + "simple.csv"); 

        PrintWriter complex = new PrintWriter(directory + 

"complex.csv"); 

 

        //WRITES TOP LINE OF COLUMN LABELS INTO CSV, EG 

"acc1avgx,acc1avgy..." 

        top_line(simple); 

        top_line(complex); 

 

        //SUBJECT RUNS READ & WRITE 

        for (int subject : subjects) 

            subject_runs(subject, simple, complex); 
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        //COMMIT FILES 

        simple.close(); 

        complex.close(); 

        System.out.println("***FIN***"); 

    } 

 

    //POPULATE TOP LINE OF CSV 

    public static void top_line(PrintWriter p) { 

        for (String sensor : sensors) 

            for (int section : sections) 

                for (String statistic : statistics) 

                    for (String dimension : dimensions) 

                        p.print(sensor + section + statistic + dimension 

+ ","); 

        p.println("subject_number"); 

    } 

 

    //SUBJECT DATA READ THEN WRITE TO CSV 

    public static void subject_runs(int subject, PrintWriter simple, 

PrintWriter complex) throws Exception { 

 

        //ARRAYS STORE DATA AND TRIAL LENGTHS 

        double[][][][] data = new 

double[trials][sensors.length][dimensions.length + 1][999]; 

        int[][] sample_length = new int[trials][sensors.length]; 

 

        //POPULATING DATA & SAVING SAMPLE LENGTHS 

        for (int trial = 0; trial < trials; trial++) { 

            sample_length[trial][0] = read(subject, trial, data, "acc"); 

            sample_length[trial][1] = read(subject, trial, data, "gyr"); 

            System.out.print(" read" + subject +"_"+ trial); 

        } 

        System.out.println(); 

 

        //CALCULATING DATA FOR SIMPLE SECTIONS 

        for (int trial = 0; trial < trials; trial++) { 

            simple_sections(subject, trial, data, "acc", 

sample_length[trial][0], simple); 

            simple_sections(subject, trial, data, "gyr", 

sample_length[trial][1], simple); 

            simple.println("subject#" + subject); 

        } 

 

        //CALCULATING DATA FOR FEATURE EXTRACTION 

        for (int trial = 0; trial < trials; trial++) { 

            //more segments than needed, seeking algo will narrow to 4 

            int[] segments = new int[16]; 

            //first, feature extraction using accelerometer 

            boolean successful = feature_extraction(subject, trial, 

data, sample_length[trial][0], segments); 

            //then, sections within segmentation, write 

            if (!successful) { //for unsuccessful extraction 
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                //simple_sections(subject, trial, data, "acc", 

sample_length[trial][0], complex); 

                //simple_sections(subject, trial, data, "gyr", 

sample_length[trial][1], complex); 

                //complex.println("subject#" + subject); 

            } else { 

                complex_sections(subject, trial, data, "acc", 

sample_length[trial][0], segments, complex); 

                complex_sections(subject, trial, data, "gyr", 

sample_length[trial][1], segments, complex); 

                complex.println("subject#" + subject); 

            } 

        } 

    } 

 

    //DATA READING INTO ARRAY 

    public static int read(int subject, int trial, double[][][][] data, 

String sensor) throws Exception { 

        int sample = 0; 

        int sensor_num = 0; 

        if (sensor.equals("gyr")) 

            sensor_num = 1; 

 

        if (sensor_num == 1 && subject > 9 && subject < 20) return 0; // 

skip Aliza's no gyr phone 

 

        BufferedReader r = new BufferedReader(new FileReader(directory + 

subject + "/Chart " + (trial + 1) + "_" + sensor + ".csv from 

SensorKineticsPro")); 

        String line = r.readLine(); //discard top row of labels 

        line = r.readLine(); 

        while (line != null) { 

            sample++; 

            String[] token = line.split(","); 

            //reserving data[trial][sensor_num][0][trial] for segment 

number(in future), token[0] is time stamp, skip 

            data[trial][sensor_num][1][sample] = 

Double.parseDouble(token[1]); 

            data[trial][sensor_num][2][sample] = 

Double.parseDouble(token[2]); 

            data[trial][sensor_num][3][sample] = 

Double.parseDouble(token[3]); 

            line = r.readLine(); 

        } 

        r.close(); 

        return sample; //returns the last occupied sample 

    } 

 

    //SIMPLE SECTIONS DIVISION AVG/VAR CALCULATION 

    public static void simple_sections(int subject, int trial, 

double[][][][] data, String sensor, int sample_length, PrintWriter 

simple) { 

        int sections = Demo.sections.length; 
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        int sensor_num = 0; 

        if (sensor.equals("gyr")) sensor_num = 1; 

 

        for (int section = 0; section < sections; section++) { 

            if (subject >= 10 && subject <= 19 && sensor_num == 1) { 

//Aliza's no GYR phone 

                simple.print("0,0,0,0,0,0,"); 

                continue; 

            } 

            double avg_x, avg_y, avg_z, var_x, var_y, var_z; 

 

            //AVERAGE 

            avg_x = average(trial, sensor_num, 1, data, section * 

sample_length / sections, (section + 1) * sample_length / sections); 

            avg_y = average(trial, sensor_num, 2, data, section * 

sample_length / sections, (section + 1) * sample_length / sections); 

            avg_z = average(trial, sensor_num, 3, data, section * 

sample_length / sections, (section + 1) * sample_length / sections); 

 

            //VARIANCE 

            var_x = variance(trial, sensor_num, 1, data, section * 

sample_length / sections, (section + 1) * sample_length / sections, 

avg_x); 

            var_y = variance(trial, sensor_num, 2, data, section * 

sample_length / sections, (section + 1) * sample_length / sections, 

avg_y); 

            var_z = variance(trial, sensor_num, 3, data, section * 

sample_length / sections, (section + 1) * sample_length / sections, 

avg_z); 

 

            simple.print(avg_x + "," + avg_y + "," + avg_z + "," + var_x 

+ "," + var_y + "," + var_z + ","); 

        } 

    } 

 

    //AVERAGE 

    public static double average(int trial, int sensor_num, int 

dimension, double[][][][] data, int start, int end) { 

        double avg = 0; 

        for (int sample = start; sample < end; sample++) 

            avg += data[trial][sensor_num][dimension][sample]; 

        if (end - start <= 0) { 

            avg = avg / 1; 

            //System.out.println("avg warn on trial " + trial); 

        } else 

            avg = avg / (end - start); 

        return avg; 

    } 

 

    //VARIANCE 

    public static double variance(int trial, int sensor_num, int 

dimension, double[][][][] data, int start, int end, double average) { 

        double var = 0; 
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        for (int sample = start; sample < end; sample++) 

            var += (data[trial][sensor_num][dimension][sample] - 

average) * (data[trial][sensor_num][dimension][sample] - average); 

        if (end - start - 1 <= 0) { //in the event of a very small 

segment 

            var = 0; 

            //System.out.println("var warn on trial " + trial); 

        } else 

            var = var / (end - start - 1); 

        return var; 

    } 

 

    //COMPLICATED FEATURE EXTRACTION: FIND THRESHOLDS TO CREATE 4 

SEGMENTS 

    public static boolean feature_extraction(int subject, int trial, 

double[][][][] data, int sample_length, int[] segments) { 

        int sensor_num = 0; //using accelerometer 

 

        int range = 12; //looks forward and back "range" samples 

        double threshold = 8.5; //start high 

        int segment = 1; //target is 4 segments (of 4 sections apiece; 

16 total sections) 

        int count = 0; 

 

        //FIND THRESHOLD 

        while (segment != 4) { 

            boolean motion = false; 

            segment = 1; 

 

            //CHECK SAMPLES AGAINST THRESHOLD 

            for (int sample = range; sample < sample_length - range; 

sample++) { 

 

                double avg_x = average(trial, sensor_num, 1, data, 

sample - range, sample + range); 

                double avg_y = average(trial, sensor_num, 2, data, 

sample - range, sample + range); 

                double avg_z = average(trial, sensor_num, 3, data, 

sample - range, sample + range); 

 

                double var_x = variance(trial, sensor_num, 1, data, 

sample - range, sample + range, avg_x); 

                double var_y = variance(trial, sensor_num, 2, data, 

sample - range, sample + range, avg_y); 

                double var_z = variance(trial, sensor_num, 3, data, 

sample - range, sample + range, avg_z); 

 

                double delta = var_x + var_y + var_z; 

 

                //IF THRESHOLD TYPE CROSSED, CHANGE TYPE AND NOTE 

CROSSING PLACE 

                //odd segments for motion, even segments for stillness 

                if (segment % 2 == 0 && delta > threshold) { 
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                    motion = true; 

                    segments[segment] = sample; //save crossover point 

                    segment++; 

                } else if (segment % 2 == 0 && delta <= threshold) { 

                    motion = false; 

                } else if (segment % 2 == 1 && delta > threshold) { 

                    motion = true; 

                } else if (segment % 2 == 1 && motion && delta <= 

threshold) { 

                    //"motion == true" here to help discard initial 

stillness of phone 

                    motion = false; 

                    segments[segment] = sample; //save crossover point 

                    segment++; 

                } 

            } 

            if (segment > 4) threshold = 1.01 * threshold; 

            else if (segment < 4) threshold = 0.99 * threshold; 

            count++; 

            if (count > 9999) { 

                System.out.println(trial+" extraction failed, leaving 

blank"); //or reverting to simple 

                return false; 

            } 

        } 

        segments[4] = sample_length; 

        return true; 

    } 

 

    public static void complex_sections(int subject, int trial, 

double[][][][] data, String sensor, int sample_length, int[] segments, 

PrintWriter complex) { 

        int sensor_num = 0; 

 

        //SCALE ACCELEROMETER VALUES TO GYROSCOPE 

        if (sensor.equals("gyr")) { 

            sensor_num = 1; 

            segments[1] = segments[1] * sample_length / segments[4]; 

//segments[4] holds acc sample length 

            segments[2] = segments[2] * sample_length / segments[4]; 

            segments[3] = segments[3] * sample_length / segments[4]; 

            segments[4] = segments[4] * sample_length / segments[4]; 

        } 

        //debugger 

        //else { 

        //    System.out.println(subject+" "+trial+" "+segments[0]+" 

"+segments[1]+" "+segments[2]+" "+segments[3]+" "+segments[4]); 

        //} 

 

        //NOW DIVIDE SEGMENTS INTO 4 APIECE, CALCULATE AVG/VAR IN EACH 

SECTION 

        for (int segment = 0; segment < 4; segment++) 

            for (int section = 0; section < 4; section++) { 
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                if (subject >= 10 && subject <= 19 && sensor_num == 1) { 

//Aliza's no GYR phone 

                    complex.print("0,0,0,0,0,0,"); 

                    continue; 

                } 

 

                int length = segments[segment + 1] - segments[segment]; 

                double avg_x, avg_y, avg_z, var_x, var_y, var_z; 

 

                //AVERAGE 

                avg_x = average(trial, sensor_num, 1, data, section * 

length / 4 + segments[segment], (section + 1) * length / 4 + 

segments[segment]); 

                avg_y = average(trial, sensor_num, 2, data, section * 

length / 4 + segments[segment], (section + 1) * length / 4 + 

segments[segment]); 

                avg_z = average(trial, sensor_num, 3, data, section * 

length / 4 + segments[segment], (section + 1) * length / 4 + 

segments[segment]); 

 

                //VARIANCE 

                var_x = variance(trial, sensor_num, 1, data, section * 

length / 4 + segments[segment], (section + 1) * length / 4 + 

segments[segment], avg_x); 

                var_y = variance(trial, sensor_num, 2, data, section * 

length / 4 + segments[segment], (section + 1) * length / 4 + 

segments[segment], avg_y); 

                var_z = variance(trial, sensor_num, 3, data, section * 

length / 4 + segments[segment], (section + 1) * length / 4 + 

segments[segment], avg_z); 

 

                complex.print(avg_x + "," + avg_y + "," + avg_z + "," + 

var_x + "," + var_y + "," + var_z + ","); 

            } 

    } 

} 
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