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Pramila, Anu, Reading watermarks with a camera phone from printed images. 
University of Oulu Graduate School; University of Oulu, Faculty of Information Technology
and Electrical Engineering; Infotech Oulu
Acta Univ. Oul. C 644, 2018
University of Oulu, P.O. Box 8000, FI-90014 University of Oulu, Finland

Abstract

There are many reasons for sharing a photo of a printout. The intention might be to copy the image
for personal use or experience an interesting ad with friends. With watermarking, the images can
also carry side information and with specialized watermarking methods the information can be
read with a mobile device camera.

In digital image watermarking, information is hidden on an image in such a way that a
computer can read the hidden information but a human cannot discern it. The aim of this thesis is
to research the process in which the watermarked image is printed and then read with a digital
camera or a camera phone from the printed image. In order to survive the process, the watermark
must survive multiple attacks. Some of the attacks occur during printing as the image is halftoned,
others when the image is recaptured with a camera, in which case the camera might be rotated
around multiple axis. These attacks may cause a loss of synchronization of the watermark and
make the extraction impossible.

The main objective of the thesis is thus to develop methods that are robust to the printing and
capturing process, especially for the situations when the capturing angle is large. This problem
contains the circumstances in which the synchronization is lost and the camera lens is not focused
properly.

In this work, research on digital image watermarking, computational photography and mobile
phones are combined. The contributions of this thesis lie in two main parts: First, two print-cam
robust methods are proposed, one based on a frame and the other on autocorrelation for
synchronization. These two are then used as a basis for an algorithm that recovers the watermark
even after camera rotation and image blurring caused by the narrow depth of focus of the lens. The
algorithm is later refined and implemented for a mobile phone. The results show that the method
is highly robust to capturing the watermark without errors in angles up to 60° with processing
times acceptable for real-life applications.

Keywords: all-in-focus imaging, digital image watermarking, focal stack optimization,
print-cam, print-photo, print-scan, watermark robustness, watermark synchronization





Pramila, Anu, Vesileimojen lukeminen tulostetuista kuvista käyttäen puhelimen
kameraa. 
Oulun yliopiston tutkijakoulu; Oulun yliopisto, Tieto- ja sähkötekniikan tiedekunta; Infotech
Oulu
Acta Univ. Oul. C 644, 2018
Oulun yliopisto, PL 8000, 90014 Oulun yliopisto

Tiivistelmä

On olemassa useita syitä tulosteesta otetun valokuvan jakamiseen. Aikomuksena voi olla kopioi-
da kuva omaan käyttöön tai jakaa mielenkiintoinen ilmoitus ystävien kanssa. Vesileimauksessa
kuvaan voidaan sijoittaa lisätietoa ja erityisillä menetelmillä tieto voidaan myöhemmin lukea
mobiililaitteen kameralla.

Digitaalisten kuvien vesileimauksen tavoite on piilottaa tietoa kuvaan siten, että tietokone
pystyy lukemaan piilotetun informaation, siinä missä ihminen ei pysty sitä havaitsemaan. Tämän
väitöskirjan tavoitteena on tutkia prosessia, missä vesileimattu kuva tulostetaan ja vesileima lue-
taan digitaalisella kameralla tai kamerapuhelimella tulosteesta. Selviytyäkseen tästä prosessista,
vesileiman on kestettävä useita hyökkäyksiä. Osa hyökkäyksistä esiintyy tulostuksen aikana,
kun kuva rasteroidaan, ja osa valokuvatessa, jolloin kamera voi olla kiertynyt. Näiden hyökkäys-
ten seurauksena vesileiman synkronointi voi kadota, jolloin vesileiman lukeminen ei enää onnis-
tu.

Väitöskirjan päätavoitteena on siis kehittää tulostuksen ja valokuvauksen kestäviä vesileima-
usmenetelmiä erityisesti niitä tilanteita varten, jolloin kuvauskulma on suuri. Tämä ongelma
sisältää olosuhteet, joissa synkronointi menetetään, ja kun kameran linssi ei ole kohdistunut
oikein.

Työssä yhdistetään digitaalinen kuvien vesileimaus, laskennallinen valokuvaus ja matkapu-
helimet. Tutkimus voidaan jakaa kahteen osa-alueeseen: Ensimmäisessä kehitetään kaksi tulos-
tuksen ja valokuvauksen kestävää menetelmää, joista toinen perustuu kehykseen ja toinen auto-
korrelaatioon synkronoinnin säilyttämiseksi. Toisessa osassa näitä menetelmiä hyödynnetään
algoritmissa, joka kykenee vesileiman lukemiseen myös silloin kun kameran kiertyminen on
voimakasta ja objektiivin kapea tarkennussyvyys aiheuttaa sumeita alueita kuvassa. Tutkimus-
työn lopussa tätä algoritmia viedään eteenpäin ja testataan matkapuhelinalustalla. Tulokset osoit-
tavat menetelmän kestävän kameran kiertymistä 60°:seen saakka suoritusajoilla, jotka ovat
hyväksyttäviä sovelluskäyttöön.

Asiasanat: all-in-focus -kuvantaminen, digitaalinen kuvan vesileimaus, focal stack
optimointi, print-cam, print-scan, tulostus-valokuvaus, vesileiman kestävyys,
vesileiman synkronointi
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11



DFT Digital Fourier Transform
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1 Introduction

1.1 Background

The topic of this research is to study digital image watermarking in the context of camera
phones and printed media. In digital image watermarking, data is embedded in the
image in such a way that a human cannot see the data but a computer can read it. The
extraction of this hidden information with a camera phone is not yet thoroughly studied
even though an efficient method could open multiple application areas from games and
recreation to various security related fields such as authentication.

Smartphones are changing how we interact with the world and spend our time. It
was reported in 2015 that 94% of the 16-45 year old Finnish people had a smartphone
(Official Statistics of Finland 2015). Later, it was seen that 92% of the people under
45 years had used the internet on their mobile phone outside home or work (Official
Statistics of Finland 2016). Evidently, phones are not only used for holding conversations
but also accessing content online regardless of location.

One of the methods for narrowing the gap between the old analogue world and the
new digital world are barcodes, as shown in Fig. 1. Possibly the most famous of these
codes are QR (Quick Response) codes which were released in Japan in 1994 and gained
publicity in the beginning of 2000 as mobile phones with QR code -reading feature were
launched (Denso Wave n.d.). To the United States and other western markets, the QR
codes arrived almost a decade later when the first applications for reading QR codes
were released (Acohino 2009).

Fig. 1. Examples of using barcodes for commercial purposes (Images from Flickr.com
by –Slavin, markguim and cote https://www.flickr.com/photos/sash77/galleries/7215762897
1986707 CC BY 2.0)
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Nowadays, the barcodes can be seen in games and newspaper adverts and they might
be placed on top of packages of bread in order to persuade users to participate in various
competitions. People are getting accustomed to using barcodes and mobile services
initiated by them.

Watermarks relate to barcodes on the level of techniques. A simple form of a
watermark could be viewed as an invisible barcode. The advantages of barcodes include
high robustness: The barcode can be captured with a camera fairly carelessly and it
works. However, they are eye-catching and easily removed, a fact that is not desirable in
all applications, especially if any level of security is required.

Security and discretion are needed especially in healthcare technology, which is now
the largest high technology area of export in Finland (Teknologiateollisuus 2016). In
many health care applications, a lot of data is being stored and transferred constantly.
Especially medical documents on paper are in danger of getting lost or damaged or even
stolen. There is a need for strict security requirements as data must be protected, e.g.,
against attacks against integrity and tampering.

From an early stage on, watermarking has been designed to answer some of these
demands. With watermarking, the additional information is carried within the content
discreetly. Depending on the application, the watermark can be designed to be fully
removable, so that the original data does not get disturbed, or that the data is corrupted if
content is changed in any way. The technology is also highly transparent, meaning that
it does not conflict with other security measurements, nor does it need any specific
equipment of embedding or extraction, as is the case with, for example, RFID (Radio
Frequency IDentification) tags. These properties make image watermarking suitable to
be used as a connecting step between printed materials and camera phones.

1.2 Research problem and objectives

In this research, we look at the problem of reading hidden information, a watermark,
from printed images, as illustrated in Fig. 2. In order to read the watermark from the
printed image and to transform the information back in digital format, the image is
scanned or photographed. We shall refer to the process of printing the watermarked
image and then extracting the watermark with a scanner as the print-scan process.
The process when the printed image is captured with a camera is referred to as the
print-cam process. The words extract and read are used here interchangeably meaning
the procedure of recovering the embedded information.

18



Fig. 2. The image is watermarked and the watermarked image printed. The watermark is
read from the printed image with a scanner or a camera phone.

Most of the work about digital watermarking in the literature so far has focused on
the images distributed electronically. Some research has been done on the print-scan
robust watermarking systems, but few papers discuss the possible methods to read
watermarks with a digital camera or a camera phone. Out of these methods, most are
either too fragile or too visible for commercial use.

When an image is printed and scanned, the watermark must survive, not only digital
to analog and analog to digital (DA/AD) transformation, but also rotation, scale and
translation distortions due to the scanning. These still occur on a two-dimensional plane,
but when the image is captured with a digital camera, the image might be rotated in
three dimensions. All of these could lead to the synchronization of the watermark to
be lost and to problems in extraction. In other words, the correspondence between
the coordinates of the watermarked image and the embedded watermark could be lost.
Image compression, paper quality, lens focusing issues and darkness of the surroundings
might bring additional problems.

19



The main research question then follows as: How to extract watermark information

from a printed image with a hand held camera device when the capturing angle is highly

variable? The research focuses especially on the camera capturing process and the
angle at which the image is captured. In most of the literature until now, the camera is
placed perpendicularly to the printed image and the angle of capture has not been taken
into account.

The main objective of the thesis is therefore to develop methods for print-cam
robust watermarking when the capturing angle is large. This means solving not only the
problem of synchronization of the watermark but also situations when the camera has
not focused properly due to the large capturing angle. In short, the aim of the work is to
introduce methods for increasingly robust extraction of the watermarks with hand held
devices, surpassing those presented in the literature without sacrificing imperceptibility.

1.3 Research scope and approach

Generally, the research of watermarking is focused around three properties of the
watermark: capacity, imperceptibility and robustness. Capacity is the amount of
information that is possible to be embedded in the image with the given method,
imperceptibility tells how visible the watermark is and robustness, in its turn, describes
how well the watermark resists attacks. These properties depend heavily on the
application and because the properties are conflicting to some extent, some trade-offs
are unavoidable (Fig. 3).

Fig. 3. The trade-off between imperceptibility, capacity and robustness.
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The thesis focuses mostly on the robustness of the watermark and especially on the
robustness against camera capture induced distortions. These include the robustness to
rotations in three dimensions due to the varying angles of capture, lens focusing issues,
and lens distortions. Some of these distortions occur because of human interaction. It is
assumed here that the user has some knowledge of his/her camera phone but not about
the technological aspects of watermarking.

Security, that is, how well the watermark survives malicious attacks, is not considered
here. It is assumed that the user finds the watermarks to be beneficial and robustness
against malicious attacks is left as a future work. Attacks to the physical object, such as
ripping the image, are not considered either. The scope of the research is limited in
natural color images only. The computer generated art is left outside the scope. All
the data was generated for the research from the beginning as there were no databases
available and simulations would not cover the scope of the problem.

A possible use case scenario is presented in Fig. 4, in which the watermark is
extracted by capturing the image with a camera phone. This inflicts various distortions
to the image and the watermark. Those need to be countered for successful watermark
extraction.

Fig. 4. The watermark, here resembling a two-dimensional barcode, is embedded in the
image which is then printed. The user can read the watermark with a camera phone and
the content is shown according to the watermark information. Here, an augmented reality
application is launched in which the application launches a view according to the watermark,
in this case, an animation of a frog.

Fig. 5 illustrates the relationship of the original publications included in this thesis.
To approach the problem, it makes sense to start with a simplified scenario, which in
this case means scanning the image instead of using a camera, and later generalize the
method. With this approach, it is possible to identify the main challenges in print-cam
process and address them separately.
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Fig. 5. The relationship between original publications.

1.4 Contributions and summary of original publications

As a pre-step towards the final goal of print-cam robustness, a print-scan robust
watermarking method was developed in Paper I. The method was based on the concept of
multiple watermarking and consisted of two watermarks for recovering synchronization
after geometrical transformations and one watermark for carrying the message. One
of the synchronization watermarks was used for inverting rotation and scale and the
other was used for inverting translation. The method was then modified to meet the
requirements of print-cam robustness in Paper II. A frame was placed around the
watermarked image so that the geometrical distortions in three dimensions could be
inverted. The rotation and scale inverting watermark was no longer needed, but the
translation inverting watermark and the message watermark were utilized. In both of the
papers, the author was responsible for algorithm design, development and testing. Dr.
Keskinarkaus contributed to the message watermark design.

Because having a frame around the watermarked image is not always advantageous,
a method based on autocorrelation was designed in Paper III. The method was a
modification from a print-scan robust watermarking approach by Keskinarkaus et al.

(2010). The modified method was ported on a mobile phone and a demonstration system
was also presented in the paper. The algorithm design and testing were done jointly

22



with Dr. Keskinarkaus. The implementation of the embedding part was done by Dr.
Keskinarkaus, whereas the design and implementation of the extraction part was done
by the author. The implementations of the extraction part on a camera phone and a
server were both done by the author.

For high usability, the designed methods should be robust and fast. The next paper,
Paper IV, studied robustness and camera lens focusing the problem with the aid of
computer vision. The capturing angle was increased until the narrow depth of view
of the camera failed to keep the whole image in focus. The problem was solved with
computational photography and the watermark extraction was shown to be robust.
The method developed in Paper IV was enhanced in Paper V, in which also a camera
phone implementation was presented. In both publications, the author was primarily
responsible for the study design, development and implementation of algorithms and
analysis of results. In Paper IV, M.Sc. Takala advised in the computer vision section.

The author was also the principal manuscript writer in papers I, II, IV and V. Paper
III was written jointly with Dr. Keskinarkaus. Professor Tapio Seppänen contributed to
all publications as a supervisor and participated in the revision of the manuscripts.
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2 Literature review

This chapter will look into the literature surrounding the thesis. The first section
introduces the digital image watermarking in general. Out of the three properties of
a watermark, robustness, imperceptibility and capacity, the robustness is the most
interesting one within the scope of this thesis. Hence, Section 2.1 investigates the
general watermarking themes and the second section, Section 2.2, will look into robust
watermarking methods in more detail.

2.1 Digital image watermarking

Digital watermarking can be seen as a sub-field of data hiding (Cox et al. 2002) although
the definition is not exact. In contrast to (Cox et al. 2002), Hartung & Kutter (1999)
defined steganography as a collection of techniques for secret communication and
watermarking as techniques with an additional notion of robustness against attacks. They
define data hiding as separate techniques in between steganography and watermarking.

Cox & Miller (2002) list various application areas for watermarking. Concerning
this thesis, the most interesting is the "device control" which includes applications for
linking "traditional media to the Web". This resembles the original application area
throughout this thesis and thus it is justified to use the word watermark here.

The generic flow of the watermarking process as explained by Hartung & Kutter
(1999) illustrated in Fig. 6. The watermark embedding process takes as an input an
image, in which the watermark will be embedded, and the actual watermark. The input
image is often called the host image or cover image. Some watermarking methods
also take as an input a public or secret key, which is used in enforcing security. The
watermark message can be any digital content, which is transformed into the actual
watermark. As an output, the system creates the watermarked image.

The extraction process is an inverse of the embedding process. As an input, the
process takes the watermarked image that has gone through an information channel and
has possibly been attacked. Depending on the watermarking method, the process can
also take as an input the key, the watermark or even the original unwatermarked image.
In the latter case, the method is called non-blind in contrast to a blind method when the
original image is not required. The output is the extracted watermark message or a
confidence measure whether the watermark is present or not (Hartung & Kutter 1999).
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Fig. 6. The basic watermarking system.

Although watermarking was at first developed mostly for copy- and copyright
protection (Hartung & Kutter 1999), it was quickly seen that copy- and copyright control
might not be feasible with watermarking (Cox & Miller 2002). Since then, the field
has moved away from the traditional application area of watermarking. In 2011, the
de-facto conference on digital watermarking, IWDW (International Workshop on Digital
Watermarking), changed its name to "International Workshop on Digital Forensics and
Watermarking" (Ho et al. 2009, Shi et al. 2012, 2017), reflecting the ongoing changes in
the field. The topics of the accepted papers have moved towards forensics, authentication
and steganography.

What is common for all of these more recent application areas is that the watermark
does not need to be comprehensively robust as with copy- and copyright protection.
As (Cox et al. 2002) discuss, it is often enough to design a fragile system, in which
the watermark is meant to be broken if the content is corrupted. Just the fact that the
watermark is missing indicates that an attack has occurred.
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Attacks on watermarked images are often divided into intentional and unintentional
attacks. The reasons for intentional attacks are nefarious and the aim is to either destroy
the watermark or cheat the application into believing that nothing is wrong (Hartung et al.

1999). Unintentional attacks, however, consist of general signal processing activities,
such as JPEG (Joint Photographic Experts Group) image compression or scaling. The
user has no intention of affecting the watermark. What is considered an attack depends
on the application, therefore affecting the watermark design.

In this thesis, only unintentional attacks are considered in the print-cam setting. It is
assumed that the user does not want to remove the watermark intentionally although
severe unintentional attacks must be considered. In the next section, robustness,
especially against geometrical distortions, is discussed, eventually reaching print-cam
robustness.

2.2 Robust watermarking

Voloshynovskiy et al. (2001b) and Kutter et al. (2000) divide the attacks against
watermarks into removal attacks, geometrical attacks, cryptographic attacks and protocol
attacks. In this work, only unintentional attacks are considered that, in the aforemen-
tioned classification of attacks, can be considered as a mix of removal attacks and
geometrical attacks. The watermark should be robust against common signal processing
operations such as lossy compression and DA/AD conversions. In addition, in the
print-cam process, the watermark will be required to be robust against strong global
geometrical attacks. This literature review of robust watermarking begins from rotation,
scale and translation (RST) robust methods, moving then to print-scan robustness and
finally to print-cam robust methods.

2.2.1 RST robustness

As was mentioned by Kutter et al. (2000), geometrical attacks can be malicious or
unintentional, yet their effect is not that of watermark removal but loss of synchronization.
As a result, the watermark cannot be detected or extracted, even though the watermark is
still present.

Seo & Yoo (2006) divided RST robust watermarking schemes into four categories:
non-blind schemes, invariant transform based schemes, embedding-based synchroniza-
tion schemes and content-based synchronization schemes. What is left outside of the
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classification are methods based on exhaustive search. Unless the search space can be
limited in somehow, these methods are computationally expensive and prone to false
positive errors (Barni 2005, Lichtenauer et al. 2003). This division is illustrated in Fig. 7
The non-blind schemes are not either considered here as they require the original image
for synchronization.

Fig. 7. Division of RST robust watermarking methods.

Invariant transform based methods differ from others in that the synchronization
is preserved through RST and inverse transformation is not needed. O’Ruanaidh &
Pun (1997) developed a method that took advantage of image invariants and the RST
robustness was achieved with Fourier-Mellin transformation. However, they reported
some implementation issues that, according to Lin et al. (2001), stem from strong
invertibility assumption. To solve the issues, Lin et al. (2001) applied a non-invertible
extraction function. They proposed to represent the watermark as a one-dimensional
projection of the image space, which reduced the computational costs. The image
was transformed with log-polar mapping of the Fourier magnitudes and then summed
along the log-radius axis to obtain the one-dimensional representation. The method was
translation and scaling invariant, with rotation handled through exhaustive search.

In addition to Fourier-Mellin transformation, several other invariant domains have
been proposed. For example, Coltuc & Bolon (1999) applied histogram specification,
while Cedillo-Hernández et al. (2014) proposed a hybrid method based on Digital
Fourier Transform (DFT) domain and two-dimensional histogram modification.

Unfortunately, the proposed invariant domain methods have tended to be vulnerable
to cropping and/or aspect ratio changes. Coronel et al. (2016) proposed a method,
based on moment invariants, that was robust to RST and additionally to shearing. The
watermark generation was based on Hermite transform that is a technique for signal
decomposition. The watermark itself was embedded in a normalized image with spread
spectrum techniques.
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Zong et al. (2016) addressed the vulnerability of moment invariant based watermark-
ing methods to cropping. Their method is based on the probability density functions of
the pixel value distribution, which was reshaped to construct a two-dimensional image.
The moment invariants were then calculated from this image for watermark embedding.

Invariant transform based methods have also been successfully mixed with content-
based synchronization methods. Kim & Lee (2003) used Zernike moments to achieve
rotational invariance and achieved scale and translation invariance by normalization
through image moments. Zernike moments and histograms are definitely invariant
domains but image moments can be considered as part of content dependent synchroniza-
tion. Alghoniemy & Tewfik (2000) proposed a solution to RST robustness by detecting
a watermark with geometric moments. The image was normalized before embedding the
watermark with the moments and restored to original orientation and scale afterwards.
Dong & Galatsanos (2002) continued the work by embedding a multibit message in the
Discrete Cosine Transform (DCT) coefficients.

Kutter et al. (1999) calls the content dependent watermarking methods the second
generation watermarking schemes. According to them the features used for watermarking
should be invariant to noise, covariant to geometrical transformations and localized.
They proposed a method in which feature points were located by using Mexican-Hat
wavelets. The detected feature points were used in segmenting the image using Voronoi
diagrams. Each segment was watermarked with a spread spectrum watermark using the
feature location as the origin.

The methods used in selecting the feature points as well as segmenting the image vary
considerably. Bas et al. (2002) used Harris point detection and Delaunay tessellation.
Instead using tessellation, Seo & Yoo (2006) embed the watermark in an elliptical region
around the feature point. The watermark was transformed before embedding in an
elliptical pattern according to the shape of the region.

One weakness of the feature based watermarking methods is finding exactly the same
features after the image has gone through geometrical distortions and noise addition.
Embedding based methods, methods based on templates or periodic insertion of the
watermark, do not suffer from this although in general they are more vulnerable on
malicious attacks such as template removal (Herrigel et al. 2001).

Fleet & Heeger (1997) embedded sinusoidal signals in the image that acted as a grid
while detecting the watermark providing a coordinate frame. The sinusoids appeared as
peaks in the frequency domain and could be used in automatically scaling and aligning
the images.
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Pereira & Pun (2000) relied on a Fourier domain template. The template was
embedded pseudo-randomly between two frequencies and detected later by first detecting
local peaks and exploiting the fact that the template points have been embedded along
two lines. After the template was found, the message, located also in the Fourier domain,
could be read.

Kutter (1999) used the watermark signal itself for synchronization. The watermark
was embedded repeatedly by tiling it at different, horizontally and vertically shifted
locations. The watermark was extracted with an autocorrelation function that showed
peaks at watermark locations from which the distortion parameters could be determined
and inverted.

Voloshynovskiy et al. (2000) also relied on periodicity but on Fourier magnitude
spectrum. Later, they expanded the work to cover local geometrical transformations
(Voloshynovskiy et al. 2001a). Deguillaume et al. (2002) modified the work by
Voloshynovskiy et al. (2000) into a method based on a self-reference watermark. They
embedded the watermark with a large number of repetitions, in order to form a grid of
peaks in autocorrelation function. The grid was represented with two vectors indicating
the axes and vector norms corresponding to the breaks. These vectors were then be used
in determining the affine transformation that had been applied to the image.

2.2.2 Print-scan robustness

Intuitively, many of the RST robust watermarking methods are also print-scan robust if
the embedding strength is slightly increased. Some of the RST robust methods referred
to in the previous section have also been proved to be print-scan robust although they
have not been designed as such (O’Ruanaidh & Pun 1997, Lin & Chang 1999, Bas et al.

2002). Yet, some differences remain. In addition to RST, a print-scan processed image
goes through multiple other distortions such as resampling and filtering.

Lin & Chang (1999) were one of the firsts to research the print-scan process. They
began by modelling the print-scan process on a pixel level and analysing more carefully
the geometrical distortions. In the print-scan process, the image is first printed and then
placed on a scanner flatbed by the user and scanned. The printers are based generally on
the process of halftoning, compiling the image of thousands of small dots of different
areas, as shown in Fig. 8. The exact pattern depends on the halftoning method that is
used. The effect is based on lowpass characteristics of the Human Visual System (HVS)
(Lin & Chang 1999).
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Fig. 8. A digital image of a magnified part of "Lena" on the left and printed and scanned
version of the same location on the right.

Solanki et al. (2006) studied the effect of halftoning process further and explained
that halftoning can be seen as the quantization of the image and adds coloured high-
frequency noise to the image. According to Solanki et al. (2006), when the image
is printed with halftoning, the image can appear darker than the original due to a
phenomenon called dot gain. In addition, the image might have been gamma corrected
so that the printed image appears to be as similar as possible to the image on the monitor.
On the other hand, when the image is scanned, the printed image is again gamma
compensated to appear similar on the monitor. Additionally, the image is digitized, the
process of which can cause distortions.

In essence, the watermarked image goes through a DA/AD transformation. Further-
more, the image is likely compressed for storing, the image placing on the scanner flatbed
and selection on the scanner program is imperfect causing geometrical distortions, edges
of the image might get cropped, or the areas around the image show the surrounding
paper that might not be blank.

Solanki et al. (2004) did tests on printed and scanned images and discovered four
trends in DFT coefficients that align with notes by Lin & Chang (1999) and potentially
affect watermark robustness:

1. The low and mid frequencies are preserved better than the high frequencies.
2. On these low and mid frequencies, the coefficients with low magnitudes see higher

noise than their neighbours with high magnitudes.
3. Coefficients with higher magnitudes see roughly unity gain.
4. Slightly modifying the high magnitude low frequency coefficients does not cause

perceptual distortions.
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He & Sun (2005) continued the work and introduced the following three more properties:

5. Most textures can be preserved but the magnitudes of individual coefficients may
vary

6. The dynamic range of intensity values is reduced from 0-255 to 70-220.
7. The distributions of pixel values appear as a spindle.

Both, Solanki et al. (2004) and He & Sun (2005), used these observations for
proposing print-scan robust watermarking methods. Solanki et al. (2004) based their
method on DFT magnitudes and hid the information in dynamically selected low
frequency coefficients. The rotation caused by the scanning process is estimated and
undone with the help of the halftoning pattern induced by the printer. This renders the
method unusable on the digital domain but saves capacity if the image is printed.

He & Sun (2005) also employed the DFT domain but on block-by-block basis. The
image was divided into blocks and each block was classified into smooth or textured type.
Based on the block type, the watermark was embedded either in the mid-band of DFT
coefficients or in a linear band on the spatial domain. The watermark synchronization
was handled by detecting the boundaries of the printed image with Hough transform. Yu
et al. (2005) also took advantage of the image boundaries by placing a frame around the
image. The frame was detected with Sobel and/or Prewitt edge detectors.

Lefebvre et al. (2001) chose to use a template in the DFT domain and embed the
watermark in the spatial domain. The template in DFT domain was embedded in
the middle frequencies with a predetermined key and was used for rotation and scale
robustness. The watermark itself was a two-dimensional cyclic code that was embedded
in the spatial domain through a psycho-visual mask.

Inverting the rotation and scale was not necessary in the model of Chiu et al. (2006)
in which the watermark was embedded in the Fourier domain. The message was
embedded in DFT magnitudes in circular bands on the middle frequencies and one of
the peaks outside of the bands was used for synchronization. Nevertheless, the capacity
of the method was relatively low.

The watermarked image can also be printed and scanned several times as was stated
by Chen et al. (2006). The proposed method was based on a periodic template that was
recovered in the extraction phase with an autocorrelation function. The watermark itself
was embedded as a spread spectrum signal.

As in RST robust watermarking, feature points have also been successfully applied to
the print-scan problem. Keskinarkaus et al. (2012) employed Harris corner detector for
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detecting feature points and Delauney tessellation for dividing the image into triangles
in which the watermark was embedded.

The recent research focuses not only on where to embed the watermark but on
which format the watermark is embedded. For example, embedding the watermark as a
digital hologram image means that in can potentially be reconstructed from a cropped,
geometrically distorted, and noise-corrupted hologram (Wang et al. 2010).

Wang et al. (2010) embedded the watermark in DCT coefficients, whereas Xie
et al. (2016) based their algorithm on quaternion DFT and Discrete Wavelet Transform
(DWT). However, the methods were not highly robust to shear transform and required a
separate synchronization method on the print-cam process.

2.2.3 Print-cam robustness

The print-cam process instils heavy distortions on the captured image, and in addition,
the watermark is read on a device with restricted processing power and memory. This
restricts the watermark extraction methods to those that can be calculated on reasonable
time and with limited resources. As Perry et al. (2002) noted, high reliability is a
fundamental requirement for a print-cam application. Additionally, consumers demand
quick responses and ease of use.

The print-cam robustness differs from the print-scan most notably in that distortions
occur in three dimensions, as shown in Fig. 9, in which case recovering the watermark
synchronization is even more difficult. Other distortions include lens distortions, such as
barrel distortions, lighting variations, shadows and user induced distortions such as the
shaking of the camera and focusing issues (Pramila et al. 2007, Perry et al. 2002).

In spite of these obstacles, the print-cam applications gained commercial interest
from early on. Alattar (2000) explained the Digimarc MediaBridge solution, in which
a Fourier domain template was used in resolving scale, orientation and origin of the
watermark signal with the message embedded in the spatial domain. The Fourier domain
is widely used in the print-scan robust methods, as was seen in the previous subsection,
but it is not as suitable for geometrical distortions in three dimensions. As a result, the
MediaBridge application required the image to be as perpendicular as possible to the
camera. Instead of robustness, MediaBridge aimed for fast watermark extraction so that
the watermark could be attempted to be read multiple times.

Horiuchi et al. (2009) embedded the watermark also in the DFT domain but on
concentric circles. The outermost circle was used for synchronization, whereas the
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Fig. 9. Camera orientation versus the watermarked image and effects of yaw, pitch and roll.

message was embedded in lower frequencies by varying the amplitude and spread of the
peaks. Similarly to Alattar (2000), strong geometrical distortions were not considered in
the paper.

Nonetheless, robustness against strong geometric distortions is a natural requirement
for the print-cam robust system. At the other end of the scale are picture embedding
barcodes such as methods by Huang & Mow (2013) and Garateguy et al. (2014), the
aim of which is to make barcodes visually more appealing. These methods use barcodes
as the basis and are designed to be highly robust.

Katayama et al. (2004) and Nakamura et al. (2004) proposed a watermarking method
that resembled the picture embedding barcodes although the embedding pattern was not
a barcode but a sinusoidal pattern. A frame was used for synchronization with following
equations:

x′ =
a1x+b1y+ c1

a0x+b0y+1

y′ =
a2x+b2y+ c2

a0x+b0y+1
,

(1)

in which (x′,y′) are the original picture positions and (x,y) are the camera picture
positions. They mentioned that utilizing a frame is not a problem as it shows the user
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that a hidden message is present. However, a frame is vulnerable to cropping and may
restrict the image shape and size.

Liu & Shieh (2011) continued the work by Katayama et al. (2004) and Nakamura
et al. (2004), by introducing a perceptual model and increasing capacity by decreasing
the size of the watermark blocks. Liu & Shieh (2011) also experimented with two
different position-detection patterns inspired by two-dimensional barcodes but concluded
that a frame is the most efficient way for the synchronization of a watermark signal.

Takeuchi et al. (2005) used the image borders for watermark synchronization. The
message was embedded with guided scrambling techniques and lens distortions corrected
before extraction with pre-calculated coefficients. Also Gourrame et al. (2016) used
the image borders for synchronization as the selected scenario was verifying identity
images. The watermark itself was embedded in the magnitudes of the DFT domain
along a preselected radius. Simulated robustness of ±10° of the tilt of the optical axis
was reported. Likewise, Moritani et al. (2016) used Sobel edge detector to detect the
edges of the image in order to correct the perspective distortion. First, they embedded
markers in the DFT domain to indicate resolution and number of blocks in which the
watermark was embedded. The image was divided into blocks and the watermark was
embedded in DCT transformed blocks.

As was seen with RST robust watermarking, another way for synchronization is to
use self-synchronization and autocorrelation. Kim et al. (2006) eliminated the need for a
separate frame by embedding the watermark as a pseudo-random vector which was tiled
repeatedly. The watermark was read with an autocorrelation based method. The results
were limited, however: The amounts of rotation, scale, translation and tilt of the optical
axis were minimized by using a tripod and resizing and cutting the image by hand to its
original dimensions.

Nuutinen & Oittinen (2008) embedded the watermark also in the spatial domain on a
block-by-block basis but not by tiling. A bit was embedded by modifying intensity
values between two adjacent blocks. The bit was extracted by comparing the mean
intensity values of the neighbouring blocks. The method was simple but not robust
to strong distortions. The authors reported a shooting distance of 10 cm and the
image was captured perpendicularly. Their aim, however, was not only designing
the watermarking method, but also testing the method in different color spaces and
annoyance/perceptibility of the watermark in the said color spaces. They concluded
that although the Y-channel of the YCbCr transformed image is the most robust, blue
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channel of RGB (Red, Green, Blue) works the best when imperceptibility is taken as a
factor.

Similar deductions were made by Takimoto et al. (2010) who noted that HVS is least
sensitive to the blue color. They proposed a circular synchronization template, which
was embedded in the blue channel. The method was tested with a camera phone but no
information about test setting or capturing angles was provided. Likewise Thongkor
& Amornraksa (2014) proposed a print-cam robust watermarking method in which
the watermark was embedded in the blue channel of the image on selected positions.
However, the synchronization of the watermark was done by registering the image with
the original.

In order to get rid of synchronization pattern and preserve the quality of the image,
Yamada & Kamitani (2013) embedded the information only in some locations in the
image. The watermark was embedded with spread spectrum techniques and read from
the video feed by trying to find the watermark from each frame in turn. Time was saved
when only those parts of the image that contain watermarks were geometrically corrected.
Nevertheless, the method required the user to keep the camera near perpendicular to the
watermark at the specified range.

While most of the print-cam robust methods seem to work in the spatial domain,
Delgado-Guillen et al. (2013) operated their method in the log-polar Fourier domain.
They claimed the method to be resistant to ±5° of rotation due to the hand movements
and inclination of the mobile device.

Thongkor & Amornraksa (2013) focused in their paper on a specific problem with
the print-cam applications, that is, glass reflections. The scenario presented by the
authors was such that an image had been copied and the copy exposed in a photo gallery
without the permission of the owner. The owner wished to check the watermark of the
image that was located behind glass. Thongkor & Amornraksa (2013) proposed to use
gradient fields to reduce the reflection, but the proposed synchronization method was
non-blind and was based on aligning the original watermarked image with the camera
captured image.

In addition, there exists a method for print-cam robustness in binary images (Pramila
et al. 2009). The method was later converted to work with holograms (Pramila et al.

2011) in which the shiny surface causes difficult problems.
A summary of the discussed watermarking methods is presented in Table 1. It is

clear that some consider print-cam robustness merely an extension for 2D barcodes and
some choose to identify one issue in which they are focusing on. It can be seen from the
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table that the methods vary greatly in capacity, imperceptibility and robustness. The
robustness is often affected by the embedding strength, and capacity is affected by the
image size, and consequently the values reported here are but directional. Quality was
often reported with Peak Signal to Noise Ratio (PSNR). In addition, it is often difficult
to discern the true robustness of the methods as the angle information is not measured or
reported in general.

2.2.4 The future of the print-cam robust watermarking

The methods reviewed above do not, however, solve all the problems occurring. For
example, lighting conditions, paper quality, camera focusing issues and text or other
images around the watermarked image affect the watermark extraction process. The
effects of these must be researched before the method can be used in real world
applications.

What is more, most of the proposed print-cam robust watermarking methods have
been tested in relatively constricted settings. Most of the methods assume that the user
is able to point the camera straight in relation to the watermark in such a way that the
distortions are minimized. This means that the users need to be trained in the use of the
system or the requirement of keeping the camera perpendicular might cause frustration.
These methods rely on the fact that the watermark extraction can fail a few times, but
the user experience does not suffer because the method is fast enough.

With the advance of modern camera phones with high processing power, it is now
possible to design more robust methods that are at the same time fast to compute. In
addition, the cameras themselves have evolved and have more resolution and fewer lens
distortions. From the phone used by Katayama et al. (2004) with 100 MHz operating
frequency and less than VGA (Video Graphics Array) resolution, to the phone used by
Yamada & Kamitani (2013) with 1.5 GHz Quad-core processor and 8 MP camera, the
phones have evolved a lot in less than a decade.
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3 Research contributions

The main research contributions of the original Publications I–V are summarized in
this chapter. The research began with the introduction of the print-scan robust method
presented in Paper I, which was used as a pre-step towards the print-cam robust method
presented in Paper II. A different approach to the synchronization of the watermark was
presented in Paper III. The approach was based on autocorrelation function instead of a
frame. In both papers, II and III, it was noticed that one of the most probable reasons
for the watermark extraction to fail was incorrect camera focus. Thus the focusing issue
was taken under consideration in the next two papers, papers IV and V. In Paper IV,
a method that takes advantage of focal stack optimization and all-in-focus imaging
was proposed. In Paper V, the method was made more efficient and a camera phone
implementation was presented as well. It should be noted that some of the symbols used
in this chapter may differ from the ones used in the publications. This choice was made
in order to have a clear and straightforward presentation of the equations.

3.1 A print-scan robust watermarking method

As discussed earlier, the most serious attacks against the watermark in the print-scan
process occur from geometrical distortions and JPEG compression. The watermarked
and printed image is placed on a scanner bed and the user defines the scanning area on
the user interface of the scanner, as illustrated in Fig. 10. The selected area will contain
some outside areas of the image and the watermark is rotated, scaled and translated.

As the aim of the research was to later develop a print-cam robust watermarking
method, special care was placed on the robustness of the method against geometrical
distortions. Here, multiple watermarking techniques were employed, that is, embedding
of multiple watermarks in the same image in such a way that the watermarks do not
disturb each other. The simplest way to achieve this is to use orthogonal domains:
Fourier domain magnitudes are practically translation invariant, whereas the spatial
domain retains location information and the wavelet domain has gained interest as a
multi-resolution representation to resist the format conversions, especially JPEG.

The watermarks were embedded on the luminance channel of YCbCr transformation.
Nuutinen & Oittinen (2008) showed that the Y-channel is the most robust although
the blue channel would give better overall results. However, this research is mostly
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Fig. 10. A scanning area selected by the user. Paper I 2007 International Workshop on Digital
Watermarking. Reprinted with permission from Springer.

concerned about the robustness of the watermark and the Y-channel is used throughout
the research.

First, a circular template was embedded in the Fourier domain in order to determine
rotation and scale. A second template was embedded in the spatial domain to find
translation. Lastly, the message was embedded in the wavelet domain. This process is
visualized in Fig. 11.

Fig. 11. The block diagram of the proposed method. Paper I 2007 International Workshop on
Digital Watermarking. Reprinted with permission from Springer.

The message was embedded last, so that it would not be affected by the synchroniza-
tion templates. By employing synchronization templates, use of exhaustive search was
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avoided. In Fourier domain, translation of the image needs not to be considered, and
after rotation and scale have been inverted, translation is found efficiently.

Fourier domain template

Fig. 12 illustrates the embedding process of the Fourier template watermark. The
template was embedded in the mid frequencies at radius rorig. As Solanki et al. (2004)
observed, the low and mid frequencies are preserved better than the high frequencies.
High frequencies are especially susceptible to JPEG compression. In addition, low
frequencies contain most of the information on the image and therefore changes in low
frequencies are the most visible. The template consists of a pseudorandom sequence p

of 0’s and 1’s arranged around the origin symmetrically in such a way that 1’s form
peaks and 0’s appear as gaps. The angles of the peaks were θ j = π j/20, j = 0...19.

Fig. 12. Embedding a pseudorandom sequence in the Fourier domain of an image as a
template. Paper I 2007 International Workshop on Digital Watermarking. Reprinted with
permission from Springer.

The Fourier domain template was extracted with cross-correlation from an annulus
between two predefined frequencies, r1 and r2, around the origin. First, each frequency
band between r1 and r2 was transformed into a one-dimensional signal. A cross-
covariance value was calculated with the signal and the pseudorandom sequence p that
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was used in embedding. An approximation of the radius r̂ was found at the maximum
value of the cross-covariances.

A more exact value for the scale was found when the approximated radius and
two pixels width from it were searched more accurately for the peaks. The peaks
were detected by locating local maximums and thresholding, after which all the points
that were at an angle other than π/20 from the others were discarded. The peak
locations were represented as a set of {r̂i,θ̂i : i = 1...n}, where n is the number of peaks.
The trimmed mean of half of the peaks was selected as the final scaling factor r f inal .
The rotation angle was then computed by first cross-correlating the peaks with the
pseudorandom sequence p and selecting the maximum that gives the rotation angle in
a multiple of π/20. The final rotation angle was computed by taking a median from
θi− θ̂i and summing to it the detected multiple.

Translation template

As the amount of translation cannot be determined with the Fourier domain template,
a spatial domain template was introduced. The shape of the template is presented in
Fig. 13. The template is formed by repeating of a pseudorandom sequence horizontally
and vertically. The embedding strength was calculated with a JND method by Chou &
Li (1995).

Fig. 13. The template embedded for robustness against translation. Paper I 2007 Interna-
tional Workshop on Digital Watermarking. Reprinted with permission from Springer.
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The extraction was done first in the horizontal and then in the vertical direction. A
cross-correlation was calculated for every other line and the results were shifted to be on
line with each other. The cross-correlations were added together to strengthen the result
and therefore the watermark could be embedded with relatively weak strength.

Multibit message

The multibit message was embedded in the Haar wavelet transform domain with spread
spectrum techniques (Keskinarkaus et al. 2006). The message was embedded after the
Fourier domain template and the spatial domain template had already been embedded in
order to preserve message robustness. The watermark was embedded with{

YCm(n) = YC(n)+β ·m(k), messagebit = 1
YCm(n) = YC(n)−β ·m(k), messagebit = 0

, (2)

where m is an m-sequence, YC is the approximation coefficients or detail coefficients of
the wavelet transformed image with the templates, and β is a scaling coefficient.

The watermark was extracted by cross-correlating the same m-sequence and thresh-
olding the result. If the cross-correlation value was above the threshold, 1 was detected
and otherwise 0.

The results

The method was tested both by embedding a message first in the approximation
coefficients of the wavelet domain and then to detail coefficients. The message was
error coded with (15,7) BCH (Bose-Chaudhuri-Hocquenghem), which is capable of
correcting 2 error bits, and the error coded message of size 135 bits was embedded in
the image.

The image quality was examined with PSNR values. The PSNR was 40.5 dB when
the watermark was embedded in the approximation coefficients and 38.4 dB when detail
coefficients were used. It was concluded that the qualities of the images stayed high
after watermarking.

Each image was compressed with various JPEG quality factors, i.e., compression
ratios. The watermarked and compressed images were printed with two different printers,
HP ColorLaserJet 5500 DTN and HP ColorLaserJet 4500 DN. As seen in Fig. 14, the
other printer produces significantly darker images.
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Fig. 14. A watermarked image printed with two different printers and scanned. The left-
most image was printed with HP LaserJet 5500 DTN printer, the other with HP LaserJet
4500 DN printer. Images from Paper I 2007 International Workshop on Digital Watermarking.
Reprinted with permission from Springer.

The printed images were scanned with Epson GT-15000 scanner. Each image was
scanned a hundred times with 150 dpi setting and a hundred times with 300 dpi setting.
The obtained images were saved as uncompressed TIFF (Tagged Image File Format)
-files. The scanning area was selected by hand and the images were rotated randomly
between ±45°.

Two measurements were taken: success ratio and BER (Bit Error Rate). The success
ratio in Table 2 shows the percentage of times when the message was extracted correctly.
Table 3 shows the respective BER values. The values in parentheses indicate BER after
error correction coding. The results show that the method is robust against high JPEG
compression, as well as the print-scan process, including rotation, scale and translation.

Table 2. Success ratio with different JPEG quality factor and scanning settings. Paper I 2007
International Workshop on Digital Watermarking. Reprinted with permission from Springer.

Qualtity factor Approx. coefficients Detail coefficients

300 dpi 150 dpi 300 dpi 150 dpi

100 98% 98% 100% 99%
80 97% 94% 100% 99%
60 97% 91% 98% 98%
40 49% 46% 90% 85%

The results indicate that the method is more robust against JPEG when the message
watermark was embedded in detail coefficients. Paper I also includes the respective test
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Table 3. BER with different JPEG quality factor and scanning settings. Paper I 2007 Interna-
tional Workshop on Digital Watermarking. Reprinted with permission from Springer.

Quality factor Approx. coefficients Detail coefficients

300 dpi 150 dpi 300 dpi 150 dpi

100 1.9% (0.6%) 1.4% (0.1%) 0.8% (0%) 1.2% (0.5%)
80 2.6% (1.0%) 2.9% (1.0%) 0.7% (0%) 1.0% (0.5%)
60 3.0% (0.6%) 5.0% (2.8%) 1.8% (0.6%) 1.8% (1.0%)
40 8.3% (4.3%) 8.7% (4.0%) 6.2% (3.6%) 6.8% (4.2%)

for JPEG2000 robustness and the results differ only in that the method was shown to be
more robust against JPEG2000 when the message was embedded in the approximation
coefficients of the wavelet transform.

Some tests were also done in Paper I on the previously mentioned two different
printers. Those results indicate that the printer has an effect on the watermark robustness
and some of that effect can be mitigated in the extraction process, e.g., by applying
super-resolution in refining the peak detection of the Fourier domain template. In
essence, the rotation and scale were determined more accurately and the success ratio
increased, e.g., from 80% to 99% when scanned with 150 dpi.

3.2 Print-cam robust watermarking methods

One of the differences between the print-scan and print-cam methods is the JPEG com-
pression, which in print-cam occurs on two levels: first when the content owner releases
the watermarked image and second when the user captures the image. Nevertheless, it
can be assumed that the content owner wants the image to be as high quality as possible.
And although there will be some JPEG compression that is pre-installed by the phone
manufacturer, it can also be assumed that reading the watermark has been somehow
initiated on the phone and the images taken are as high quality as possible. Consequently,
the watermark system should be robust to small amounts of JPEG compression.

The other differences from the print-scan process include the geometrical distortions
that in the print-cam process need to be considered in three dimensions. In the next two
subsections, two print-cam robust watermarking methods are presented. In the first
one, a frame is placed around the image and the corner points are used in watermark
extraction. The second method is based on autocorrelation and no frame is required.
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3.2.1 A frame based method

In the print-scan publication, Paper I, it was observed that the message watermark
was more robust to JPEG compression when the message was embedded in the detail
coefficients of the wavelet transform of the image. Therefore, in Paper II, a decision was
made to use the same message watermarking method and embed the watermark in the
detail coefficients. The aim was not only to develop a print-cam robust watermarking
method but also to see whether an existing watermarking method, which is not designed
to be robust against the print-cam process, could be used in such circumstances.

The watermarking method and frame detection

The block diagram of the method is shown in Fig. 15. As a Fourier domain template
would not be robust to three-dimensional distortions, a visible frame was set around the
image. The corner points of the frame were used in inverting the geometrical distortions.
The frame was similar to the one used by Katayama et al. (2004): a blue rectangle
around the image with a small space between the frame and the image border. However,
the frame was found to be too inaccurate for determining the translation of the image
and so the translation watermark from Paper I was also employed. In addition, barrel
distortions were inverted with a method by Kannala & Brandt (2006) after the picture
was captured.

Fig. 15. A block diagram of the print-cam robust watermarking method. Paper II 2008 Signal
Processing, Pattern Recognition, and Applications. Reprinted with permission from ACM.

In the captured image, the process of searching the frame was begun by taking a
crosswise line dissecting the image in half. This line through the middle of the image
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was used in determining the width of the frame and then the width of the frame was
used in forming a frame detector filter. The filter was formed by differentiating pixel
intensities in the crosswise direction and calculating the distance of the maximum and
minimum values on the first third of the line. The distance l was used as the width of the
filter and used in building a 3× l filter F, so that sides of the matrix consisted of −2’s
and the center was filled with 5’s. The frame was then detected with

FrameValue =
3

∑
i=1

l

∑
j=1

I(i, j)F(i, j), (3)

in which I is the captured image.
The computations were continued up and down along the frame edge as illustrated

in Fig. 16. On each row of the image, the filter was slid one pixel to the left and right
from the current position in order to find the frame. The maximum filter value was
selected as the frame location and the next row was iterated. The intersections of the
detected frame show the approximate locations of the corner points of the frame. The
exact location of the corner was found by correlating the small area with a cross shaped
template. The image was then rectified with Eq. 1.

Determining and refining the translation with the template was done as in Paper I, so
that the watermark location is determined faster and with better accuracy than by using
exhaustive search.

Likewise, the watermark extraction proceeded as presented in Paper I.

Fig. 16. The frame is determined by searching along a crosswise line and advancing up and
down the side of the frame. The second image shows the detected frame.
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The results

The method was tested by embedding a (15,7) BCH error coded message of 135 bits in
an image as in Paper I. The PSNR value of the watermarked image was measured to be
39.0 dB. The watermarked image was compressed with various JPEG ratios and printed
with HP ColorLaserJet 5500 DTN printer. The images were then placed on the wall and
pictures were captured with a Nokia N90 mobile phone, which had a 2 MP camera. The
images were taken with two different resolution setting and the obtained results are
collected in Table 4. The camera was held in hand perpendicularly to the wall while
the images were captured but no external equipment, such as a tripod, was used. The
movement of the camera was approximately ±5° and the distance from the camera to
the wall was around 20±5 cm.

Table 4. Success ratio and BER with different JPEG quality factor and camera resolution
settings.

Quality factor Success ratio BER

800x600 1600x1200 800x600 1600x1200

100 98% 99% 0.52% (1.6%) 0.05% (1.5%)
80 100% 98% 0.0% (1.5%) 0.6% (1.8%)
60 87% 96% 0.6% (3.9%) 1.1% (3.4%)
40 49% 72% 7.5% (12.1%) 3.7% (7.6%)

Table 4 shows that the method was robust against JPEG compression, tilt of the
optical axis, lens distortions and geometric attacks. However, the watermarking method
on the wavelet domain was deemed to be quite fragile in a sense that the camera had to
be held near perpendicularly. This restricts the amount of use cases. Nevertheless, the
capacity and imperceptibility measures were higher than in the previous methods by
Katayama et al. (2004) and Takeuchi et al. (2005).

3.2.2 A directed-grid based method

Although the method in Paper II worked quite well, it came apparent that the wavelet
domain based message watermarking method is too fragile for many use cases. In
Paper III, a method was proposed that is more robust to small synchronization errors
and does not, in fact, require the frame. The method is based on autocorrelation and
especially on the alignment and the direction of the autocorrelation peaks.
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Watermark embedding

The watermark embedding process is presented in Fig. 17 and consists of two tracks:
The leftmost track handles the image to be watermarked and the rightmost prepares
the message. The message is error correction coded and encoded as rotational angles
and the watermark is embedded as a series of rotated two-dimensional pseudorandom
patterns. The patterns are embedded block-by-block by using a JND model to enhance
imperceptibility.

Fig. 17. The embedding process. Paper III 2012 Signal, Image and Video Processing.
Reprinted with permission from Springer.

The watermark was embedded in the Y-channel of the YCbCr transformation. The
aim of the preprocessing step was to break some naturally occurring periodicities in the
image by applying Wiener filtering on random pixels of the image. In order to make
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the watermark more imperceptible, the JND was calculated with a modification of a
method by Chou & Li (1995). The method by Chou & Li (1995) is based on computing
the background luminance values and spatial masking, and designed for the digital
distribution of the images. In their method, the strongest of the two was selected as the
JND value. Here, in order to improve robustness against print-cam process and to better
take into account the small details of the image, the method was slightly modified. The
values were summed together as in

JND(x,y) = λ1 ∗ (f1(bg(x,y),mg(x,y))+λ2)+ f2(bg(x,y)), (4)

where f1 is the spatial masking component, bg(x,y) and mg(x,y) are average background
luminance and maximum weighted average of luminance differences around the pixel
(x,y), respectively, as explained by Chou & Li (1995). The visibility threshold due
to background luminance was given by function f2. λ1 and λ2 are scaling factors and
values 2.0 and 3.0 were used. The JND values were then scaled between 0 and 1.

The image was divided into k = 9 blocks out of which the first one was reserved for
synchronization and watermark detection. Each remaining block contained four bits and
the final message length to be embedded was 32 bits. The message was first protected
with error correction coding and Gray coding. Each four-bit sequence was transformed
into an angle between 0° and 180°. The angles were quantized and each of the angles
were assigned a sequence of bits. The quantization angle was determined with

α = 180°/2a, (5)

in which a is the amount of bits embedded in each block, in here four.
The watermark pattern was formed by repeating a small rectangular pseudorandom

sequence until it formed a two-dimensional pattern. The pattern was rotated according
to the message angle and cut to the size of the block. The blocks were embedded in the
image with

Yi(x,y) = Xi(x,y)+δ1 ∗ JND(x,y)∗W θi
i (x,y)+δ2 ∗ (1− JND(x,y))∗W θi

i (x,y), (6)

where Yi is the ith watermarked image block, Xi is the ith preprocessed image block, W θi
i

is the two-dimensional pattern that has been rotated according to the ith angle θi, and δ1

and δ2 are scaling factors of JND values.
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Watermark extraction

The watermark was extracted by first dividing the captured image into blocks. The
division was done blindly and it was assumed that the watermarked image lies close to
the center of the captured image. Each block was processed separately by filtering and
calculating autocorrelation functions, as illustrated in Fig. 18 and 19. A set of peaks was
revealed that could then be used in determining the direction and angle of the embedded
pseudorandom pattern.

Fig. 18. The message extraction process. Paper III 2012 Signal, Image and Video Processing.
Reprinted with permission from Springer.

Each block was Wiener filtered in order to remove the effect of the cover image
from the watermark. The autocorrelation function was then calculated over the Wiener
estimate. However, due to the print-cam process, the autocorrelation function of the
Wiener estimate W̃i is distorted and need to be preprocessed for the optimal result.
In order to enhance peak detection, the autocorrelation function was filtered with
a rotationally symmetric Laplacian of Gaussian filtering operator. The enhanced
autocorrelation peaks were thresholded and a binary grid was formed:

G(u,v) =

{
1, when M(u,v)×R∗∗W̃iW̃i

(u,v)≥ γ

0, when M(u,v)×R∗∗W̃iW̃i
(u,v)< γ

(7)

The center of the autocorrelation function R∗∗W̃iW̃i
is most likely filled with noise and it

was filtered out with a circular masking operator M. γ is the threshold and selected such
that 99.7% of the data were below the threshold.
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Fig. 19. Extraction process in detail. Paper III 2012 Signal, Image and Video Processing.
Reprinted with permission from Springer.

Capturing the image affects the shape of the peaks. In order to reshape the peaks, the
binary grid was dilated with a small disk-shaped structuring element. In this way small
errors were allowed in the peak locations while determining line directions.

The angle was detected from the binary grid G with Hough transform and the
message read from the slope of the detected lines. Due to the Hough transform
properties, false peaks had little or no effect to the line detection. The message was
decoded from the angle information in reverse order to the embedding.

The results

For the experiments, five images were used. The images are listed in Fig. 20. Each
image was watermarked with two different embedding strengths: first, with embedding
values of δ1 = 50, δ2 = 5, and then with δ1 = 60 and δ2 = 6. The images were then
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printed with HP Color LaserJet 4650 PCL printer with print size of 10.5 cm × 10.5 cm
and placed on the wall.

Fig. 20. The test images. Paper III 2012 Signal, Image and Video Processing. Reprinted with
permission from Springer.

The qualities of the watermarked images were evaluated with subjective tests. 10
persons were asked to evaluate images without them knowing which of the images were
watermarked. The persons rated the images with 5-point impairment scale. Subjective
Difference Grade (SDG) was calculated with

SDG = Scoreimage_under_test −Scorere f erence_signal (8)

in which the ratings for the unwatermarked signals worked as a reference. Resulting
SDG scores had a mean of -0.4 for both watermarking strengths and therefore the
qualities were deemed sufficient for the intended use case.

The method was tested first against the distance variations of the camera to the wall.
The tests were done with Nokia N82 mobile phone, which has a 5 MP camera. The
data was collected by capturing images from the watermarked image at each distance
and computing the average accuracy of the detected rotation angles of the blocks. The
results were collected in Fig. 21. The angle 5.6° indicates the theoretical limit at which
the reading of the watermark is still reliable if four bits are embedded in each block.

These results showed how the capacity and embedding strength affect robustness.
More bits per block means lower quantization step size and the possibility for misin-
terpreting the rotation angle information increases. The results showed also that the
optimum shooting range for the test images when four bits were embedded was 12-24
cm with the stronger embedding strength and 14-22 cm with the lower embedding
strength. Fig. 22 shows as an example of how the pictures look when taken at the limits
of the optimum shooting range.

Similarly, robustness against the tilt of the optical axis, namely, yaw and pitch, were
tested. Naturally, the method was more robust with stronger embedding strengths but for
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Fig. 21. Effect of distance on the accuracy of the angle detection. Paper III 2012 Signal,
Image and Video Processing. Reprinted with permission from Springer.

Fig. 22. The left image is taken at distance of 12 cm whereas the picture on the right is taken
at distance of 24 cm. Paper III 2012 Signal, Image and Video Processing. Reprinted with
permission from Springer.

all images and directions, extraction was robust on average 10° of tilt, 6° on minimum
and 20° at the maximum.

Encouraged by the results, the images were placed on a poster layout for additional
testing. The poster is shown in Fig. 23 and includes coloured and textured background,
logos on top of the images and one image that is not rectangular. Surprisingly, the
results showed that the method was robust on average 15° of tilt, 10° on minimum and
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20° at the maximum. Therefore the watermark was more robust on the poster than on
normal paper despite additional distortions such as shiny paper. This was probably
because of the better printing quality of the poster printer.

Fig. 23. On the left: The poster with watermarked images on Paper III 2012 Signal, Image
and Video Processing. Reprinted with permission from Springer. On the right: an example
of a scenario.

In addition to the distance variations and the tilt of the optical axis, some tests were
also conducted with different mobile phone cameras and camera settings. Two phones
were used in conducting random tests, Nokia N82 and N90. Images were captured
free handedly, 50 times from each image. On average, the BER for 5 MP camera of
N82 was 1.66, for 2 MP image of N82 average BER was 2.5 and for 2 MP camera of
N90 the average BER was 3.8. This indicates that the camera has a discernible effect
to robustness. Most probably the lens distortions on the older model, N90, were the
biggest factor in the obtained results.

In order to validate the method further, a prototype was implemented on Symbian
C++ and installed on the N82. The aim of the application was to direct the user to
a website, the address of which was stored as a watermark. Each image contained
information for a different address. Fifteen users were asked to take pictures of the poster
and test the application. The users were in general unaccustomed to the camera phone
model and rarely took pictures with a camera phone. The largest individual problem
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seemed to be a difficulty of focusing the camera properly for watermark extraction. Out
of 15 test subjects, 14 were directed to the correct website at the first attempt and the
one test subject on the second attempt.

Ultimately, the aim of the research was to build a method that did not rely on frames
and would be more robust to small local changes. It was shown with extensive tests that
the method worked as intended, was robust to additional distortions and worked even
with round images.

3.3 Focusing issues in print-cam robust watermarking

The two previous works led to a realization that one of the biggest problems in the
print-cam robust watermarking was focusing the camera. In addition, the methods in the
literature have constraints for how straight the image must be captured. The following
research was done in order to bend the limits of watermark robustness and propose a
solution for the focusing issues.

The problem of camera phones is their narrow depth of field which means that, if the
image is captured at a large angle, all of the image is not in focus. The solution proposed
here is based on a field of computational photography, namely, all-in-focus imaging. In
all-in-focus imaging, a series of images are captured at several different focus distances
and the images are combined to form one sharp image. The initial method was proposed
in Paper IV and the work was refined and implemented on a mobile phone in Paper V.

3.3.1 An approach based on computational photography

When the image is captured in a large angle in respect to the printout, the depth of focus
of the camera might not be deep enough to capture the whole scene in-focus: some parts
of the image may be unfocused and the watermark extraction fails. Traditionally, to
increase the depth of focus, the size of the aperture is increased and subsequently more
lighting is required. With camera phones, changing the aperture is generally not possible
and, regardless, arranging more lighting is often impractical.

In Paper IV, a method was proposed that improves the focusing by providing an
overall sharper image through computational photography and especially through
all-in-focus imaging techniques. Computational photography overcomes the limitations
of optics by capturing and processing images digitally. In the all-in-focus imaging, the
scene is captured by taking multiple pictures of the same scene with varying depth of
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focus. This way a focal stack is built and by combining all or part of the images in the
focal stack, a sharp version of the scene can be reconstructed.

On a mobile phone, the usage of the whole focal stack is not feasible. Traditionally,
the selection of images from the focal stack is done by hand, which would not be
practical in a mobile phone setting. The advantage of selecting only a few of the images
for reconstruction is twofold: First, if the camera moves between images in the focal
stack, there is need for image registration, and the more there is a need for registration,
the more the risk of erroneous registration increases. Secondly, image registration is a
computationally expensive operation and selecting an optimal amount of images for
further processing will save processing time and power.

Unfortunately, most of the proposed all-in-focus imaging methods do not take into
account the movement that occurs when the image is captured freehandedly and even
fewer have been proposed for automated image selection. None of the methods have
been used in combination with watermarking.

Vaquero et al. (2011) proposed a method for Linux based mobile phones that used
FCam programmable camera software stack (Adams et al. 2010). They developed a
method for sweeping the focus of the lens and selecting the optimal amount of pictures
to be taken based on the sharpness maps of the scene. Solh (2014) selected three
predetermined focal distances and the frames at these distances were aligned and fused.
Zhang et al. (2013) selected the whole focal stack but removed first the blurriest of the
images from the stack by using the IMU (Inertial Measurement Unit) of the phone. The
remaining images were then registered with SIFT (Scale Invariant Feature Transform).
Sakurikar & Narayanan (2014) divided the view finder into 16 blocks and directed the
autofocus routine of the camera to focus to each block in turn.

The algorithm for focal stack optimization presented here was inspired by the
method of Vaquero et al. (2011) and further developed with watermarking application
in mind. The basic method, shown in Fig. 24, begins with focal stack processing and
generation of an all-in-focus image before the extraction of the watermark message.

Focal stack optimization

The focal stack was built by taking pictures of the watermarked image at distances that
were determined with

fnext = 1.0/((1.0/ foriginal)− (3.0∗ fstep)+( fstep ∗ (i−1))), (9)
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Fig. 24. Overall view of the all-in-focus image acquisition and watermark extraction process.
Paper IV 2016 Multimedia Tools and Applications. Reprinted with permission from Springer.

where f -values are given in dioptres with fstep being 1.0/100.0 and i = 1...N. The
captured images in the focal stack are denoted as Ii, i = 1...N. The sharpness maps were
then built from the captured images by taking absolute values of Laplacian as in

Li =

∣∣∣∣∂ 2Ii

∂ 2x
+

∂ 2Ii

∂ 2y

∣∣∣∣ . (10)

Li, i = 1...N were divided into blocks and each block averaged so that each sharpness
map Si is of size 96×72 pixels. The maps were then normalized between 0 and 1.

The foreground and background areas were identified from the sharpness maps.
Each sharpness map Si(u,v) element was classified as foreground if standard deviation

σ > 0.1×σmax, (11)

where 0.1 was determined experimentally.
Next, out of the foreground elements, the sharp regions were identified. An

element at ith sharpness map was determined as sharp if Smax(u,v) == Si(u,v), or
Smax(u,v)−Si(u,v) < Smax×T and the element in the neighbouring map was sharp,
i.e., element Si−1(u,v) or Si+1(u,v) was sharp. The threshold T was determined as an
approximate number of images that contain valuable information about the scene, i.e.,
the number of images that contain largest amount of the foreground regions.

This sharpness information was collected on binary maps Bi. However, in real life,
sharpness of a scene usually changes more gradually and for this reason the binary maps
were processed with a small 3×3 Gaussian kernel g with

Gi(u,v) = max
(l,n)∈g

{g(l,n), Bi(u+ l,v+n)} . (12)
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The optimal set of images for the all-in-focus image was selected with a greedy
algorithm described in Fig. 25. The starting point of the algorithm was selected with
m = argmaxi∈N ∑u,v Gi(u,v) and each of the remaining maps was compared with

sumi = ∑
u,v

max
u,v
{Gm(u,v),Gi(u,v)}, (13)

so that the index m′ that maximizes sum was selected and the map Gm′ was combined
with Gm to build a new combined map Gm = max

u,v
{Gm(u,v),Gm′(u,v)}. The algorithm

was iterated until at least 95% of the foreground regions were selected.

Fig. 25. An algorithm for optimizing focal stack. Paper IV 2016 Multimedia Tools and Appli-
cations. Reprinted with permission from Springer.
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Image registration and blending

The M images selected from the focal stack were registered by using Accelerated Kaze
features (Alcantarilla et al. 2013). The A-Kaze features were selected because they are
blur-invariant and significantly faster to compute than, e.g., SIFT-features. An example
of selected and registered sub-stack with M = 3 is shown in Fig. 26.

Fig. 26. An example of selected and registered sub-stack with sharp regions on left, middle
and right respectively. Corresponding parts are magnified and placed next to each image.
Paper IV 2016 Multimedia Tools and Applications. Reprinted with permission from Springer.

The registered images were blended with Laplacian pyramid blending (Burt &
Adelson 1983) with a sharpness mask as the alpha mask. The sharpness map was
calculated by first applying Laplacian filter to each image and taking the absolute value

60



of the filtering as in Eq. 10. The values were then smoothed with 5×5 averaging filter
and the sharpness mask Q was calculated with

Q(x,y) = argmax
j∈M

Ir
j(x,y), (14)

where Ir
j indicates the registered and filtered images. Fig. 27 depicts the sharpness mask

and the final result after blending.

Fig. 27. On the left: Sharpness mask in which the shade of each pixel indicates the index of
the image which was sharpest at that pixel. On the right: Final result after blending. Paper IV
2016 Multimedia Tools and Applications. Reprinted with permission from Springer.

Watermarking method

The watermark method used was practically the same as the one presented in Paper III.
However, two main differences discern the method in Paper III from the one in Paper IV.
First, the capacity was increased to 60 bits by dividing the image into 16 blocks instead
of nine. Second, the watermark was synchronized by using a frame. Although the
watermarking method chosen is robust to the print-cam process and some tilt of the
optical axis, a frame was added for further robustness. After all, the method was tested
with angles > 30° so that the depth of focus comes into play.

The frame was detected by first smoothing the image and thresholding it with an
adaptive thresholding method. The contours were found in the thresholded image and
the contours translated into polygons, which were then simplified. The largest polygon
with four corners was assumed to be the frame.
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The results

The method was tested with a Canon G7 digital camera by rotating the camera around
the printed and watermarked image. Tests were done at angles of 0°, 20°, 40°, 60° and
70°. Angles larger than 70° were omitted due to practical reasons as the camera was too
close to the wall.

The six test images, shown in Fig. 28, were watermarked with two strengths: first
with values δ1 = 100, δ2 = 10 and then with δ1 = 120, δ2 = 12. No error correction
coding was used. The printed image size was 6.5 cm × 6.5 cm, which is significantly
less than at Paper III. Decreasing the size of the printed image affects the watermark
visibility in such a way that the embedding strength could be increased without affecting
the quality of the watermarked image. The qualities were validated with a method
inspired by Eerola et al. (2009, 2010) and was based on MSSIM (Mean Structural
Similarity) Wang et al. (2004). All the measured MSSIM values approached 1 and the
image qualities were therefore sufficient for the intended use case.

Fig. 28. The test image. Paper IV 2016 Multimedia Tools and Applications. Reprinted with
permission from Springer.

The main results are collected in Tables 5, 6, 7 and 8. The robustness was tested at
two distances, 15 cm and 20 cm. At each distance, the camera was turned either yaw or
pitch direction and pictures were captured with 10 MP resolution and 2.5 MP resolution.
Each captured focal stack contained approximately 15 images. Tables 5 and 6 are
collected from the average values of all the test images. However, the complementary
tests on pitch were made with only "Lena" image, as shown in Tables 7 and 8.

The method was shown to be robust up to angles of 50° and perform well with
angles of 60°. Unsurprisingly, the method is more robust with the stronger watermarking
strength but the difference is quite small. In addition, scaling of the images to 2.5 MP
seems to have little or no effect. However, the increase in distance together with the
reduction in resolution decreases robustness but more tests would need to be done to
find the limits.
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Table 5. BER(%) at different yaw angles with 10 MP images.

0° 20° 40° 50° 60° 70°

δ1 = 100, δ2 = 10, 15 cm 0.6 0.3 0.8 1.7 3.0 14.7
δ1 = 120, δ2 = 12, 15 cm 0.0 0.0 0.3 0.8 1.4 10.6
δ1 = 100, δ2 = 10, 20 cm 0.3 1.7 1.4 1.7 5.0 25.8
δ1 = 120, δ2 = 12, 20 cm 0.0 0.3 0.0 1.7 2.5 13.3

Table 6. BER(%) at different yaw angles with 2.5 MP images.

0° 20° 40° 50° 60° 70°

δ1 = 100, δ2 = 10, 15 cm 0.6 0.3 2.2 1.7 2.5 12.5
δ1 = 120, δ2 = 12, 15 cm 0.0 0.0 0.3 1.1 1.4 8.6
δ1 = 100, δ2 = 10, 20 cm 1.7 0.8 1.4 0.8 7.5 28.1
δ1 = 120, δ2 = 12, 20 cm 0.3 0.0 0.0 0.8 2.8 18.6

Table 7. BER(%) at different pitch angles with 10 MP images (Lena).

0° 20° 40° 50° 60° 70°

δ1 = 100, δ2 = 10, 15 cm 0.0 0.0 0.0 0.0 3.3 6.7
δ1 = 120, δ2 = 12, 15 cm 0.0 0.0 0.0 0.0 0.0 6.7
δ1 = 100, δ2 = 10, 20 cm 0.0 0.0 0.0 0.0 1.7 13.3
δ1 = 120, δ2 = 12, 20 cm 0.0 0.0 0.0 0.0 0.0 13.3

Table 8. BER(%) at different pitch angles with 2.5 MP images (Lena).

0° 20° 40° 50° 60° 70°

δ1 = 100, δ2 = 10, 15 cm 0.0 0.0 0.0 0.0 0.0 11.7
δ1 = 120, δ2 = 12, 15 cm 0.0 0.0 0.0 0.0 0.0 3.3
δ1 = 100, δ2 = 10, 20 cm 0.0 0.0 0.0 0.0 1.7 16.7
δ1 = 120, δ2 = 12, 20 cm 0.0 0.0 0.0 0.0 0.0 15.0

3.3.2 Toward faster implementation for camera phones

In Paper V, the method presented in the previous subsection was improved for mobile
phone use. The overall flow of the algorithm is illustrated in Fig. 29. Scaled versions of
the focal stack images were used when applicable and approximations of transformation
matrices were used. It was shown with experiments that this did not decrease the
robustness of the method.
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Fig. 29. Overall view of the all-in-focus image acquisition and watermark extraction process.
Paper V 2018 Journal of Systems and Software. Reprinted with permission from Elsevier.

The algorithm for watermark extraction

In Paper V, the building and optimization of the focal stack was done as presented in
Paper IV. The focal stack was build by first determining the initial focal point with the
camera lens autofocus routine and then applying the equation 9. The focal stack size N
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was selected to be 10 so that the focal stack would cover the whole distance from the
initial focal point to the furthest point of the image.

Unlike in Paper IV, in Paper V, each image in the stack was scaled into size of
816×612 in order to save resources and reduce processing times. The full sized images
Ii were saved in memory for later processing. The sharpness maps Si, i = 1...N were
built from the scaled images and M images were selected from the stack. The M full
sized images were then reloaded. The full sized images I j, j = 1...M were filtered with
a small Gaussian kernel to smooth out artefacts that originate from the printer halftoning
process. In order to save processing time later the images were then to 1/8th of the size
with a scale matrix H.

Next, the scaled images Îi, i = 1...M were registered and subsequently approxima-
tions of the registration R̂ j, j = 1...M relative to the full sized images were obtained.
The images were then blended and a matrix T̂ for rectifying the image was computed
from the corner locations of the frame around the image.

The transformation matrices T̂, R̂ j and H were then applied to the full sized images
with

p∗ = T̂R̂ jH−1p, (15)

where p denotes a pixel in the original image I j and p∗ denotes a pixel in the image Y ∗j ,
j = 1...M from which the watermark could be extracted.

Finally, in order to minimize the effect of small registration errors, the images were
not blended but all the M images were divided into k = 16 blocks. For each block k, the
watermark was read from the sharpest of the M blocks.

The results

It was indicated in Paper IV that the method could be improved with error correction
coding and so a (15,8) Reed-Solomon error correction coding (Reed & Solomon 1960)
was applied here. Otherwise, the same images were used as in Paper IV. Similarly,
the tests were conducted with the Canon G7 camera but in addition the algorithm was
implemented for an Android mobile phone with an 8 MP camera. Because of the
difference in the field of view of the two cameras, different distances were selected for
both test cases. The distances were selected such that the relative sizes of watermarked
images in both cases were the same.
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The obtained results for watermark robustness are collected at the following tables
and contain BER at different angles, at different distances and with different watermark
strengths. Table 9 and 10 contain results for the digital camera and mobile phone,
respectively. The values in parentheses indicate BER without error correction coding. It
can be seen that the mobile phone offered almost the same robustness as the digital
camera although it has slightly fewer megapixels and inferior lens specifications.

When compared with the previous method in Paper IV, the new method performed
noticeably better. This was mostly due to the different approach on watermark extraction
as the artefacts due to the blending operation did not occur. The registration might not
have been as accurate but this was not an impediment as the watermarking method was
inherently robust to small distortions.

Table 9. BER(%) at different yaw angles with error correction coding. Images captured with
a digital camera.

0° 20° 40° 50° 60° 70°

δ1 = 100, δ2 = 10, 15 cm 0.0 (0.0) 0.0 (0.0) 0.0 (0.0) 0.0 (0.0) 0.0 (0.8) 1.6 (6.9)
δ1 = 120, δ2 = 12, 15 cm 0.0 (0.0) 0.0 (0.0) 0.0 (0.0) 0.0 (0.0) 0.0 (1.4) 0.0 (3.1)
δ1 = 100, δ2 = 10, 17.5 cm 0.0 (0.0) 0.0 (0.0) 0.0 (0.0) 0.0 (1.1) 0.0 (1.7) 9.9 (9.2)
δ1 = 120, δ2 = 12, 17.5 cm 0.0 (0.0) 0.0 (0.0) 0.0 (0.0) 0.0 (0.8) 0.0 (0.6) 0.0 (3.3)
δ1 = 100, δ2 = 10, 20 cm 0.0 (0.0) 0.0 (0.0) 0.0 (0.3) 0.0 (1.9) 0.0 (2.5) 5.2 (9.7)
δ1 = 120, δ2 = 12, 20 cm 0.0 (0.0) 0.0 (0.0) 0.0 (0.0) 0.0 (0.0) 0.0 (0.0) 8.9 (10.6)

Table 10. BER(%) at different yaw angles with (and without) error correction coding. Images
captured with a phone camera.

0° 20° 40° 50° 60° 70°

δ1 = 100, δ2 = 10, 12.5 cm 0.0 (0.0) 0.0 (0.0) 0.0 (0.0) 0.0 (0.0) 0.0 (1.9) 3.6 (10.6)
δ1 = 120, δ2 = 12, 12.5 cm 0.0 (0.0) 0.0 (0.0) 0.0 (0.0) 0.0 (0.0) 0.0 (0.3) 1.6 (5.6)
δ1 = 100, δ2 = 10, 14.5 cm 0.0 (0.0) 0.0 (0.0) 0.0 (0.0) 0.0 (0.0) 0.0 (2.2) 4.2 (13.3)
δ1 = 120, δ2 = 12, 14.5 cm 0.0 (0.0) 0.0 (0.0) 0.0 (0.0) 0.0 (0.0) 0.0 (0.8) 1.0 (5.6)
δ1 = 100, δ2 = 10, 16.5 cm 0.0 (0.0) 0.0 (0.0) 0.0 (0.2) 0.0 (0.6) 0.0 (5.0) 7.3 (16.9)
δ1 = 120, δ2 = 12, 16.5 cm 0.0 (0.0) 0.0 (0.0) 0.0 (0.0) 0.0 (0.0) 0.0 (1.9) 7.8 (15.6)

3.3.3 Execution times of the algorithms

Table 11 shows the performance comparison of the two methods, the initial method on
Paper IV and the refined method in Paper V. The initial algorithm in Paper IV took over
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six seconds to compute whereas the new algorithm was over six times faster. There was
therefore no reason for implementing the first method on a mobile phone. The method
on Paper V, however, seemed promising and eventually took only five seconds to run on
a mobile phone with equal robustness. That is, the new version is faster on a phone than
the old one on a computer. Most of the processing time was eventually spent on the
watermark extraction and accessing the full sized images from memory.

Table 11. Execution times of the algorithms.

Sub-stack size Paper IV on comp. Paper V on comp. Paper V on phone

1 3 1 3 1 3

handling images 0.10 s 0.10 s 0.10 s 0.10 s 0.37 s 0.36 s
sub-stack 0.01 s 0.01 s 0.01 s 0.01 s 0.07 s 0.04 s
reconfigure images 0.10 s 0.25 s 0.09 s 0.26 s 0.37 s 1.23 s
registering - 4.19 s - 0.04 s - 0.30 s
blending - 1.17 s - 0.02 s - 0.14 s
synchronization 0.29 s 0.28 s 0.01 s 0.02 s 0.23 s 0.28 s
extract watermark 0.37 s 0.37 s 0.37 s 0.38 s 2.63 s 2.73 s
Total 0.87 s 6.37 s 0.58 s 0.83 s 3.69 s 5.08 s
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4 Discussion

4.1 Significance of the results

The aim of the thesis was to answer the question: How to extract watermark information

from a printed image with a hand held camera device when the capturing angle is

highly variable? The question was approached by first studying the print-cam robust
methods and later the issues concerning the focusing of the lens. In Paper I, the research
towards the print-cam robust watermarking begun within a constricted setting: A
print-scan robust watermarking method was proposed with emphasis on robustness
against geometrical distortions. In papers II and III, print-cam robust methods utilizing
a frame and autocorrelation function, respectively, were proposed. In Paper IV, the
issue of focusing the camera lens was studied and a method relying on computational
photography was proposed. This method was further improved in Paper V and a mobile
phone implementation was presented.

Robustness against geometrical distortions is a key element in the print-cam robust
watermarking. In order to solve the challenges in print-cam robustness, it makes sense
to start with a controlled setting in which the rotations, scale and translation occur
only in two dimensions. The research at Paper I aimed at high robustness against
the print-scan process, by taking advantage of multiple watermarking. With multiple
watermarks, it was possible to direct effort in solving the exact problems very accurately.
The proposed method was robust against rotation, scale and translation, but also against
JPEG compression, which is important to note considering the print-cam robustness.

The research was continued in Paper II and the results of Paper I were taken into
consideration. The results of Paper I showed that the message watermark is more robust
on the detail coefficients of the wavelet domain and so the watermark was embedded in
those coefficients in Paper I. A frame was placed around the image for synchronization.
It was shown that even simple and relatively fragile watermarking methods survive the
print-cam process if the synchronization is done properly. The method was robust to the
print-cam process, JPEG, and lens distortions.

A more advanced method based on autocorrelation was proposed in Paper III. The
method did not rely on a frame or image borders for the synchronization as many of the
previous print-scan and print-cam robust methods did. The watermark was encoded in
the angles of a pseudorandom signal. The method was shown to be robust, not only to
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the print-cam process and JPEG compression, but also to various disturbances around
and on top of the image. The method was also implemented on a mobile phone and
tested to be functional with user experiments.

The previous methods were proven robust to the print-cam process but with lim-
itations on capturing angles. In the next study, the capturing angles were increased
and the effects of narrow depth of focus were studied. A method was proposed in
Paper IV that increased the depth of focus through computational photography and
was able to read the watermark even with angles up to 60°. The algorithm was then
taken further in Paper V in which a mobile phone implementation was presented. In
Paper V, the algorithm was modified to better take advantage of the inherent features of
the watermarking method and camera phone properties. In the end, the algorithm was
made significantly faster without sacrificing robustness.

In comparison to the methods discussed in Chapter 2 and specifically in Table 1,
the methods presented here are very robust. The approach of Paper II performs well
with it’s higher than average image quality and large capacity, whereas the methods of
Papers III-V offer superior robustness. Although, straight comparison of the methods is
difficult due to different use cases and design goals. Thus, making the triangle shown in
the Fig. 3 all the more relevant.

4.2 Limitations and generalizability

Although the methods presented were deemed highly robust to the print-cam process, the
printing process was regarded as a black box and similar printers were used throughout
the study. It would undoubtedly be worthwhile to study different printing techniques.
Especially the halftoning process should be studied more in relation to the print-cam
process as the halftoning pattern was noticeable in the captured images that were taken.

In addition to the printing process, also the lighting was kept relatively similar in all
study cases. Although in real life, the lighting may vary drastically and mobile phone
cameras are specifically sensitive to lighting variations.

A third constant in the research was the original image size. In Paper III, the method
was tested also with a circular image but the watermark size was roughly the same as in
the square images. In papers IV and V, the printed image size was decreased from 10.5
cm in Paper III to 6.5 cm without changing the resolution of the original images. This
can be considered as a scaling issue, for which the methods are indeed robust but the
effects must nevertheless be studied to be certain of the overall performance.
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Regarding testing the images in different conditions, one of the limitations include
the small amount of different images with which the methods were tested. Ultimately
testing with different conditions and various images and settings comes down to the
question of resources at hand. The methods implemented are not dependent on the
image content apart from predefined constraints, such as use of natural color images.
In this regard, use of a small amount of test images is justified. Nevertheless, it is a
limitation that need to be considered.

In addition, the security of the watermarks was not considered during the research
either. This might limit the applicability of the methods and is an important research
subject for future work.

The research spanned multiple years during which the specifications of mobile
phones advanced significantly. The research of the print-cam robust watermarking
methods depends not only the methodologies but also on the target of implementation,
the mobile devices. For example, the first mobile devices had lenses with noticeable lens
distortions whereas the later models do not suffer from similar limitations. Although,
the improving specifications and processing powers reduce limitations, they do not solve
the main question of this thesis, that is, how to design a watermarking method robust to
geometrical distortions in three dimensions.

Despite the limitations, the results obtained in this research show that the methods
are feasible and can be generalized as such for commercial use. For a commercial
watermark application, the method must be fast and robust, the very two features, which
were already demonstrated to be achievable in this thesis.
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5 Summary and conclusions

In this thesis, the print-cam robustness of the digital image watermarks is researched.
Particularly, the thesis focuses on situations in which the camera is held at a large angle in
relation to the printed and watermarked image. The thesis was initiated with a print-scan
method and then divided into two parts. First, two print-cam robust watermarking
methods were presented, one based on a frame and another on autocorrelation function.
Second, computational photography was applied in designing an algorithm that is robust
to a large tilt of the optical axis.

A print-cam robust watermarking method should be robust to multiple distortions,
the most severe one being rotation in three dimensions, i.e., the tilt of the optical axis.
The goal of the first paper was strong robustness against the print-scan process so that
later the method could be developed into a print-cam robust watermarking method. The
second publication took this method further and included a frame around the image to
solve the synchronization issues. However, the watermarking method was relatively
fragile and in the third publication a more robust watermarking method was proposed
that employed autocorrelation function.

During the research of the two print-cam robust watermarking methods, it was
observed that one of the most common ways for watermark extraction to fail was an
incomplete focusing of the camera. The next two papers proposed solutions for the
problem by applying computational photography techniques, first, with a digital camera,
and then through an implementation on a camera phone. The methods take advantage of
all-in-focus imaging and the inherent features of the watermarking method. Robustness
of each of the methods was shown with extensive testing with and without user inputs.

This thesis shows that digital image watermarking can be successfully used in
connecting the printed analog world to the digital. In the future, it would be advantageous
to look into security issues in relation to the print-cam process, as well as variable
lighting conditions. This would increase the number of possible applications and bring
the print-cam robust watermarking closer to consumers and content providers.
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